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Abstract

In this paper, two new iterative methods for solving generalized absolute value equations
(GAVESs) are proposed and investigated using the single-step iteration (SSI) approach. The
proposed iterative methods are Picard-SSI and nonlinear SSI-like methods. In the imple-
mentation of the Picard-SSI method, we have used the SSI method as an inner solver. The
convergence of the proposed method for solving GAVE is analyzed under reasonable con-
straints. Several numerical examples are given to illustrate the efficiency and implementation
of the proposed methods.

Keywords Absolute value equation - Picard-SSI method - Nonlinear SSI-like method - SSI
method

Mathematics Subject Classification 65F10 - 65B99 - 65F30

1 Introduction

For given matrices A, B € R™" and b € R”, let’s consider the problem of finding a vector
x € R” that satisfies the equation:

Ax — B|x| = b. (D

This problem, known as the Generalized Absolute Value Equations (GAVE), was introduced
by Rohn (2004). In the special case where B = I, the equation reduces to:

Ax — |x| = b. )
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The GAVE finds applications in various fields including engineering, scientific computing,
and game theory. For instance, bimatrix games, linear programs, and convex quadratic pro-
grams can be formulated as a linear complementarity problem (LCP) and can also be reduced
to a GAVE (Mangasarian et al. 2006; Cottle et al. 1992). The GAVE can also be reduced to an
LCP (Murty 1988; Prokopyev 2009). Additionally, the GAVE is a special case of the system
of weakly nonlinear equations studied by Bai (1997). In Bai (1997), a two-stage iterative
method is introduced, providing a comprehensive framework for applying matrix splitting
iteration techniques to weakly nonlinear systems, which includes the methods presented in
(Salkuyeh 2014; Miao et al. 2021; Zhou et al. 2021) as specific instances. For a deeper
understanding of the interconnections among these approaches, refer to (Li et al. 2023).

Inrecent years, significant research has been dedicated to solving GAVEs. Several methods
have been developed, and some studies (Mangasarian et al. 2006; Rohn 2009; Wu 2020) have
established sufficient conditions for the existence and uniqueness of solutions to the GAVE
and its special case, the AVE. The generalized Newton (GN) method was suggested by
Mangasarian (2009) for solving AVE, and further generalizations of the GN method can be
found in (Zhou et al. 2021; Noor et al. 2018; Wang et al. 2019).

The Picard-HSS method, proposed by Salkuyeh (2014), and the nonlinear HSS-like iter-
ation method, put forth by Zhu and Qi (2018), were initially designed for weakly nonlinear
problems in (Bai and Yang 2009). Other numerical methods based on the Picard-type method
and generalizations of the nonlinear HSS-like method can be found in (Dehghan and Shir-
ilord 2020; Miao et al. 2021; Zang 2015). Classical matrix-splitting iterative methods such
as Gauss-Seidel, SOR, and AOR have also been utilized to solve GAVEs (Dong et al. 2020;
Seifollahzadeh and Ebadi 2024).

When B = 0, the problem reduces to a system of linear equations, which has numerous
applications in scientific computation (Bai et al. 2003; Idema and Vuik 2023; Ebadi et al.
2016; Li and Wu 2015; Golub and Van Loan 2013; Trefethen and Bau 1997).

The Hermitian and skew-Hermitian splitting (HSS) iteration method (Bai et al. 2003)
is emphasized in this paper, which involves solving two linear subsystems. One of these
subsystems is the shifted skew-Hermitian linear subsystem, which was studied by Idema
and Vuik (2023). However, in some cases, solving one of the coefficient matrices of the
linear subsystems, as it is skew-Hermitian, can be challenging (Benzi 2009). As a remedy to
avoid solving a shifted skew-Hermitian linear subsystem, Li and Wu (2015) introduced the
single-step HSS iteration method (SHSS) and Wu et al. (2017) presented a non-alternating
preconditioned HSS (NPHSS) iteration method for non-Hermitian positive definite linear
systems, and Wang et al. (2019) proposed a single-step iteration method for non-Hermitian
positive definite linear systems, which is similar to NPHSS method and was referred to in
Miao et al. (2020) with SSI.

In this article, we propose new Picard-SSI and nonlinear SSI-like methods for solving
GAVE:s based on the SSI technique. The Picard-SSI method combines the Picard and SSI
methods as outer and inner iteration methods, respectively. It is worth mentioning that the
method proposed by Miao et al. (2021) is a special case of our Picard-SSI method. Unlike
the Picard-SSI method, the nonlinear SSI-like method does not require the computation of
inner iterations. We provide convergence theorems for both methods and demonstrate their
effectiveness through numerical examples.

The organization of the remainder of this paper is as follows: Some prerequisites are given
in Sect. 2. The Picard-SSI and nonlinear SSI-like methods and their convergence are described
in Sect.3. Numerical examples to illustrate the effectiveness of the proposed methods are
given in Sect. 4.
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2 Preliminaries

In this section, we give necessary lemmas and a few notations which are used throughout the
paper and recall the HSS iteration method (Bai et al. 2003), the SHSS iteration method (Li
and Wu 2015) and the SSI method (Wang et al. 2019). We use o;(.) and A;(.) to denote the
i-th singular value and eigenvalue of a matrix, respectively, especially ;4 (.) (Omin(.)) and
Amax () (Amin (1)) denotes the maximum (minimum) absolute singular values and maximum
(minimum) absolute eigenvalues of the given matrix. p(A) represents the spectral radius
of given matrix A, I denotes the identity matrix, ||.|| is the 2-norm, and ® represents the
Kronecker product.

Lemma 1 (Mangasarian et al. 2006) The AVE (2) is uniquely solvable for any b, if | A~!|| < 1.

Lemma2 (Wu 2020) The GAVE (2) has a unique solution for any vector b, if matrices A
and B satisfy
Omax(B) < omin(A). 3)

Within this document, it is presumed that the GAVE possesses a unique solution.
Bai et al. (2003) presented the following HSS method for solving Ax = b.

2.1 The HSS iteration method

Suppose that x(© € R” is an arbitrary initial guess, compute {x(k)},fio fork =0,1,---,
with

{ (@I + H)x*+D = (oI — $)x® 1 b, @

(@l + $)x®+D) = (@I — H)x®+9 4 p,

in which § = (A — AT) and H = J(A + AT) are the skew-Hermitian and Hermitian
parts of non-Hermitian positive definite matrix A € R"*", respectively, and « is a positive
constant.

To avoid solving a shifted skew-Hermitian linear subsystem with the coefficient matrix
ol + S in (4), the single-step HSS method was proposed by Li and Wu (2015) as below

(al + H)x®D = (@I — $)x® + b, 3)

where « is a positive constant.
The following method is presented under the title of a new method by Wang et al. (2019)
which is similar to NPHSS method and was referred to in (Miao et al. 2020) with SSI.

2.2 The SSI method

Suppose that P is a given Hermitian positive definite matrix, and x@ e R” is a given initial
guess, compute {x X} fork =0, 1,...by
(P + H)x*D = (P — $x® 4+ p. (6)

The method covers several methods with various choices of the matrix P. For instance, if
P = «l, the method reduces to the SHSS method. The matrix P can also be taken as
P = aH, P = A, where A = diag(dy,ds, ...,dy), di > 0, i = 1,2,...,n), or other
different Hermitian matrices. Based on the theoretical and numerical findings presented in
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(Wang et al. 2019), the new method is more efficient at solving non-Hermitian positive
definite linear problems when the Hermitian part of the coefficient matrix is dominant.

3 SSl based methods for GAVE

In this section, the Picard-HSS (Salkuyeh 2014) and nonlinear HSS-like (Zhu and Qi 2018)
iteration methods are briefly reviewed to solve AVEs, and we also introduce the Picard-SSI
and nonlinear SSI-like methods, which are inspired from the Picard-HSS (Bai and Yang
2009; Salkuyeh 2014) and nonlinear HSS-like methods (Bai and Yang 2009; Zhu and Qi
2018), respectively. We also study their convergence properties.

3.1 The Picard-SSI method for solving GAVE

The Picard iteration method (Ortega and Rheinboldt 1970) for solving (2) can be written in
the form
Ax® D = Bx®) 4 b k=0,1,2,--- . (7

The Picard-HSS iteration method was presented by Salkuyeh (2014) to solve AVE (2),
which used the HSS method as an inner iterative process in the Picard method.

The Picard-HSS iteration method: Assume S = §(A — AT) and H = (A + AT) are the
skew-Hermitian and Hermitian parts of non-Hermitian positive definite matrix A € R"*",
respectively, {{x}72, as a sequence of positive integers, « is a given positive constant, and
x©@ e R” is an initial guess for solution (2), fork =0, 1, 2, - - -, compute next iterate x&+D
according to the following algorithm until the sequence of iterates {x(k)}}zio converges:

@ Setx®0 = x®;
D) Forl=0,1,2,...,t — 1, solve

(@l + H)x®+5D = (o — $)x®D 4 |x®| 4 p,

®
(@I + )x®HD = (@f — H)x®+D 4 30| 4 p;

(D) Set x*+D) = x&le),

To avoid solving the second subsystem with («/ + §) matrix in (8), which is as difficult
as that of the original system, we employ the single-step HSS iteration method as the inner
solver for the method (7) to approximate the solution of GAVEs and present the following
Picard-SSI method.

3.1.1 The Picard-SSI method

Let H = $(A+ A7), § = 1(A — AT) are the Hermitian and skew-Hermitian parts of
non-Hermitian positive definite matrix A € R™"*", respectively, P is a Hermitian positive
definite matrix, and x© is a given initial guess and {/ }o o be a sequence of positive integers.
Compute x®&*D fork =0,1,2, ..., until {x(k)} converges:

(I) Choose x*0 = x®,
) Forl=0,1,2,---,1lx — 1, solve

(P + H)x®HD = (p — §)x®D 4 BIx®| 4 p; 9)
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(III) Consider x*+1 = x(k),

When B = I and P = «, the above scheme reduces to the Picard-SHSS iteration scheme
presented by Miao et al. (2021). If we take B = 2Q — A, where Q2 is a positive diago-
nal parameter matrix, the Picard-SSI method reduces to the modulus-based non-alternating
preconditioned splitting (MINPS) method (Wu et al. 2022). It is worth noting that the
modulus-based matrix splitting iteration techniques for LCPs originally proposed by Bai
(2010). The linear equation (9) can be effectively resolved using either Cholesky factoriza-
tion or the conjugate gradient (CG) method. In a reformulated form, Picard-SSI method can
be used as

h—1
KD = 7l LS 75 (GBI ®| + G, (10)
Jj=0
or
XD — ey ® 4 (p — ThyAT B P + A7), (11)

where T = (P + H) " "(P—S) = + P~ 'H) ' = P~'S)and G = (P + H)~.
In the next theorem, we prove the convergence of the Picard-SSI method.

Theorem 3 Let matrix A be a non-Hermitian positive definite matrix, B € R"" be an
arbitrary matrix, |A" || Bl = n < 1, and

Omax (8) < Amin(H), (12)

where S = P~'Sand H = P~'H. Then for given a sequence of positive integers {l;} and
initial guess x©, the sequence {x®) produced by iterative method (9), converges to a unique
solution of GAVE (2) provided that lim infy_, » Iy > L, where L € N satisfying

r 1—n
IT"| < —— Vr>1L. (13)
1+7

Proof Let x* be the unique solution of GAVE (2), so x* satisfies (11) and we get
Ix* — x®FD <l — xOT 17— TRBIIAT %] = 1 ®)),

< (nT’kn +(1+ ||T’k||)||A‘1||||B||)||x<k> —x*|. (14)

Since H, S, and P! are Hermitian, skew-Hermitian and Hermitian positive definite matrices,
respectively, and we know that all eigenvalues of H are real and positive, then we have

I+ P ) I - P

1 =
max —————max /1 + aiz(S)
I<isn] + )\i(H) 1<i<n

1+02,.(5
1+ Amin (H)
Therefore, the assumption (12) yields p(T) < 1. Then T " — 0 as r tends to infinity and

p(T)

IA

IA

p(T) = |IT| < 15)

1_
JLeNVk=0,1,---, st T | < —2 Vr>1L.
I+n

With setting lim inf_, o [x > L, using the above inequality and (14) gives [|x*+1) — x*|| <
lx® — x*||, which completes the proof. ]
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In the following part, a residual-updating variant of the Picard-SSI method is defined.

The Picard-SSI method (residual-updating variant): Let x© be an initial guess, P is a
Hermitian positive definite matrix, and {/;} is a sequence of positive integers. Apply the
following iterative scheme to compute x&+D fork =0,1,2, -, until {x(k)} converges.
(D) Define r® = B|x®| + b — Ax® and choose y* 0 = 0;

D) Forl=0,1,2,..., — 1, solve
(P + H)yy & = (P — )y ©0 4,

) Set x*+D = x®) 4 Kl

The numbers I,k = 0,1,2,..., of the inner SSI steps in the Picard-SSI method are
problem-dependent and can be difficult to determine in actual computations (Bai and Yang
2009). Consequently, to avoid the need for an explicit inner iteration process, we pro-
pose the following nonlinear SSI-like method based on the nonlinear fixed-point equations:
(P+H)x=(P—S)x+ Blx|+b.

3.2 The nonlinear SSI-like method

In this subsection, we review the nonlinear HSS-like method to solve AVEs. In order to
improve the efficiency of this method, we propose a nonlinear SSI-like method. Let H =
%(A +AT), 5= %(A — AT) be the Hermitian and skew-Hermitian parts of non-Hermitian
positive definite matrix A € R"*" respectively. In the nonlinear HSS-like iteration method
(Zhu and Qi 2018), assume that x(¥ € R” be an initial guess, according to the following
procedure, compute x **1 for k = 0,1, 2, - - until {x®}>  converges.

(@I + H)x® 2 = (@l — §)x®41x® | 1p, 16
(@I + )x®+D = (@I — Hyx® D 4 |x &+ D] 4 p,

where o > 0.
Below, we present the nonlinear SSI-like method to solve GAVE:s.

3.2.1 The nonlinear SSl-like method
Let x and P be given as an initial guess and a Hermitian positive definite matrix. Using
the following procedure, compute x®*D fork =0,1,2,---, until {x(k)} converges.
(P + H)x*D =P — $Hx® + B|x®| +p. A7)
where o > 0. In particular, when P = I and B = I, the iteration method (17) is given by
@I + H)x* D = (a1 — $)x® +1x®| +b. (18)
Now, we prove the convergence of the proposed method.

Theorem 4 Assume H and S are the Hermitian and skew-Hermitian parts of non-Hermitian
positive definite matrix A in (2). Let P be a Hermitian positive definite matrix and B € R"*"
be an arbitrary matrix. Then the new iteration method (17) is convergent if

V14 02,08+«

§= = <1,
1 +)\min(H)

where H = P~ H, S = P~'S and k = Swax(B)

Amin (P)
@ Springer f b/v\/\
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Proof Let x* € R" be unique solution of GAVE. Using (15) for T = (P + H)~'(P-25)
yields

@D — < 1+ P )TN = PRSP — k¥
_ —1 _
+ I+ P EDY TP THIBINN | — 1]
J1+02,.(5) +«
=<

1+ Apnin (H)

Now, since § < 1, the proof is complete. O

At the end of this section, we reformulated the nonlinear SSI-like method into residual-
updating form as follows.

The nonlinear SSI-like method (residual-updating variant): Let x(© be a given initial
guess, P be a given Hermitian Positive definite matrix. Using the following iterative method,
compute {x(k)},fio:

() Define r® = Blx®| + b — Ax®;
(II) Solve (P + H)v = r®;
a1 Set x®+h = x® 4,

4 Numerical experiments

In this section, we illustrate the performance of the nonlinear SSI-like and Picard-SSI methods
by solving three GAVE examples. We compare the proposed methods with the nonlinear HSS-
like method (Zhu and Qi 2018) and Picard-HSS (Salkuyeh 2014) with respect to computing
times (denoted by CPU) and iteration steps (denoted by IT). All numerical experiments are
performed in double precision using MATLAB 2017 (64-bit) on Intel® Core™ i5-10210U
processor @ 1.60GHz 2.11 GHz, 8GB RAM. In examples, we choose x©@ = 0 and all
numerical computations are terminated if the current iteration satisfies

[Ax® — Blx®| —p|
[

or the maximum number of iterations k,,,,, = 1000 is exceeded. We will denote " — " in the
tables below if the iteration method cannot converge within k. iterations. The tolerance
for controlling the accuracy of the inner iterations is set to be 10~2 or a maximum number
of iterations of 5 (I = 5). The experimentally optimal parameters « for all presented meth-
ods are used in the implementations, with the least CPU times for these iterative methods
yielded; see Table 1 and 3. The subsystems are solved exactly making use of Cholesky or
LU factorizations.

<1077,

Example 1 (Salkuyeh 2014) Consider

—(vyx + Vyy) +qx + vy) +pv=f(x,y), (x,)) €,
v(x,y) =0, (x,y) € dw,

where g is a positive constant, p € R, = (0, 1) x (0, 1) and dw is boundary of w.

The mesh Reynolds number can be calculated using the formula £ = %, where ¢ is the
flow velocity and £ is the equidistant step size. The value of 4 is determined by the equation
h = - where m represents the number of intervals between two adjacent points on the

@ Springer f DMAC
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Table 1 The optimal values « for Example 1

Method m p=0 p=05 p=1
50 80 100 50 80 100 50 80 100
Nonlinear SSI-like q= 0.6 0.6 0.6 0.145 0.145 0.145 0.01 0.01 0.01
q=10 0.7 0.75 0.65 0.15 0.15 0.15 0.01 0.01 0.01
qg=100 34 1.6 1 2.09 0.21 0.16 1.27 0.1 0.1
g =200 151 54 3.8 12.04 3.24 1.65 8.7 23 1.14
Nonlinear HSS-like ¢ = 1.7 1.7 1.7 1.65 1.65 1.65 2.4 2.4 2.4
q=10 1.5 1.6 1.6 1.65 1.6 1.6 2.5 1.6 1.6
qg=100 22 2 2 2.05 1.72 1.72 2.6 2.6 2.5
g =200 2.6 2.4 2.3 2.15 1.87 1.75 2.7 2.6 2.6
Picard-SSI g=1 3.1 3.1 3.1 1.43 1.44 1.45 5 0.5 0.5
qg=10 6.15 8.0 7.0 1.42 1.44 1.45 2 1 1
qg =100 3.7 2.3 2.3 1.7 1.1 1.4 2.1 0.5 0.8
qg=200 133 52 3.6 10.7 3.62 2 8.4 2 0.9
Picard-HSS q= 6.2 6.2 6.2 3.5 3.5 3.5 2.3 2.3 2.3
q=10 7.2 7.5 7 3.5 3.5 3.5 2.3 2.3 2.3
g =100 4.6 4.6 4.6 3 3 3 3 3 3
g =200 4 4 4 35 3.5 35 4 4 4

mesh. The central difference scheme and five-point finite difference scheme are used to the
convective terms and diffusive terms, respectively, to acquire the linear equations system
Cx = d where

C=7}®Im+1n1®7gl+pln€Rnxnv (19)

withn = m?, T, = tridiag(—L—1,4, L—1) and 7, = tridiag(—L—1,0, L—1).In AVE
(2), consider A = C and b = Ax — |x|, where x = (i(—1)!),x1 be an exact solution. For
this example, the parameter matrix P is taken as /. Note that the matrix A is nonsymmetric
positive definite for every nonnegative number ¢.

CPU times and iteration numbers for all methods are presented in Table 2, where the
optimal parameters presented in Table 1 are used in these experiments.

In Fig 1, the iteration steps and different values of parameter « are presented for methods
in Example 4.1 with p = 0, ¢ = 1, m = 100. From the figure, we can find that the optimal
parameters « for the nonlinear SSI-like, nonlinear HSS-like, Picard-HSS, and Picard-SSI
methods are 0.6, 1.7, 6.2 and 3.1, respectively.

Table 2 shows that all tested iterative methods can successfully compute an approximate
solution for Example 4.1. Regarding CPU time in Table 2, for ¢ = 1, 10, 100, the SSI-
like method performs better than others. The second method that causes less CPU time is
the nonlinear HSS-like method and then the Picard-SSI method and Picard-HSS method,
respectively. For g = 200, the superiority of the nonlinear SSI-like method disappears and
the nonlinear HSS-like method becomes better.

In the following example, we consider the GAVE (2), which can be found by linear
complementarity problem (LCP). The LCP(g, A) consists of finding unknown vectors z, w €
R such that

w=Az+¢q>0, >0 and z'w=0, (20)
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Table 3 The optimal values o for Example 2

Method P n = 2500 n = 10000 n = 40000 n = 90000
nonlinear SSI-like ol 2.3 2.3 2.3 2.3

oH 0.4 0.4 0.4 0.4
Picard-SSI al 25 25 25 25

oH 4 4 4 4
nonlinear HSS-like ol 6 6 6 6

oH 1.2 1.2 1.2 1.2
Picard-HSS al 60 60 60 60

oH 8.5 8.5 8.5 8.5

nonlinear SSi-like nonlinear HSS-like
160 65

T
T
IS
&

05 1 15 2 25 12 14 16 18 2 22 24 26 28 3
a a

Picard-SS| ~ Picard-HSS

m
T

2 L L L L L L L L . 2 L L L .
26 28 3 3.2 34 36 38 4 42 44 5 55 6 65 7 75 8 85 9 95 10
a

Fig. 1 The number of iterations and various « values for nonlinear SSI-like, nonlinear HSS-like, Picard-HSS
and Picard-SSI methods in Example 1 with parameters setas p =0, g = 1, and m = 100

where A € R"*" and vector ¢ € R”". Let , and y are a positive diagonal matrix and
positive constant, respectively. As we know from (Bai 2010; Mangasarian et al. 2006), if x
is a solution of

Q+ Ax — (- Alx| = —yq, 2D

7= %(|x| + x) is a solution of the LCP(q, .A) (20).

Example2 (Bai 2010) Consider the GAVE (21), in which Q@ = %diag(.A), A =
tridiag(—1.51, S, —0.51) +41 e R""*", g = —Az* e R", S = tridiag(—1.5,4, —0.5) €
R™Xm p = 2, y =2and z* = (1,2,1,2,..., 1,2, )T € R In this example, the
parameter matrix P is taken oo/ and o H.

In Table 3, the optimal parameter «, and in Table 4, the CPU times and the iteration steps
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Table 4 Numerical results of Example 2 for different matrix P

Method P n 2500 10000 40000 90000
al IT 11 11 11 11
nonlinear SSI-like CPU 0.0036 0.0379 0.3071 1.0727
oH IT 9 9 9 9
CPU 0.0034 0.0321 0.2487 0.7692
al IT 13 12 12 11
Picard-SSI CPU 0.0201 0.2174 1.6063 7.0721
aH IT 8 8 8 8
CPU 0.0131 0.1318 1.0647 4.2092
al IT 7 7 7 7
nonlinear HSS-like CPU 0.0081 0.0721 0.5063 1.9371
aH IT 6 6 6 6
CPU 0.0052 0.0603 0.4041 1.2390
al IT 14 14 14 13
Picard-HSS CPU 0.0642 0.6328 5.8869 17.9012
aH IT 8 9 9 9
CPU 0.0412 0.3903 2.8969 8.4767

of nonlinear SSI-like, nonlinear HSS-like, Picard-HSS, and Picard-SSI methods are listed
for different values of m to solve Example 2.

Table 4 clearly indicates that the CPU time for the nonlinear SSI-like method is lower than
that of all other three methods for both P = « H and P = «/I. Furthermore, it is evident that
the CPU times for the nonlinear SSI-like, nonlinear HSS-like, Picard-HSS, and Picard-SSI
methods with P = o H are all lower than those of these methods for P = «1.

Example 3 (Yong 2015) Consider the following boundary value problem:
d2
—— =G =1),0<x<1
dx (22)
u(0)=—-1,u(l)=0

with exact solution

u(x)=0.1916sinx—4cosx—x2—|—3, 0<x<l. (23)
Leth = nlﬁ be the mesh size, xo =0, x; = ih,i = 1,2,--- ,n, x,4+1 = 1. By replacing
the interior mesh-points x;, i = 1, - - - , n into (22), we obtain the following equations:

—u" () + lu(x)| = f(x),i=1,2,--,n
Using the five-point central difference formula for u” (x;), we have:

—uj—p + 16u; 1 — 30u; + 16u; 1 — u;12

u//(X[) 12h i:27"'»n_17
” 11ug — 20uy + 6ur + 4us — u4 .

u”(xy) = T i=1, (24)
. —Up_4 +4up_3+ 6u,_H — 20un_1 + 111/!,,

u (xn) 12]’12
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Table 5 Numerical results of Example 3 for different n

Method n 10 100 200 500 5000
1T 13 14 14 14 14
nonlinear SSI-like CPU 0.0003 0.0004 0.0005 0.0008 0.0022
o 35 4.7 5.4 6 6.5
IT 61 507 973 - -
nonlinear HSS-like CPU 0.0024 0.0185 0.0373 - -
o 69.7 730 1487 - -
1T 7 6 6 6 6
Picard-SSI CPU 0.0003 0.0005 0.0006 0.0011 0.0051
o 10.9 13 13.7 13.7 39.75
IT 11 94 181 429 —
Picard-HSS CPU 0.0010 0.0145 0.0382 0.1241 -
o 75 780 1600 4200 -

where u; denotes the numerical approximation of u(x;). Thus, we obtain the system Ax —
B|x| = b, where B = —1,

20 -6 -4 1
—16 30 —16 1
1 —16 30 —16 1

= o L

1 —16 30 —16 1
1 —16 30 —16
1 -4 —6 20

and

fOn) + %ZLQ
f(x2) — 1212

S(x3)

S (xn—2)

7
f(xf’lfl) Tl 12;;;
f(xn) + 1;]’?2“

where f(x;) = (x} = 1), and x; = ih,i = 1,2,--- ,n.

Table 5 presents the numerical results obtained using the nonlinear SSI-like, Picard-SSI,
Picard-HSS, and nonlinear HSS-like methods for different values of n in Example 3.

Table 5 shows that the nonlinear HSS-like method fails to converge even after 1000
iterations for both n = 500 and n = 5000. Furthermore, the Picard-HSS method also fails to
converge after 1000 iterations when n = 5000, whereas the nonlinear SSI-like and Picard-
SSI methods show convergence. Based on a comparison of these methods, it was found
that the nonlinear SSI-like and Picard-SSI methods consume less CPU time and require
fewer iterations to obtain the numerical solution compared to the HSS-like and Picard-HSS
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methods. In terms of performance, the nonlinear SSI-like method outperforms the other three
methods.

5 Conclusion

In this paper, we have considered the nonlinear SSI-like and Picard-SSI methods that utilize
the single-step iteration method for solving GAVEs. We have discussed their convergence
properties and conducted numerical experiments to confirm that the proposed methods are
efficient and feasible for solving GAVEs. Our findings demonstrate that the nonlinear SSI-like
method is more efficient than the nonlinear HSS-like, Picard-HSS, and Picard-SSI methods.

Data Availability No new data was created in this work.
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