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ABSTRACT

This thesis presents the development, implementation, and validation of a low-fidelity Aeroacoustic Predic-
tion Framework designed for airborne wind energy systems (AWES), with the Kitepower system as a case
study. As AWES technology moves toward commercial viability, understanding and predicting its acoustic
emissions becomes critical for regulatory compliance, public acceptance, and design optimization.

The framework integrates established analytical and semi-empirical aeroacoustic models with aerody-
namic data based on derived geometry and detailed flight information. It models all major noise sources
from the airborne components, such as the Leading Edge Inflatable (LEI) kite, bridle lines, tether, and on-
board ram-air turbine. The most significant contributions to the overall noise signature were found to be tur-
bulent boundary layer trailing edge (TBL-TE) noise from airfoils, modeled using the Brooks–Pope–Marcolini
(BPM) approach, vortex-shedding noise from cylindrical structures such as the tether and bridle lines, and
tonal harmonics produced by the rotating turbine blades, captured through Hanson’s helicoidal surface the-
ory.

To generate aerodynamic input, spanwise airfoil profiles were automatically extracted from 3D CAD mod-
els and analyzed through XFOIL. Real-time flight data was provided by an onboard sensor suite and processed
through an Extended Kalman Filter (EKF), allowing dynamic simulation of flight conditions. Audio record-
ings were collected during test flights using GoPro® cameras, enabling experimental validation of the acoustic
predictions despite the absence of calibrated SPL measurements.

Validation showed strong agreement between predicted and measured spectra up to 5 kHz, particularly
for turbine harmonics and general spectral shape. Deviations in the lower tonal harmonics were primarily
attributed to acoustic shielding caused by the turbine’s duct structure. Additionally, the use of GoPro® cam-
eras introduced limitations due to their lack of calibration data and the presence of internal low-pass filtering
above 5 kHz. Despite these constraints, the model successfully predicted tonal peaks, including the blade
passing frequency and higher-order harmonics, aligning well with the experimental observations.

Additionally, the framework investigates the influence of the propagation effects, such as atmospheric
absorption and geometric spreading, and integrates them to produce realistic observer-based predictions.
Despite using non-professional audio hardware, the predictions captured key features including harmonic
roll-off and broadband trends, affirming the framework’s validity for early-stage design and evaluation.

This work demonstrates that low-order, physics-based models paired with aerodynamic inputs and syn-
chronized flight data can yield meaningful acoustic predictions for AWES. The framework offers modularity,
computational efficiency, and adaptability for future upgrades, such as the use of calibrated microphones or
high-fidelity CFD data. It serves as a foundation for future extensions in auralization, psychoacoustic testing,
and component-level noise reduction strategies.

Ultimately, the thesis bridges theoretical modeling with field-based validation, supporting the responsible
integration of AWES technologies into noise-sensitive environments.

A. I. Mitrea
Delft, May 2025
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1
INTRODUCTION

1.1. BACKGROUND AND MOTIVATION
The increasing global demand for renewable energy sources has driven innovation in alternative technologies
for sustainable power generation. Wind energy is one of the most widely available renewable energy sources,
but it is important to note that studies suggest its capacity must increase by 320 GW by 2030 to meet the Paris
Agreement climate goals [1]. Wind energy potential increases with altitude, generally following a logarithmic
trend within the first few hundred meters [2]. Therefore, it is more efficient to target higher altitudes in order
to access stronger and more consistent winds.

The most common wind energy production method is through axial wind turbines. The design of wind
turbines has evolved over the past decades, often increasing in size due to advances in materials and manu-
facturing methods [3]. This has led to concerns such as visual impact and persistent noise pollution, mainly
from aerodynamic sources despite noise-reduction efforts [4, 5].

In recent years, Airborne Wind Energy Systems (AWES) have emerged as a promising solution for gen-
erating electricity from wind energy, capable of harnessing stronger, more consistent high-altitude winds.
AWES offer several advantages over conventional wind turbines, including access to faster wind speeds, re-
duced infrastructure costs, and suitability for deployment in locations otherwise inaccessible to traditional
installations. The ground footprint of an AWES is usually small, considering that the main operating unit is
approximately the size of a shipping container. However, the broader adoption of AWES faces several techni-
cal and regulatory challenges—among which aeroacoustics-related issues are the focus of this research.

The noise generated by such systems can pose a barrier to social acceptance, raise environmental con-
cerns, and complicate regulatory approval. This has already been observed in the deployment of axial wind
turbines, which have negatively impacted nearby residents, causing annoyance and elevated stress levels [6].
Therefore, it is essential to understand the main noise sources of AWES and to mitigate them wherever possi-
ble. A framework capable of accurately predicting the total sound generated by the system could be a valuable
tool for further psychoacoustic studies and for guiding component-level improvements to reduce noise.

This research paper investigates the noise produced by the kite-powered system developed by Kitepower.
Their system consists of the wing itself, which is a Leading Edge Inflatable (LEI) kite, the tether that transfers
the load to the ground station, the bridle lines used to control the kite’s direction and power setting, and the
ram-air wind turbine for onboard electricity. An accurate prediction of the noise generated by this system
is essential to enable the safe and widespread deployment of AWES in populated or noise-sensitive environ-
ments. This thesis focuses on developing a computational framework for analyzing and predicting the aeroa-
coustic emissions from an AWES, with the specific aim of evaluating the Kitepower system and validating the
model using audio recordings made during test flights.

1.2. RESEARCH AIM AND GUIDING QUESTIONS
This thesis addresses the challenge of predicting and analyzing noise emissions from airborne wind energy
systems (AWES), using the Kitepower system as a case study. As the deployment of AWES moves closer to
commercial viability, understanding their environmental impact, particularly acoustic emissions, becomes
increasingly important.

To frame the scope of this thesis, the following guiding questions are considered:

1



2 1. INTRODUCTION

• What are the dominant noise sources associated with the components of an AWES?

• Can existing aeroacoustic models accurately represent the physics of an AWES, or be adapted to predict
the noise emissions of an AWES configuration?

• How can flight test data be integrated into an aeroacoustic prediction framework to improve realism
and validation?

These guiding questions set the foundation for the more detailed research question and methodology,
which are introduced following the review of relevant literature.

1.3. THESIS STRUCTURE
This thesis is structured to guide the reader through the background, development, and validation of a low-
fidelity aeroacoustic prediction framework for airborne wind energy systems. The chapters are organized as
follows:

The report is structured in three main parts, each comprising several chapters:

• Part I: Literature Review

• Chapter 2 – Overview of Airborne Wind Energy: Introduces the fundamentals of airborne wind energy
systems, describes the components of the Kitepower system, explains relevant aeroacoustic concepts,
and outlines regulatory considerations.

• Chapter 3 – AWES Acoustic Emissions: Reviews prior studies and existing literature related to AWES
noise generation. Discusses dominant mechanisms such as vortex shedding, airfoil self-noise, and
tonal noise, as well as previous experimental observations.

• Chapter 4 – Problem Statement: Description of the objectives and the research questions of the thesis.

• Part II: Methodology

• Chapter 5 – Aeroacoustic Prediction Model: Details the theoretical basis and implementation of the
prediction framework, including component-level noise modeling and sound propagation formula-
tions.

• Chapter 6 – Geometry Extraction and Properties: Describes the automated method developed to ex-
tract geometric data from 3D models of the kite and turbine. These extracted profiles are used to obtain
relevant aerodynamic properties for noise prediction. The tether and bridle lines are modeled as simple
cylindrical structures and are not included in the 3D extraction process.

• Chapter 7 – Simulation and Analysis Tools: Explains the role of the Extended Kalman Filter (EKF) in
providing time-resolved flight data and outlines how XFOIL is used to obtain aerodynamic parameters
for the kite and turbine airfoils.

• Chapter 8 – Audio Analysis: Presents the experimental setup, describes the audio processing tech-
niques used for frequency-domain analysis, and addresses limitations related to microphone response.

• Part III: Results and Conclusion

• Chapter 9 – Results and Discussion: Compares predicted acoustic spectra with flight recordings, high-
lights key findings, and evaluates the accuracy and limitations of the prediction model.

• Chapter 10 – Conclusions and Recommendations: Summarizes the main conclusions of the study,
discusses the broader implications, and offers guidance for future research and model enhancements.

This structure aims to provide a clear and logical flow from theoretical context to practical implemen-
tation, enabling a thorough understanding of the aeroacoustic behavior of AWES and the capabilities of the
proposed prediction framework.
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2
OVERVIEW OF AIRBORNE WIND ENERGY

As the name suggests, airborne wind energy systems (AWESs) represent devices that can convert wind energy
into electrical energy using one or multiple flying, buoyant, or lifting devices. All these conversion concepts
are connecting the lift devices to the ground employing one or multiple tethers. Moreover, some of the con-
cepts use additional bridle lines that make the connection between the tether and the lifting device in order
to distribute the load. Therefore, airborne wind energy (AWE) can be classified into three main groups based
on their working principle as presented in Figure 2.1. Ground-gen refers to the systems that generate electric-
ity with a generator positioned inside the ground station (GS), which can be fixed or moving. The fixed type
is more common and uses a rotational hinge such that the tether can easily be guided around the GS. The
moving ground stations are usually constructed on a horizontal loop track or a carousel-type, but their com-
plexity brings them quite far from realization. However, for both moving GS and fixed GS types, the working
principle is similar: a tether is wrapped around a drum and the reeling in or out of the tether converts lin-
ear motion into shaft power. The last category, also named Fly-gen, includes devices where the generator is
placed on the flying device, requiring a conductive tether for electricity transfer. However, these three groups
are still very broad. Within each category, lots of design choices can be made for their structure or for the kite
itself. Soft kites, hard kites, or even hybrid are being developed. As this field has seen significant interest over
the last years, there are continuous advancements or new technologies brought to the current designs. More
detailed overviews of the implemented concepts can be found in Cherubini et al. [7] and Schmehl [8].

Figure 2.1: Classification of AWES Technologies as of 2019. Retrieved from Schmehl [9].

2.1. AIRBORNE WIND ENERGY SYSTEM OF KITEPOWER
This report will focus on the architecture of Kitepower, a Dutch company founded in 2016 in Delft. The system
used by the company has as its flying device a leading-edge inflatable (LEI) kite that is flying figure of eights
in crosswind conditions. A brief description of each component forming the system will follow below. This
will help to better understand the working principle of the AWE system, and to reach the goal of identifying

5



6 2. OVERVIEW OF AIRBORNE WIND ENERGY

the main noise sources for the analysis. A generic soft-kite ground-gen system is presented in Figure 2.2,
including the wireless network connection and sensors. Thus, the overall setup comprises a flying kite with
its kite control unit (KCU) connected through a single braided tether to a fixed ground station, which also
features an electric winch and the control center [10].

Figure 2.2: System components, sensors, and wireless connections of a generic kite power system. Retrieved from van der Vlugt et al.[11].

2.1.1. LEADING EDGE INFLATABLE KITE
Multiple iterations led Kitepower to use a LEI kite of an impressive size of 60 square meters called Falcon
V9.60, which has a rated power of 100 kW, and it is presented in Figure 2.3. The kite’s design is inspired by
kite surfing, and it features a sail with inflatable beams in spanwise and chordwise directions. The main
inflatable tube forms the entire leading edge of the kite, but it connects with the trailing edge around the tips
of the canopy. The chord in the middle of the kite reaches around 4 m, and it is slowly decreasing towards the
tips. The projected area of the kite is Apr o j = 47 m2 with a flattened area of A f l at = 60 m2, that is sectioned in
13 parts by inflatable struts. The canopy between the struts has a small thickness compared to the inflatable
parts, and it is a tensile member of the structure. The total mass of the kite is around 62 kg including the bridle
system. Under the aerodynamic load, the kite can suffer large deformation since the materials do not have
structural rigidity, so the internal air pressure inside the inflatable members is important in order to retain
the desired shape. Some of these deformation modes will be discussed in Section 2.2.5.

Figure 2.3: Photo of the 60 m2 kite compared to the smaller designs (25 m2 and 40 m2) of Kitepower. Retrieved from Bouman [12].

2.1.2. TETHER AND BRIDLE LINES
The kite is attached to the ground station through a single braided tether. In the case of Kitepower, the tether
is not a conductive one, therefore not transmitting any electrical power or signals to the kite. Thus, its only
purpose is to transfer the traction force towards the drum, as the tether and bridle lines are tensile structures
engineered solely to transfer tensile loads. Depending on the phase in which the flight is, the distance be-
tween the position of the kite and the ground station can increase or decrease. Therefore, the length of the
tether that is in the air is constantly changing. This is done by reeling the tether onto the winch’s drum (re-
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traction phase) or by reeling it off (traction phase). It is important to mention that one of the limitations of the
reeling speed is dictated by the maximum force that the line can sustain. This is important as there is no other
redundancy in the system, making it a critical safety component. In his work, Loyd [13] formulated analytical
models to predict the power output of basic kites engaged in reel-out motion, as well as those incorporating
crosswind maneuvers. It was concluded that the power output is highly influenced by the aerodynamic drag
generated by the tether and bridle lines, which can constitute a substantial portion of the overall drag as they
are held in the air [14]. Therefore, all these variables must be considered when designing and choosing the
material. Kitepower uses a braided tether from Dyneema® of 14 mm in a set-up similar with the one pictured
in Figure 2.4.

Figure 2.4: Tether on the drum actioned by the winch (left) and depiction of braided tether (right). Retrieved from Bosman et al. [15].

Figure 2.5: Front view (a) and side view (b) of the LEI V3 kite with the bridle lines. Retrieved from Oehler & Schmehl [16].

It is important to notice that the tether is not directly connected to the kite. This connection is done
through a joint called the bridle point, where the tether and the bridle lines meet. A depiction of this is
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presented in Figure 2.5. The steering or powering of the kite is controlled by changing the distribution of the
bridle lines attached to the leading edge and the tips of the kite. One can imagine that the shape of the wing is
dictated to a large degree by the bridle geometry. These lines must constantly adapt to the flight conditions.
In order for the tension inside the lines to be balanced, pulleys offer the ability to adjust the apparent forces
within the bridle system. The bridle lines used for steering are connected to steering tapes that pass through
the KCU. When these tapes are varied asymmetrically, the wing shape is deformed, and the aerodynamic
forces introduce a twisting moment. Moreover, pulling both steering lines changes the angle of incidence of
the kite, which in fact can power or depower the wing. The bridle lines are thinner than the tether due to the
distributed load. The thicknesses used by Kitepower for the bridle lines are present in a wide variety, ranging
from 2 to 8 mm, and their added length sums to around 420 m.

2.1.3. KCU AND ONBOARD RAM-AIR TURBINE

Figure 2.6: Example of a KCU with onboard ram-air turbine and
mounted shroud. Retrieved from Van Den Kieboom [17].

The kite control unit (KCU) is responsible for con-
trolling the direction of the wing by adjusting the
lengths of the bridle lines. The KCU receives all the
steering commands wirelessly from the control cen-
ter (inside the ground station) and it can steer or
(de-)power the wing. The KCU is situated at approx-
imately 20-25 m below the kite and it does not re-
ceive any electricity from the ground as the tether
is not conductive. Because all the motors and sen-
sors inside the KCU need power to function, it was
opted to integrate an onboard turbine next to the
control unit. The primary role of this turbine is to
convert the rotational mechanical energy into elec-
tricity. In this way, the turbine can supply all the
electrical components of the KCU, together with the
GPS and inertial measurement unit (IMU+) sensors.

2.1.4. GROUND STATION
The main function of the ground station is to locate
the control center and all the components needed
for converting the traction force into electrical en-
ergy. The tether exits the ground station through a
special directional pulley, also named swivel head.
During the reel-in phase, an electric motor spins the drum to which the tether is attached. The generator is
used during the reel-out with a clutch actuation, such that the speed of the drum is controlled. At the mo-
ment, the ground station of Kitepower is entirely fitted inside a standard cargo container, making the trans-
portation and deployment processes easier. An example of all the components inside a ground station is
shown in Figure 2.7. The electricity produced during the traction phase is stored in a battery, such that a part
of it can be used for the retraction. This dependency on the battery creates some complications regarding the
direct connection to the grid.

2.2. TERMINOLOGY FOR AWES
2.2.1. FLIGHT ENVELOPE
For most kite systems, the ground station is taken as a reference point, especially in the case of fixed GS types.
Based on this, two zones are delimited by the wind direction: the downwind zone (in the direction of the
velocity vector from the ground station) and the upwind zone (from where the wind blows, opposite to the
vector’s direction) [19]. The kite can fly in a controlled manner only in the downwind area, forming a region
represented as a quarter sphere, as shown in Figure 2.8. This quarter sphere, with the ground station at its
center, is also referred to as the ’wind window’. Within this flight envelope, two important angles define the
position of the kite: the azimuth and the elevation angle. The azimuth (ϕ) is the angle between the projection
of the kite’s position and the wind direction in the horizontal plane, parallel to the ground. The elevation
angle (β) defines the angle in the vertical plane between the kite’s position and the ground. The power zone,
located within the wind window, is where the kite generates maximum pulling force due to higher angles of
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Figure 2.7: Schematic of a generic ground station. Retrieved from Fechner [18].

attack. To maximize energy output, the kite is flown in crosswind patterns such as circles or figure-eights (as
Kitepower does). In contrast, positions near the wind window edge, such as the zenith, yield minimal force
and are mainly part of the transition phase.

Figure 2.8: Terminology of the flight envelope. Retrieved from Friedl [19].

2.2.2. FLIGHT PHASES

The flight plan usually consists of two main phases called reel-in and reel-out and the transitions between
these two phases. The reel-out is the phase in which the kite flies in figure-of-eights, as mentioned previously.
This is when the power is generated, also called traction phase. Even if the tether is reeled-off, so the distance
between the wing and ground station increases, the kite is controlled such that it starts turning at a pre-
defined constant azimuth angle.

Once it reaches the maximum tether length, there is a transition phase in which the kite is brought towards
the 12 o’clock direction of the wind window. The KCU depowers the wing, such that it requires less energy
to be pulled back by reeling-in the tether around the drum. Once the starting position is reestablished, the
second transition phase starts in order to prepare the kite for another power generation cycle. A simulation
of such a flight path is presented in Figure 2.9
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Figure 2.9: Simulated path of a LEI kite showing all the flight phases. Retrieved from Fechner [18].

2.2.3. PUMPING CYCLE

Specific to AWE devices, the combination of the tether reel-in and reel-out creates the so-called ’pumping
cycle’. Similar to a 2-stroke thermodynamic cycle, only one of these phases will generate useful energy, while
the other will consume a part of it. To be more specific, the reel-out phase produces electricity, while during
the reel-in a small part is used to bring the kite back into the position for another pumping cycle. A simulation
of a generic power cycle is presented in Figure 2.10 for a mean wind speed of 6 m/s. The net mechanical power
output is around 12 kW (also presented with the dashed line), but it can be seen clearly that during reel-out,
the power output is usually significantly larger.

The power fluctuations observed during the reel-out phase result from the interaction between the strong
turbulence of the simulated wind field and the compensatory response of the control system. The diagram
on the right presents the mechanical power curve for this specific pumping kite power system, spanning the
entire range of ground wind speeds. The marked symbol denotes the operational state analyzed in the left
diagram, which closely aligns with the nominal operating conditions of the system. At this nominal point, the
mechanical power output is approximately 12 kW. However, due to conversion losses, the resulting nominal
electrical power output is reduced depending on generator efficiency and other factors.

Figure 2.10: Simulation of two power cycles with a mean wind speed of 6 m/s. Retrieved from Schmehl [20].
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APPARENT WIND SPEED

The wind speeds in which the Kitepower operates are anywhere between 4-15 m/s, so the power that could be
directly extracted from it can be considered rather low. Flying crosswind increases the apparent wind speed
experienced by the kite, therefore increasing the lift force. The apparent wind speed is the vector difference
between the wind velocity and kite velocity (highly dependent on the reeling speed), as presented in Equa-
tion 2.1. The vector summation, also presented graphically in Figure 2.11, demonstrates the benefit of this
crosswind flying maneuver. In real-life scenarios, the apparent speed can reach values up to 40 m/s in normal
wind conditions.

va = vw −vk (2.1)

Figure 2.11: Apparent wind speed vector summation for the kite. Retrieved and adapted from Schmehl [21].

2.2.4. KITE KINEMATICS
In 1980, Miles L. Loyd [13] provided a foundational theoretical analysis of crosswind kite power, quantify-
ing the potential energy extraction from tethered wings flying in crosswind patterns. In the ideal case, the
maximum power that can be extracted by a kite is given by:

P = 2

27
ρAv3

wCL

(
CL

CD

)2

(2.2)

where ρ is the air density, A is the wing area, CL and CD are the lift and drag coefficients respectively, and vw

is the wind speed [22]. This expression can also be related to the wind power density, defined as:

Pw = 1

2
ρv3

w (2.3)

2.2.5. DEFORMATION MODES OF LEI KITE
Since LEI kites are not rigid, they are subject to multiple types of deformation modes. The membrane can
only resist tensile forces, while the only way to oppose compressive forces is through the inflatable tubes.
Deformation modes refer to the various ways in which the wing can change its shape and deform during
operation. These deformation modes are classified based on the kite’s geometry—from local to global—or
by the frequency they exhibit, from slow to fast. Figure 2.12 presents the most important deformation modes
that a soft kite can experience. Leuthold [23] investigated these modes and concluded that local deformations
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are usually faster than global ones. Therefore, it is more common for one section of the kite to experience a
deformation mode than for the entire structure to do so.

Figure 2.12: Typical deformation modes seen in operation of LEI kites. Retrieved from Leuthold [23].

Considering that the audible range for humans spans from 20 Hz to 20 kHz, only a subset of the defor-
mation modes generates noise within this range. Leuthold [23] concluded that the large-scale deformation
behaviors shown in Figure 2.12 occur at frequencies below 20 Hz and are thus inaudible to the human ear.
In contrast, higher-frequency sub-scale deformation modes—specifically trailing-edge (TE) flutter and seam
rippling—exhibit frequencies above the 20 Hz threshold and could therefore be perceived as audible noise.

Trailing-edge flutter refers to the deformation of the canopy’s free trailing edge as a result of periodic aero-
dynamic force oscillations caused by vortex shedding. This phenomenon is very common in kite surfing and
can become relatively loud. It has been observed that Kitepower is currently experiencing this TE fluttering,
so it would be highly valuable to simulate the noise generated by this deformation mode. Leuthold [23] per-
formed an analysis on video footage from a test flight of the TU Delft KitePlane, where the effects of trailing-
edge fluttering were clearly visible. Based on the recording’s frame rate, he concluded that the fluttering
frequency is between 20.4 Hz and 87.1 Hz.

Seam rippling is another sub-scale deformation mode that occurs near the struts close to the trailing edge
in the form of a traveling wave. In these specific spots, the tension in the chord-wise direction is much smaller
compared to the tension in the span-wise direction. However, this deformation mode is extremely local, and
its frequency could not be identified from the video footage by Leuthold.

2.3. FUNDAMENTALS OF AEROACOUSTICS
Sound, in the simplest way of defining it, is the propagation of pressure waves through a medium, such as
air [24]. These waves can be heard by humans and animals within a specific frequency range, typically from
20 Hz to 20 kHz. If sound is perceived as unwanted, it is referred to as noise. The perception of noise is
subjective and depends on various factors such as loudness, frequency, and individual sensitivity.

IMPORTANT QUANTITIES

One metric used to measure sound is the sound pressure level (SPL), which relates the effective pressure of a
sound wave to a reference pressure. SPL is calculated using the following equation [25]:

SPL = 10 · log10

(
p2

rms

p2
ref

)
= 20 · log10

(
prms

pref

)
(2.4)
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Here, prms represents the root mean square (RMS) sound pressure, and it is calculated using the time
integral of pressure fluctuation as [26]:

prms =
√

lim
T→∞

(
1

T

∫ T

0
p2(t )d t

)
(2.5)

The term pref is the reference pressure, set at 2 ·10−5 Pa, which corresponds to the human hearing thresh-
old at 1 kHz. According to this definition, doubling the sound pressure of the source results in an increase of
6 dB (since 20 · log10(2) ≈ 6dB). Similarly, when the amplitude is increased by a factor of 10, the difference in
sound pressure level will be 20 dB.

Another important quantity is sound power, which represents the total energy emitted by a sound source
and is independent of the observer’s position. Unlike sound intensity or sound pressure, which decrease with
distance, sound power remains constant because it accounts for the full energy output over a surrounding
surface [26]. This is explained by the inverse square law, which states that as sound radiates spherically, its
intensity diminishes with the square of the distance, while the surface area over which it spreads increases
by the same factor. As a result, the total power, calculated as intensity integrated over the area, remains
unchanged, as shown in Figure 2.13.

Figure 2.13: Depiction of the law of spherical spreading. Retrieved from Dijkstra [27].

NOISE WEIGHTING

The sensitivity of humans to noise depends highly on the frequency of the source. While frequencies in the
range of 3000–4000 Hz have a hearing threshold of 0 dB, the threshold for lower frequencies is significantly
higher [25]. To address this, researchers organized a frequency weighting depending on the level of sensitivity
or annoyance, which is applied to make noise measurements more representative of human perception. Such
a weighting function W ( f ) can be described as:

W ( f ) = 10∆LW ( f )/10 (2.6)

where ∆LW ( f ) is the relative response (usually negative) in decibels at a specific frequency. Therefore, the
weighted sound pressure level is calculated with [26]:

SPLw = SPL+∆LW ( f ) (2.7)

Noise investigations in the 1/3 octave bands can be carried out with several weighting filters, such as A-
weighting, B-weighting, and C-weighting, which are the most commonly employed. These filters are specif-
ically designed to reduce the contribution of lower frequencies to the overall noise level, as shown in Figure
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2.14. The OASPL (overall A-weighted sound pressure level) is the most known way of describing the total
contribution of a noise source over the entire frequency spectrum.

Figure 2.14: Relative response in dB of different noise weighting methods. Retrieved from Wagner [25].

DIRECTIVITY

A source that emits with the same power omnidirectional is called a monopole. In practice, any sound
source whose dimensions can be considered much smaller than the wavelength of the sound radiated can
be regarded as a monopole radiating sound equally in all directions [28]. The sound power Π radiated by a
monopole source is proportional to the frequency squared [29]:

Π∼ω2 = (2π f )2 (2.8)

The other two common directivity patterns are referred as to dipole and quadrupole, depending on the
shape they exhibit. A dipole usually has the maxima along 0◦ and 180◦ directions and no sound radiated
along the 90◦ and 270◦ directions. The dipole power varies with frequency as ω4 and a quadrupole as ω6

[30], which means that dipoles or quadrupoles are less efficient at radiating low frequency sounds with the
same source strength. Moreover, the sound intensity of a monopole decays as 1

r 2 because the power radiates

spherically over a surface area proportional to 4πr 2. In contrast, the decay for a dipole is 1
r 4 and a quadrupole

is 1
r 6 . Because of this, quadrupole sources are usually disregarded in the far-field noise calculations. These

patterns are presented in Figure 2.15.

Figure 2.15: Examples of monopole (left), dipole (center), and quadrupole (right). Retrieved from Russel [31].

TONAL AND BROADBAND NOISES

A sound source may emit over a wide range of frequencies simultaneously, which is referred to as broadband
noise. If the energy of a sound is concentrated at a specific frequency, it is classified as tonal noise [24].
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Harmonic or tonal noise is the periodic component represented by a pulse that repeats at a constant
rate [32]. For an ideal propeller with B blades spinning at a constant rotational speed N , harmonic noise
appears only at multiples of the fundamental frequency B ·N . In contrast, broadband noise is more complex,
exhibiting inherently random behavior and spreading across the entire frequency spectrum [33].

Figure 2.16: Examples of a propeller noise spectrum displaying tonal and broadband components. Retrieved from Marinus [34].

2.4. PHYSICS OF OUTDOOR SOUND PROPAGATION
In outdoor environments, the sound pressure level (SPL) at the receiver’s location often differs from that
at the source due to factors such as geometric spreading, atmospheric absorption, and ground interactions.
Accurate simulation of outdoor sound propagation requires adjusting the source SPL to account for distance-
related attenuation, weather conditions, and terrain characteristics [35]. A wide range of environmental vari-
ables, such as wind direction, temperature and wind gradients, and atmospheric turbulence, can significantly
influence the result. Sound propagation is primarily governed by five physical phenomena: absorption, re-
flection, refraction, diffraction, and scattering [36]. These effects are illustrated in Figure 2.17 and further
discussed in Section 5.4.

Figure 2.17: Illustration of outdoor sound propagation mechanisms. Retrieved from Yunus [36].

2.4.1. DOPPLER FREQUENCY SHIFT
When a sound source is moving relative to a static observer, the frequency the observer hears is different from
the emitted one. This pitch change happens because of a difference in time between each emission, and it
depends on the moving speed. Therefore, if the source of the sound wave moves towards the observer, each
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successive cycle is emitted from a closer position than the previous cycle [37], meaning that the frequency
increases. When the source moves away from the observer, the opposite effect happens. The equation that
calculates this shift is:

fo = fs

1−M cosθ
(2.9)

where fs is the frequency at the source, fo is the frequency at the observer, M is the Mach number, and θ is
the angle between the moving axis and the observer.

2.4.2. GEOMETRICAL SPREADING
While it is often described as a loss, during spherical spreading there is no actual energy loss, but rather an
energy spread. Because the sound propagates over a larger area, the amplitude of the sound waves decreases.
The type of spreading usually depends on multiple factors and affects sound attenuation differently, but the
most common form is spherical spreading. This concept is depicted in Figure 2.13 and is described in ISO
9613-2:1996 [38] and ISO 9613-2:2024 [39].

2.5. REGULATIONS FOR AIRBORNE WIND ENERGY SYSTEMS
Airborne Wind Energy (AWE) systems face significant regulatory challenges due to their unique character-
istics, operating at the intersection of aviation and renewable energy. Current frameworks are fragmented,
with most prototypes operating under special permits granted by local aviation authorities. These tempo-
rary permits lack standardization, underscoring the need for harmonized regulations at both national and
international levels [40]. Regulatory authorities are exploring three primary categories for integrating AWE
systems:

1. Unmanned Aerial Vehicles (UAVs): AWE systems with autonomous capabilities may align with UAV
regulations, but discrepancies between jurisdictions complicate this pathway.

2. Air Navigation Obstacles: Similar to wind turbines, AWE systems could be classified as obstacles re-
quiring visibility markings, lighting, and operational constraints in accordance with ICAO standards.

3. Tethered Gas Balloons: Some static AWE systems could follow certification pathways similar to teth-
ered balloons, particularly under CS-31TGB, which specifies safety and tether requirements.

International bodies like ICAO, FAA, EASA, and JARUS are actively exploring tailored regulations for AWE
systems [40]. Collaborative efforts aim to close gaps in existing frameworks and enable integration into con-
trolled airspace. The harmonization of global rules will be vital to ensure seamless operation across jurisdic-
tions and promote industry growth.

2.5.1. NOISE REGULATIONS
The key concerns regarding social acceptance of airborne wind energy systems are identified as similar to
those surrounding traditional wind turbines: safety aspect, visual impact, sound emissions, ecological im-
pact, and siting [6]. This work focuses specifically on sound emissions and strategies to minimize the noise
footprint.

Excessive noise can cause stress, sleep disruption, reduced performance, and communication issues,
prompting regulatory controls for products such as vehicles, aircraft, and wind turbines [41, 42]. For AWES,
compliance with noise regulations will be crucial for certification and public acceptance, ensuring minimal
disruption to communities and ecosystems [43]. However, Schmidt et al. [6] noted that many studies on AWE
social acceptance rely more on assumptions than empirical evidence. As such, this research references wind
turbine noise regulations due to system similarities.

In the Netherlands, wind turbine noise regulations aim to protect noise-sensitive areas like residential
zones, without distinguishing between urban and rural locations. A national limit of 47 dB for the yearly av-
eraged equivalent sound level Lden applies at sensitive receptors [44]. The Lden metric accounts for three time
periods— day (07:00–19:00), evening (19:00–23:00), and night (23:00–07:00) —with 5 dB and 10 dB penalties
added to evening and night noise levels, respectively [45]. It is calculated as follows [46]:

Lden = 10 · log10

(
12

24
·10

Lday
10 + 4

24
·10

Levening+5

10 + 8

24
·10

Lnight+10

10

)
(2.10)



2.5. REGULATIONS FOR AIRBORNE WIND ENERGY SYSTEMS 17

Additionally, a specific nighttime limit of 41 dB applies. A 5 dB penalty may be added for tonal compo-
nents, though this is rarely an issue with modern axial wind turbines [27], but it should be assessed for AWES.
While international regulations vary—some using region-specific limits—they all aim to reduce environmen-
tal and social noise impacts. A similar framework is likely to emerge for AWES, highlighting the importance
of understanding noise sources early in the design process.





3
AWES ACOUSTIC EMISSIONS

Noise constitutes a significant challenge in technologies involving moving parts and fluid dynamics, with
Airborne Wind Energy Systems (AWES) being no exception. A thorough understanding of the acoustic emis-
sions from each AWES component and the factors influencing them is critical. Such knowledge is essential to
mitigate effects that may otherwise impact nearby human communities, disrupt wildlife habitats, and raise
broader environmental concerns.

This section explores the topic of AWES acoustics by first reviewing foundational studies and early mea-
surements of sound levels. It then progresses to analyze specific noise sources within AWES and examines
models capable of predicting their behavior. Addressing these issues provides a comprehensive approach for
understanding and managing the acoustic footprint of AWES and supporting its future development.

3.1. PREVIOUS NOISE MEASUREMENTS AND OBSERVATIONS
Szücs [47] published in 2017 one of the first research papers that investigated the acoustic environmental
impact of the airborne wind energy system of Kitepower. Using an array of microphones, she took measure-
ments at different positions from the ground station at distances of 5, 10, 25, 50, 100, and 200 m. At distances
up to 25 m, the generator and electric motor used for reeling are the main sources of noise. At around 25 m,
some peaks in frequencies in the range of 500–1000 Hz were identified, and it was concluded that the vor-
tex shedding of the tether could produce this noise. The most interesting results were found at a distance of
100 m from the GS. The highest SPL values were found at this location and they were correlated to the noises
produced by the flying kite due to their periodicity. This is demonstrated in Figure 3.1.

The SPL values depending on the measuring position are presented in Figure 3.2. However, there is no
clear conclusion drawn from the values obtained through the measurements in this research paper. The
main reason for this is the fact that the wind noise was included in the results. The microphones were not
equipped with a dead-cat or wind-muff to prevent it. Szücs [47] observed that in some of the recordings, the
wind noises were louder than the ones produced by the AWES.

Bouman [12] published a relevant study on the aeroacoustics of AWES, focusing on two companies with
different configurations: Kitepower and Kitemill. This paper evaluates analytical and semi-empirical models
for the AWES components and validates them using experimental data measured during flight tests. Measure-
ments taken up to 650 m from the ground station were recorded and analyzed. Additionally, measurements
of the background noise (without the kite flying) were taken. It was demonstrated that removing wind noise
from these measurements through spectral subtraction or high-pass filters eliminated important parts of the
data. The comparisons for two different scenarios are shown in Figure 3.3. Both graphs display two distinct
bumps in the measurement data, the first within the 300–400 Hz range and the second around 1–2 kHz, de-
pending on the flight velocity. For the lower speed, the predictive analysis closely matches the measurement
data. The predictions replicate the behavior of the bumps, albeit with slightly different SPL values and fre-
quencies. Bouman suggested that these frequency bumps were due to vortex shedding from the tether at
lower frequencies and from the bridle lines at higher frequencies. However, findings from the current re-
search paper suggest that this interpretation is only partially accurate.

19
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Figure 3.1: Noises measured at 100 m from the GS showing the correlation with the kite position. Retrieved from Szücs [47].

The broadband noise from the kite was analyzed using the Amiet model [48, 49] and the BPM model [50].
Upon validation, it was evident that the BPM model outperformed the Amiet model and provided better re-
sults. However, definitive conclusions cannot be drawn due to the nuances of the model’s implementation
and potential inaccuracies in the sound recordings’ analysis. The components analyzed were the tether, bri-
dle lines, kite, and KCU bullet. However, the noise from the KCU bullet was found to be insignificant and was
therefore excluded from further analysis.

It is important to note that the analysis by Bouman [12] did not include several sound phenomena that
might be of high importance. These include the sounds produced by the ram-air turbine and the trailing
edge flutter of the kite itself. On the day of the experimental measurements, the turbine was not attached;
therefore, its sound was neither measured nor included in the prediction code. Furthermore, trailing-edge
flutter was observed in the video footage recorded during testing but was not modeled in the prediction code.
These noise sources contribute both tonal and broadband noise, and it is believed that the tonal noise could
have significant SPL peaks.

The noises produced by the ram-air turbine of the AWE system should be investigated as mentioned ear-
lier. Dijkstra [27] presents a comprehensive investigation into the aeroacoustic performance of a standard
axial wind turbine. The research employs an optimization framework for airfoil parameterization, with a
cost function based on aerodynamic performance and noise emissions. For aeroacoustic noise prediction,
tonal noise was not included or modeled at all. The focus was only on the broadband component, which
was investigated using the Brooks-Pope-Marcolini model [50] from 1989 and the TNO model [51] from 1998.
Surprisingly, even though it is older, the BPM model proves to be significantly more accurate in predicting the
broadband noise from an axial wind turbine.

Using a similar methodology to that of Dijkstra, Van Den Kieboom [17] investigated the aerodynamics
and noise emissions of a ram-air turbine intended for AWES. The research uses the Books-Pope-Marcolini
(BPM) method and incorporates Hanson’s analytical model [52] to predict and evaluate the turbine’s noise
emissions, excluding the mounting shroud. These methods are applied to assess the contribution of not only
broadband noise, as in Dijkstra’s work, but also tonal noise generated by the turbine blades. The aerodynam-
ics are derived with Blade Momentum Element Theory (BEMT) and Lifting Line (LL). Using the predictive
models and an optimization process, an airfoil shape is selected for the blades by balancing aerodynamic
performance with noise reduction strategies. A prototype is built based on the results and tested in a wind
tunnel to validate the prediction code. Although the experimental results follow the same trend as the predic-
tive model, the measured values are significantly higher. Van Den Kieboom concludes that this discrepancy
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Figure 3.2: SPL values at different distances from the ground station. Retrieved from Szücs [47].

Figure 3.3: Measurement data versus prediction data for the AWE system of Kitepower at U∞ = 20.2m/s (left) and U∞ = 35.4m/s (right).
Retrieved from Bouman [12].

is primarily due to the quality of the measurements, as the wind tunnel produced substantial background
noise that could not be filtered out. Because of this, there is no conclusion about the accuracy of the models
used for sound production.

The primary objective of this research paper is to develop a low-order numerical tool for estimating the
noise emissions of the entire Kitepower airborne wind energy system. Given the complexity of the kite’s aero-
dynamics, employing frameworks based on computational fluid dynamics (CFD) or computational aeroa-
coustics (CAA) was deemed beyond the scope of this thesis. The main reason for this decision is the intricate
nature of the aerodynamics involved and the challenge of identifying an aeroacoustic model capable of accu-
rately predicting the noise. Consequently, low-fidelity models were chosen due to their advantages of rapid
computational results and ease of adjustment when necessary.

This work builds upon the contributions of Szücs [47], Bouman [12], and Van Den Kieboom [17] by en-
hancing or integrating the analytical and semi-empirical models based on their findings. Notably, two mod-
els have demonstrated potential effectiveness for these innovative systems: the BPM model for broadband
noises [50] and Hanson’s model for tonal noises [53]. Research from several other studies indicates that com-
bining these two models can yield precise outcomes, particularly for propellers in axial flight [54–56]. Subse-
quent subsections will describe the sound production mechanisms of the Kitepower AWES components and
the models employed for their analysis.
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3.2. VORTEX SHEDDING NOISE FROM CYLINDRICAL BODIES
When a cylindrical object is exposed to uniform airflow, it can generate a Von Kármán vortex street—a pattern
of alternating vortices formed downstream due to flow separation. This phenomenon depends heavily on the
Reynolds number (Re) and the geometry of the object. In AWES, tethers and bridle lines are typically flexible,
braided textile structures that can stretch and twist, but they are often approximated as circular cylinders for
flow analysis. This simplification may become inaccurate when the line deforms into non-cylindrical shapes,
such as tapes or twisted segments [10, 14].

For an airborne wind energy system, the Reynolds number can be estimated based on the flight envelope
and the dimensions of the lines. Dunker [14] calculated a broad range of possible Reynolds numbers. These
were based on a hypothetical AWES, but the same approach will be followed next. For Kitepower, the diameter
of the tether and braided lines typically ranges from 2mm to 14mm. As flight altitudes are usually below
500m, atmospheric properties can be considered approximately constant. Although both air density and
dynamic viscosity decrease with altitude, the variation in their ratio (kinematic viscosity) is only a few percent.

The apparent flow speed, which should be considered in the calculation, typically ranges between 2.5m/s
and 50m/s. Different parts of the tether experience different velocities due to their distance from the ground
station and varying angles. The Reynolds number for a cylinder is calculated as:

Re = ρ · va ·D

µ
= va ·D

ν
, (3.1)

where ρ is the air density, va the apparent speed, µ the dynamic viscosity, and ν=µ/ρ the kinematic viscosity.
The non-dimensional Reynolds number represents the ratio between inertial and viscous forces acting on the
cable. Based on the discussed parameters, the expected Reynolds number range is 332 ≤ Re ≤ 47380. In the
context of Kitepower, this range falls within the regime of a fully turbulent vortex street, typically observed for
300 < Red < 2.9 ·105 [57–59].

The vortex shedding frequency is characterized by the Strouhal number, defined as:

St = fs ·D

va
⇒ fs = St · va

D
(3.2)

The relationship between the Strouhal and Reynolds numbers is shown in Figure 3.4. According to Gold-
stein’s empirical formula [60], the Strouhal number can be approximated as:

St = 0.198

(
1− 19.7

Re

)
(3.3)

The typical approximation for vortex shedding around a cylinder is St ≈ 0.2. Based on the previously
calculated Reynolds number for the tether and bridle lines, the Strouhal number falls within the range 0.186 ≤
St ≤ 0.198. This closely aligns with the commonly used value in literature and the data presented in Figure 3.4.

EFFECTS OF INCLINATION

The tether of the Kitepower is usually under different angles because of sagging. An inclination of a cylin-
der relative to the flow direction affects the shedding frequency for small deviations from a perpendicular
orientation. According to King [61], the angled shedding frequency can be modeled as:

fs = fs,τ sin(α), for α≥ 60◦, (3.4)

where fs,τ is the shedding frequency when the inclination angle α is 90◦. Naudascher et al. [62] empha-
sized that predicting vibration frequencies becomes more complex when α < 60◦, as the shedding process
transitions to a more three-dimensional behavior. Dunker [63] recorded through a series of experiments
that the primary vibration frequency under certain conditions was twice the shedding frequency when the
Reynolds number was near 300 and the inclination angle α was approximately 76.5◦. Furthermore, as the
Reynolds number approaches 1000, additional secondary frequencies, occurring at twice the shedding fre-
quency, emerge but remain non-dominant.

As the Strouhal number is calculated based on the flow velocity, this will be influenced as well. Based
on the independence principle described in Zdravkovich [64], the updated Strouhal number is presented
in Equation 3.5. The decrease in noise generated with inclination and change in shedding frequency with
inclination angle was researched experimentally by Latorre Iglesias et al. [65]. In this paper, the cylinder yaw
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Figure 3.4: Strouhal number as a function of Reynolds number for the shedding producing von Kármán vortex street behind a circular
cylinder. Retrieved from Lienhard [57].

angle β is defined differently than the inclination angle α discussed before: a yaw angle of 0◦ corresponds to
a cross flow, whereas at 90◦ the cylinder is aligned with the flow.

St (α) = fs,τ sin(α) ·D

va
= fs,τ cos(β) ·D

va
(3.5)

Figure 3.5: Narrow-band PSD spectra emitted by the circular cylinder at various yaw angles and flow speeds, as recorded by microphone
without any corrections applied. (a) 25 m/s, (b) 31.5 m/s, (c) 40 m/s, (d) 50 m/s. Retrieved from Latorre Iglesias et al. [65].

3.2.1. LOCK-IN BEHAVIOR
Lock-in behavior is a phenomenon that happens when the vortex shedding frequency becomes close to a
natural fundamental frequency of vibration of a structure. When this occurs, the vibrations of the structure
become synchronized with the vortex-shedding frequency, amplifying the oscillations and, consequently, the
noise generated. Audible tonal noises and whistling for the tether in flight are generally strong indicators of
vibration lock-in. Besides louder Aeolian tones generated, these amplified vibrations could also be the cause
of material wear and fatigue in certain structures (such as bridges, chimneys, or electrical cables). This can
be very dangerous if not mitigated, and it can cause catastrophic failure.

The tether under tension in an AWES can be approximated as a string, although it is not fixed on both
ends. However, due to the high tension and relatively large mass of the kite, it could be considered an end-
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Figure 3.6: Vibration spectrum landscape of a cylindrical line. Retrieved from Dunker [63].

point. The natural frequencies of an elastic string are multiples of the fundamental frequency, formulated
as:

fn = n

2lt

√
Ft

λ
(3.6)

where n is a positive integer representing the node number, lt is the length of the string, Ft is the tensile force,
and λ is the mass per unit length. Based on Dunker [14], a common range in which a tether would be prone
to the lock-in phenomenon is around 0.7 fs < fn < 1.3 fs .

Dunker [63] conducted a series of experiments with different tether lines (from cylindrical to braided
ones) in order to investigate the lock-in mechanisms. In the paper, a set-up is created that tries to mimic
the tension of kite-boarding lines. Therefore, only one end is fixed in place, while the other one is tensioned
by supporting some heavy weights. As discussed before, this is very similar to the scenario found in AWES.
Dunker discovered that even at small airspeeds (thus low Reynold numbers), the lock-in is present and has a
direct correspondence with the Strouhal number. Moreover, in some cases, a secondary vibration frequency
was observed, corresponding to twice the shedding frequency. This trend is presented in Figure 3.6.

Figure 3.7 presents the dominant vibration frequencies of a Dyneema® line similar to a bridle line used by
Kitepower. The line was tested initially with a pluck test and it was observed that the fundamental frequency
was around f1 = 84H z. The lock-in can be seen best occurring at the frequencies of 408 and 665 Hz, where one
vibration condition was observed across a velocity range. It can be seen that the lock-in happens on either
side of the stationary shedding frequency, as mentioned before. From the same laboratory experiments, in
certain regimes, it was observed the drag forces to be over 300%, attributed to the vortex induced vibrations
(VIV) during lock-in. Therefore, it is important to find ways of mitigating this phenomenon.

MECHANISMS TO ATTENUATE VIBRATION AND REDUCE DRAG

In another study, Saur et al. [66] performed a series of experiments for braided lines with different cross-
sections and under different tension forces. Figure 3.8 presents all the types of tether lines used in the set-up.
It was concluded that greater surface roughness increases sound radiation, while the tension has negligible
effects. Moreover, it was found that with a simple protrusion, such as a single-helix-shaped one, the total
radiated sound pressure level can be reduced by up to 9 dB. For decreasing AOA, the noise suppression effect
of helical surface protrusions and helical line shape is significantly reduced. As the aerodynamic forces and
the noise are related, it was found that the drag force is reduced by up to 20%, and the improvement was
attributed to the reduced susceptibility to VIV. Another mitigation method comes from Jung [67] that has
shown that a latex coating over rope braids for helicopters consistently reduces the drag coefficient by 15% to
50%. However, these solutions might be difficult to implement as the shape of the tether will influence how
the tether will sit on the drum or the pulleys.
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Figure 3.7: Dominant vibration frequencies and lock-in for a line with a diameter of 1.5 mm and α= 76.5◦ at Re = 300 to 1000. Retrieved
from Dunker [63].

Figure 3.8: Different types of braided lines used in the experiment by Dunker. Retrieved from Saur et al. [66].

3.3. AIRFOIL SELF-NOISES - BROADBAND CONTRIBUTION
Airfoil self-noise refers to the sounds generated by the interaction between an airfoil and the instabilities in
the boundary layer. One of the most well-known and comprehensive studies in this field was conducted by
Brooks, Pope, and Marcolini, who developed the acoustic BPM model [50]. In their research, they utilized an
anechoic wind tunnel at NASA to conduct experiments predominantly with the NACA0012 airfoil. Through
various testing configurations and thorough data analysis, they established a semi-empirical scaling formu-
lation that encapsulates the five dominant noise sources associated with the airfoil:

• Turbulent Boundary Layer-Trailing Edge Noise (TBL-TE): This noise arises from the interaction of a
turbulent boundary layer with the trailing edge of the airfoil. The boundary layer’s characteristics, such
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as roughness and Reynolds number, influence the intensity of this noise.

• Separation-Stall Noise (S-S): This noise occurs when the flow separates from the airfoil’s surface at
higher angles of attack. Separation eddies form on the suction side, leading to increased noise levels.

• Laminar Boundary Layer-Vortex Shedding Noise (LBL-VS): This noise is generated by the periodic shed-
ding of vortices from the trailing edge of an airfoil with a laminar boundary layer

• Trailing Edge Bluntness Noise (TEB): The bluntness of the trailing edge can contribute to noise gener-
ation due to pressure fluctuation, emitting especially towards higher frequencies.

• Tip Vortex Formation Noise (TV): For airfoils with a finite span compared to the wind tunnel test set-up,
tip vortices can form at the wingtips, generating noise.

The following subsections will investigate each of the 5 noise mechanisms and discuss how to determine
their contribution.

TURBULENT BOUNDARY LAYER - TBL-TE AND S-S
As the flow progresses over an airfoil surface, a boundary layer will develop on it. The boundary layer will start
laminar at the leading edge (LE). However, depending on the Reynolds number, angle of attack, and airfoil
geometry, it can transition from laminar to turbulent at a certain chordwise position. These turbulences
in the boundary layer induce a fluctuating pressure field, which in turn will generate noise. At lower Mach
numbers, the turbulent eddies are not very efficient sound sources [27]. However, when the eddies arrive at
a discontinuity such as the trailing edge (TE), the pressure and suction side interact and can produce a loud
swishing sound. This mechanism is presented in Figure 3.9.

Figure 3.9: Depiction of turbulent trailing edge noise. Retrieved from Van Den Kieboom [17].

The model considers three contributions for the overall TBL-TE noise and these are: the suction side noise
SPLs , the pressure side noise SPLp , and the separation stall noise depending on the angle of attack SPLα. In
regimes with high angles of attack, the flow can completely separate on the suction side, as can be seen in
Figure 3.10. This will form large eddies and extra noise. At the point where the airfoil is completely stalled,
the separation-stall noise will become dominant.

Figure 3.10: Depiction of deep stall of an airfoil, which causes separation-stall noise. Retrieved from Van Den Kieboom [17].
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Considering all the components of the TBL-TE noise, the total contribution can be summed as:

SPLT BL−T E = 10log10

(
10

SPLS
10 +10

SPLp
10 +10

SPLα
10

)
(3.7)

Based on the experimental data, the BPM model incorporates scaling factors for each of the aforemen-
tioned noise contributions. These scaling factors primarily depend on the Strouhal number and the Reynolds
number calculated with the chord length. Each contribution can be calculated through the BPM model as fol-
lows [50]:

SPLp = 10log10

(
δ∗p M 5LD̄h

r 2
e

)
+ A

(
Stp

St1

)
+ (K1 −3)+∆K1 (3.8)

SPLs = 10log10

(
δ∗s M 5LD̄h

r 2
e

)
+ A

(
Sts

St1

)
+ (K1 −3) (3.9)

SPLα = 10log10

(
δ∗s M 5LD̄h

r 2
e

)
+B

(
Sts

St2

)
+K2 (3.10)

where δ∗ represents the boundary layer displacement thickness on the suction or pressure side, while St
denotes the Strouhal number calculated based on δ∗. The Mach number is given by M , L represents the
blade length, and re is the effective distance between the source and the observer. The term D̄h denotes
the directivity function for higher frequencies. The remaining variables, A, B , K1, and K2, are scaling factors
dependent on the Strouhal or Reynolds number derived empirically.

It is evident that sound pressure levels are strongly influenced by flight speed, as the Mach number ap-
pears with an exponent of 5. Additionally, boundary layer parameters play a crucial role in the calculations,
along with the observer’s distance from the source. When the AoA surpasses the stall angle, the airfoil is
considered in deep stall, and the separation-stall noise becomes dominant. At this point, the suction and
pressure side noises can be neglected and are equal to −∞. The contribution from the angle of attack be-
comes:

SPLα = 10log10

(
δ∗s M 5LD̄l

r 2
e

)
+ A′

(
Sts

St2

)
+K2, (3.11)

where the main change comes from the directivity D̄l for low frequencies and a different shape function A′.

LAMINAR BOUNDARY LAYER-VORTEX SHEDDING NOISE (LBL-VS)
Not only the turbulent boundary layer can generate noise, but also the laminar one. Depending on the radius
and shape of the airfoil, some sections of it might present mostly a laminar boundary layer on any of the pres-
sure or suction side. Because of a resonant interaction between the unsteady laminar-turbulent transition,
some small instabilities can occur. If they interact with the TE, tonal noise or a narrow band distributed noise
is generated. The equation for calculating the LBL-VS is as follows:

SPLLBL−V S = 10log10

(
δp M 5LD̄h

r 2
e

)
+G1

(
St

St ′peak

)
+G2

(
Rc

(Rc )0

)
+G3(α), (3.12)

where the boundary layer thickness δp is used for scaling compared to the TBL-TE. The other parameters are
shape functions that depend on the Strouhal number for G1, the Reynolds number for G2, and the angle of
attack for G3.

Figure 3.11: Depiction of vortex shedding for laminar boundary layer. Retrieved from Van Den Kieboom [17].
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TRAILING EDGE BLUNTNESS NOISE ( TEB)
Trailing edge vortex shedding noise occurs when the edge is sufficiently blunt compared to the boundary layer
thickness, leading to the periodic shedding of vortices as shown in Figure 3.12. This process can generate
narrowband noise with tonal peaks, with its frequency and amplitude largely dictated by the shape of the
trailing edge. The formulation for the TEB is:

SPLT EB = 10log10

(
hM 5.5LD̄h

r 2
e

)
+G4

(
h

δ∗av g
,Ψ

)
+G5

(
h

δ∗av g
,Ψ,

St ′′′

St ′′′peak

)
(3.13)

Important factors influencing this noise include the average displacement thickness of the boundary layer
on both sides of the airfoil ( δ∗av g ), the height of the trailing edge (h), and the angle (Ψ) between the suction
and pressure surfaces. The ratio of trailing edge thickness to boundary layer thickness (h/δ∗av g ) plays a crucial
role, as higher values make the noise more tonal by narrowing its bandwidth. Moreover, G4 and G5, which are
empirical functions, and the peak Strouhal number are all calculated using this ratio. However, it is consid-
ered that the shedding frequency increases with lowering the trailing edge-thickness [68]. A well-known way
to mitigate this effect is by sharpening the trailing edge, which increases the vortex shedding frequency and
moves the noise into the ultrasound range, making it less perceptible to human ears [17].

Figure 3.12: Depiction of the fluctuating flow pattern at a blunt trailing edge. Retrieved from Van Den Kieboom [17].

Vortex shedding can also lead to asymmetric flow patterns around the airfoil, forming a von Kármán vor-
tex street that alters the pressure distribution and enhances surface pressure fluctuations near the trailing
edge [27]. Blake [68] suggests that if the bluntness ratio remains below a threshold (0.05–0.3), vortex shed-
ding tones do not develop, but once it exceeds 0.3, the geometry of the edge becomes the dominant factor in
noise generation. These findings highlight how modifying the trailing edge shape is an effective strategy for
reducing airfoil self-noise.

TIP VORTEX FORMATION NOISE ( TV )
Brooks, Pope, and Marcolini performed experiments with finite and so-called infinite wings in the wind tun-
nel. They concluded that with the finite wings where circulation is present, there appears to be an additional
noise mechanism. It is generated due to a cross-flow over the tip which creates perturbation in the pressure
field of the suction or pressure side. The vortex created by this pressure difference has a highly turbulent core
that interacts with the trailing edge in a manner similar to TBL-TE noise created through boundary layer tur-
bulences [50]. Figure 3.13 presents this tip noise generation. Thus, minimizing tip noise primarily depends
on optimizing the tip shape design. TV noise occurs exclusively at the blade’s tip, where the outer region
contributing to the noise is defined by the viscous core size (l ). Its prediction can be determined using:

SPLT V = 10log10

(
M 2M 3

max l 2D̄h

r 2
e

)
−30.5

(
log10(St ′′)+0.3

)2 +126 (3.14)

TOTAL NOISE

While analyzing SPL from individual noise sources or blade sections is valuable, the primary goal is to deter-
mine the total SPL at a specific observer location. Notably, the BPM model computes noise 1 meter behind
the rotor center and adjusts SPL values for each blade section based on directivity patterns. Therefore, it is
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Figure 3.13: Depiction of the circulation generating tip vortex noise. Retrieved from Van Den Kieboom [17].

as the noise source is 1 meter behind the trailing edge. To obtain the total noise level, SPL values from all
sources are first converted to pressure, summed, and then transformed back into dB. Finally, the total noise
contribution from a single blade is scaled by the number of blades to determine the overall SPL, as outlined
in the model. The summation of the contribution is as follows:

SPLtot al = 10log10

(
10

SPLT BL−T E
10 +10

SPLLBL−V S
10 +10

SPLT EB
10 +10

SPLT V
10

)
(3.15)

3.4. AIRFOIL HARMONIC NOISES - TONAL CONTRIBUTION
One widely used method for modeling harmonic propeller noise in the frequency domain is Hanson’s far-field
acoustic model [52]. Known as the Helicoidal Surface Theory [53], it accounts for blade thickness, surface
loading, and the effects of forward flight, including Doppler shifts, which vary with observer position.

Hanson’s model represents the blade as moving on a helicoidal surface, which rotates at constant an-
gular velocity while advancing at flight speed. The angle of attack is defined relative to this surface, allowing
frequency-domain prediction of blade loading. The method is based on Goldstein’s acoustic analogy for mov-
ing surfaces [69], which builds on the Ffowcs Williams and Hawkings (FW-H) formulation [70].

The theory simplifies the FW-H equations by assuming source strengths act on the mean blade surface,
consistent with thin wing theory. This results in a mathematical formulation describing steady thickness and
loading noise under axial inflow. Quadrupole sources, which arise at high Mach numbers, are neglected since
AWES operates at low Mach numbers and with distant observers, where such sources decay rapidly.

The acoustic pressure in the far-field can be represented as a sum over harmonics of the blade passing
frequency (BPF) using the following expression:

p(t ) =
∞∑

m=−∞
PmB e−i mBΩD t = 2Re

[ ∞∑
m=1

PmB e−i mBΩD t
]

(3.16)

where PmB is the Fourier transform of the acoustic pressure for the m-th harmonic of the BPF, B is the number
of blades, andΩD is the angular velocity, incorporating the Doppler effect.

At the time of noise emission, the observer is at a radial distance r from the source under the angle θ, but
the reception occurs when the source has already moved to a visual position at θ1, as illustrated in Figure 3.14.
This shift in position is influenced by the flight speed, which is why the Mach number Mx appears in the
expression forΩD .

The term PmB includes the acoustic pressure produced by the thickness and loading noises. Thickness
noise and loading noise are fundamental phenomena governed by linear aerodynamic theory. Thickness
noise occurs as a result of the volume displacement of the fluid caused by the rotor blades. On the other
hand, loading noise originates from the steady aerodynamic forces exerted on the blade surfaces while in
motion. Therefore, the term PmB can be decomposed into three distinct components:

• PV m : The volume displacement monopole contribution.

• PDm : The drag dipole contribution.

• PLm : The lift dipole contribution.
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Figure 3.14: Relationship between the retarded angle θ and visual angle for an observer at distance r . Retrieved from Magliozzi et al. [32]

The value of PmB is determined by summing these components, as expressed by PmB = PV m+PDm+PLm .
These noise-generating components are computed using the following expressions:

PV m

PDm

PLm

=−ρ0c2
0 B sinθ e

i mB
(
ΩD r

c0
− π

2

)
8π y

D (1−Mx cosθ)

∫
M 2

r e i (φ0+φs ) JmB

(
mB zMT sinθ

1−Mx cosθ

) k2
x tbΨV (kx )

i kx (CD /2)ΨD (kx )
−i ky (CL/2)ΨL(kx )

d z (3.17)

where m represents the harmonic number, and B is the number of blades. The terms φ0 and φs are phase
lags, while the k-parameters denote non-dimensional wavenumbers that influence the loading and thick-
ness distributions, represented by the functionsΨ. The aerodynamic characteristics required for computing
the drag and lift components are described by the coefficients CL and CD , corresponding to lift and drag,
respectively.

Before noise calculations can be performed, the blade geometry must be defined as a function of the
radius ratio z = rz /rt , where rt is the tip radius and rz is the radial location of interest along the blade (from
hub to tip). The tip rotational Mach number is denoted by MT , while the section-relative Mach number Mr

varies with z and is computed using:

Mr =
√

M 2
x + z2M 2

T , (3.18)

All other geometric properties are illustrated in Figure 3.15, including the spanwise chord distribution
b, the sweep defined by the ratio of mid-chord alignment (MCA) to diameter, and the normalized thickness
distribution H(x). A more detailed description of these parameters can be found in Hanson’s paper [53].

Another important parameter in Hanson’s harmonic noise model is the Bessel function JmB , which acts
as a radiation efficiency factor and can often be tuned for specific propeller designs. This function peaks
at orders where mB ̸= 0, approaches zero for small arguments, and exhibits oscillatory behavior for large
arguments. The behavior of JmB for various orders and arguments is illustrated in Figure 3.17.

The function H(x) represents the previously described chordwise thickness distribution, while fD (x) and
fL(x) denote the chordwise distributions of drag and lift, respectively. Typical examples of these normalized
distributions are shown in Figure 3.16. These shape functions are first integrated from the leading edge to the
trailing edge, and then over the entire propeller radius to determine their overall contribution.

By calculating all the necessary variables, the acoustic pressure can be calculated. This is done by sum-
ming only the real part of the Fourier coefficients. Afterwards, the result must be multiplied by two, as only
the positive harmonic numbers are considered.
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(a) Blade planform showing the chord b and sweep as function
of radius ratio z.

(b) Blade element shown in helical coordinates, defining the mid-chord alignment and
face alignment.

Figure 3.15: Example of blade geometric properties. Retrieved from Hanson [53].

(a) Chordwise distribution of the thickness shape functions.

(b) Chordwise distribution of the lift shape functions.

Figure 3.16: Example of blade shape functions for thickness and loading. Retrieved from Magliozzi et al. [32].
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Figure 3.17: Bessel function for different orders and arguments. Retrieved from Haddaoui [33].



4
PROBLEM STATEMENT

4.1. RESEARCH QUESTION
This thesis aims to bridge the gap between established theoretical noise models and their application to air-
borne wind energy systems by adapting these models for the Kitepower configuration and validating them
using flight test data and audio recordings.

The main research question guiding this work is therefore formulated as follows:

How accurately can existing aeroacoustic models capture and represent the physical mechanisms un-
derlying noise generation of the airborne wind energy system developed by Kitepower?

This question focuses on the adaptation and evaluation of established aeroacoustic prediction models
and their physical formulations, aiming to assess their applicability for airborne wind energy systems. The
goal is to balance computational efficiency with predictive accuracy, and to validate the framework using
component and flight data from the Kitepower system.

To support the investigation of this main question, the following sub-questions are addressed:

• What are the dominant noise generation mechanisms of the components in airborne wind energy sys-
tems, and how can they be modeled using low-fidelity analytical or semi-empirical approaches?

• How can the geometric data from the kite and turbine be used in combination with aerodynamic
solvers to generate reliable and realistic input parameters for noise prediction?

• How do the predicted noise results from the framework compare with experimental measurements,
and what limitations affect the agreement between them?

Together, these questions define the scope of the research and lay the foundation for the development,
validation, and evaluation of the proposed aeroacoustic prediction framework presented in the following
chapters.

4.2. RESEARCH OBJECTIVES
This thesis aims to develop a computationally efficient framework for predicting the noise generated by air-
borne wind energy systems. The focus is on the Kitepower system, which includes a Leading Edge Inflatable
(LEI) kite, an onboard ram-air turbine, tether, and bridle lines. The research seeks to assess whether estab-
lished aeroacoustic models can be effectively used to predict the noise generated by these components. By
applying these models to the Kitepower configuration and comparing their output to audio recordings from
flight tests, the goal is to evaluate the accuracy and practical applicability of low-fidelity, physics-based pre-
diction methods.

To achieve this, the work is guided by the following core objectives:
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• To extract accurate geometric data from 3D CAD models of the kite and turbine and use aerodynamic
solvers to derive key parameters such as blade loading distributions and boundary layer properties.

• To implement analytical or empirical models capable of estimating both broadband and tonal noise
contributions from the kite, bridle lines, tether, and ram-air turbine, based on established aeroacoustic
theory.

• To incorporate flight data into the framework by processing onboard sensor measurements, allowing
for dynamic simulation of noise generation throughout all phases of flight.

• To evaluate the model’s accuracy by comparing its predicted acoustic spectra with audio recordings
captured during test flights.

• To evaluate the framework’s strengths and limitations in isolating dominant noise sources and assess its
suitability for future integration in psychoacoustic research, regulatory assessments, and component-
level noise reduction strategies.

Achieving these objectives will result in a versatile prediction tool that supports early-stage design and
analysis of AWES, enhances the understanding of their acoustic behavior in real operational conditions, and
facilitates future research in multiple areas.



II
METHODOLOGY
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5
AEROACOUSTIC PREDICTION MODEL

The prediction model for the aeroacoustic noise generated by the Airborne Wind Energy System (AWES) is
built upon a multi-step computational framework. An overview of the complete structure of the prediction
process is provided in Figure 5.1. This framework requires a range of inputs related to component geometries,
flight dynamics, and aerodynamic properties, each of which can vary significantly depending on the specific
flight phase and conditions at a given moment.

This chapter focuses on detailing the Aeroacoustic Prediction Model, covering not only the specific mod-
els used for each sound-generating source, but also the investigation of propagation effects considered from
the source to the observer. The objective is to construct a physical representation that closely approximates
how an observer would actually perceive the noise produced by the system during flight.

Figure 5.1: Complete schematic layout of the low-fidelity Aeroacoustic Prediction Framework.
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As highlighted previously, the most critical components from an aeroacoustic standpoint are the kite it-
self, the ram-air turbine, the tether, and the bridle lines. The geometrical and aerodynamic characteristics of
these components play a key role in noise generation. For relatively simple components such as the tether
and bridle lines, basic dimensional parameters are sufficient. In contrast, the airfoil shape and other geomet-
rical properties for the turbine blades and the kite were obtained from 3D CAD models. All the necessary data
was obtained directly from Kitepower and subsequently processed to extract the relevant input parameters.
The data extraction and pre-processing methods are described in detail in Chapter 6.

To achieve an accurate representation of the system’s flight dynamics, the Extended Kalman Filter (EKF)
from Cayon et al. [71] was utilized. Their work presents an iterated EKF-based sensor fusion technique capa-
ble of estimating the critical state variables of AWESs. This method integrates diverse sensor data, including
position, velocity, tether force, and reel-out measurements, to produce reliable estimations of the system
dynamics. From this, essential parameters such as the kite’s angle of attack (AoA), apparent wind speed, ele-
vation angle, tether length, and many more can be extracted at specific flight instances.

Depending on the flight properties derived from the EKF, certain aerodynamics properties are required
for predicting the noise of the components. Parameters such as boundary layer thickness or displacement,
lift coefficient, and drag coefficient are necessary inputs. As the flight properties are changing rapidly, it was
opted for a fast solver that could provide some estimations of these parameters with an acceptable level of
accuracy. Due to the need for quick computations with reasonable accuracy, high-fidelity CFD solvers were
ruled out owing to their computational cost and complexity for automation. Instead, the low-fidelity tool,
XFOIL [72], was selected for its balance of speed and accuracy. XFOIL’s panel method and boundary layer
modeling capabilities have previously been employed by Bouman [12], showing satisfactory results for a low-
order aeroacoustic analysis. These steps are dicussed in Chapter 7.

The compiled data serves as the foundation for the Aeroacoustic Noise Prediction Model. Aerodynamic
results from XFOIL, flight data from the Extended Kalman Filter (EKF), and detailed geometrical properties
provided by Kitepower are all integrated into the framework to form the input set for the simulation. The
structure of the model, which is introduced in this chapter, uses these inputs to generate individual noise pre-
dictions for each component of the system. These component-level outputs are then combined and passed
through propagation and attenuation models to calculate the total noise perceived by an observer at a speci-
fied location. The final predictions are validated using flight audio recordings, as discussed in Chapter 9.3.

Additionally, when multiple sound spectra are computed at short time intervals, they can be processed
and used for auralization. Auralization is the process of creating audible sound files from computer-generated
data, simulating how sound behaves in a specific environment. It’s akin to acoustic virtual reality, allowing lis-
teners to hear how a space or product will sound [35]. Auralization allows for immersive acoustic simulations,
enabling one to experience how the AWES would sound under various operational conditions.

In summary, the procedures outlined above define the entire framework for predicting the noise emis-
sions of an AWES. Each step will be explored in greater detail in the following chapters.

5.1. PREDICTION MODEL FOR TETHER AND BRIDLE LINE NOISE
The tether and bridle lines of the Kitepower system are constructed from Dyneema® braided lines. While
their cross-sectional shape is not perfectly circular, they can be reasonably approximated as cylindrical bod-
ies. The methodology for determining the vortex-shedding frequency associated with the von Kármán vortex
street behind a circular cylinder was previously discussed in Section 3.2. It was noted that the inclination
angle of the cylinder affects both the amplitude and frequency of the emitted noise due to the independence
principle related to the velocity component normal to the cylinder axis. The next step involves identifying a
suitable estimation model for the pressure fluctuations induced by vortex shedding around cylindrical struc-
tures.

Curle [73] demonstrated that the sound emitted from an ’acoustically compact’ solid surface with fluctu-
ating force Fi can be expressed with the sound pressure p(r, t ) as:

p(r, t ) = 1

4πc0

ri

r 2

∂Fi

(
t − r

c0

)
∂t

, (5.1)

where c0 is the speed of sound in the medium and r is the distance between the center of the source and the
observer. By definition, an ’acoustically compact’ surface implies that the wavelength radiated by the surface
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should be larger than the characteristic dimensions of the body in question [74]. For the generation of the
Aeolian tone, only the fluctuating lift force needs to be considered based on Fujita [75].

Therefore, Fi can be replaced by the lift force, which depends on the diameter of the cylinder d , its length
l , the apparent wind speed va , and the fluctuating lift coefficient CL(t ), as:

Fi (t ) = 1

2
ρ0v2

a d l CL(t ) (5.2)

A usual simplification implies that the lift fluctuation is sinusoidal, and the time derivative of CL(t ) can be
expressed under the form:

∂CL(t )

∂t
=ωCL(t ), (5.3)

with ω being the angular frequency of the fluctuation.
This frequency can be derived through the formula of the Strouhal number, and it becomes:

ω= 2π
vaSt

d
. (5.4)

For calculating the sound pressure, the time derivative of the fluctuating force Fi is of interest. By substi-
tuting all of the above, we obtain:

∂Fi (t )

∂t
=πρ0v3

a l St CL(t ) (5.5)

Finally, the mean square sound pressure can be calculated by substituting the Equation 5.5 in Equation
5.1. A more general form is presented in Latorre Iglesias et al. [65] that takes into account propagation effects:

p2(r ) =
ρ2

0v6
a St 2 l lC C 2

L,RMS

16c2
0 r 2

Dr ad (Ψ)

(1−M cosφ)4 , (5.6)

where CL,RMS is the root-mean-square of the lift coefficient fluctuation, and lC is the correlation length based
on the diameter of the cylinder such that lC = m d , where m is a normalization factor. The second fraction
has at the numerator the directivity function that becomes Dr ad (Ψ) = cos 2Ψ for a theoretical dipole, and at
the denominator the convective amplification factor for a dipole source (1−M cosφ)4 [65]. Radiation angle
Ψ is defined as the angle between the observer and the axis of fluctuating lift force (perpendicular to the flow
direction), the Mach number is defined as M = va/c0, and the angle φ is the angle between the direction of
the flow and the observer position.

The only step left for calculating the sound pressure level is to find the root-mean-square of the lift coeffi-
cient fluctuation and the correlation length. Through a series of experiments and literature review, Norberg
[76] described empirical formulations for both the root-mean-square of the lift coefficient fluctuation and
the correlation length for the circular cylinders based on Reynolds number. The range which Norberg [76]
describes includes Reynolds numbers between 47 ≤ Re ≤ 3 ·105, which bounds are well containing the ones
for the tether or bridle lines in Kitepower system.

Influence of the yaw angle on the sound pressure - As mentioned before, the independence principle [64]
is used as an approximation to assess the change of shedding frequency based on the yaw angle β. The inci-
dent flow va , usually symbolized with U∞, is decomposed into two perpendicular components. The normal
flow speed is simply:

va,n = va cosβ. (5.7)

Feeding this back to Equation 5.6, it can be deduced how the mean-square sound pressure depends on
the yaw angle [65]:

p2(β,x) = p2(0,x) cos6β (5.8)

The sound pressure level can be computed now, and it is:

SPL(r ) = 10log10

(
p2(r )

p2
0

)
= 10log10

(
ρ2

0v6
aSt 2 l lC C 2

L,RMS

16c2
0 r 2 p2

0

· Drad(Ψ) cos6β

(1−M cosφ)4

)
(5.9)
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The original formula also includes another factor for the near-field contribution, but it was not included
here as the observer’s position is far from the source. This vortex-shedding noise model for tether and bridle
lines was implemented in MATLAB. Its implementation and functionality were verified against experimental
data from Latorre Iglesias et al. [65], as presented in Appendix A.

5.1.1. TETHER MODEL
Acoustic modeling of the tether requires knowing its position and apparent velocity, as the shedding fre-
quency and SPL value change depending on these parameters, as shown previously. During the power cycles,
the length of the tether changes between a minimum rmi n and a maximum rmax value. The speed and incli-
nation of the tether will differ along its length, based on the kite’s flight speed and the tether length. Because
of this, the shedding noise will be produced along the tether with different characteristics. Moreover, Dunker
[14] even observed that different regions of the tether can exhibit multiple localized lock-in mechanisms, vi-
brating over a larger spectrum at once. Therefore, it is important to analyze the tether noise by sectioning it
to simulate the coexisting noise from every region.

Dunker [14] presents a method for calculating the velocity of the tether based on the kite’s velocity, wind
speed, and reeling factor. If the tether is considered straight, any point on it can be described by radial coor-
dinates as:

r = r er (5.10)

where r is the radial distance and er is the unit vector in radial direction. This can be normalized if the
total tether length lt is known by:

R = r

lt
,with 0 ≤ R ≤ 1 (5.11)

During the power cycle, the value of lt changes based on the reeling motion, and to a minor degree, due
to the strain of the tether. Moreover, it can be considered that the tether and the kite radial velocity dictated
by the reeling motion are equal:

vt ,r = vk,r , for 0 ≤ R ≤ 1 (5.12)

On the other hand, the tangential velocity for a straight tether increases linearly with the non-dimensional
tether coordinate R. At the ground station, the tangential velocity of the tether is zero, while at maximum
length lt , it can be considered to be equal to the tangential velocity of the kite. Substituting everything in
Equation 2.1, the apparent wind velocity of a material point on the tether is defined as:

va = vw −vt ,

= vw −vk,r −vk,τR, for 0 ≤ R ≤ 1.
(5.13)

It is important to notice that during reel-out, the approximation of a straight tether is fairly accurate due
to the high operating tension [77]. However, the tether generally sags during reel-in, which must be taken
into account for accurate noise production. Because of the sag, the incidence angle changes over the length,
leading to regions with different shedding behavior. The position of the tether, and especially its inclination
angle due to sagging, can be calculated through a model described by the tension in the tether. Breukels [78]
presents a model that takes into account the aerodynamic loading and the gravitational forces for calculating
the shape of the tether. If the tether force at the kite TK is known, the tether force at the ground station TG

can be derived as:

TG =−TK −
∫ l

0

[
qg (s)+qD (s)

]
d s (5.14)

where qg is the distributed gravitational force and qD is the aerodynamic force along the tether path
described by coordinate s. If a stepwise integration is applied with known boundaries, the tether force at the
ground station can be calculated, and subsequently, the tension and inclination angle of the tether at any
position.

Although the position and velocity of the tether are important parameters in aeroacoustic modeling, the
development of a new tether dynamics model is considered beyond the scope of this thesis. Instead, the
necessary variables for both the tether and bridle lines are extracted from the Extended Kalman Filter devel-
oped by Cayon et al. [71]. Once the total tether length is provided from the EKF, it is discretized into multiple
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segments of equal length. Knowing the kite’s velocity, the velocity of each tether segment is estimated at its
midpoint as of Equation 5.13 for use in the prediction code. For the bridle lines, it is assumed that the flow
velocity is equivalent to that of the kite and the onboard ram-air turbine.

5.2. ONBOARD RAM-AIR TURBINE NOISES
The onboard ram-air turbine is a crucial component of the AWES, generating the electricity needed to power
all onboard electrical motors and sensors. However, it is also a significant source of noise, making it essential
to understand the mechanisms behind its noise production thoroughly.

Ram-air turbine noise can be categorized into two types. The first is tonal noise, which is closely linked to
the blade passing frequency:

BPF = B ×RP M

60
= B ×N , (5.15)

where B is the number of blades and N is the rotational frequency. The second category is broadband noise,
which is spread over a wide range of frequencies. The broadband noises are usually induced by turbulence,
which makes them unsteady and random in nature. Due to this complexity, developing predictive models is
extremely challenging, and most rely on semi-empirical or fitted data.

As discussed in Chapter 3, the most widely used approach for predicting turbine or propeller noise is a
combination of two models: the analytical model by Hanson and the semi-empirical Brooks–Pope–Marcolini
(BPM) model [17, 33, 79, 80]. For tonal noise components, Hanson’s model [52, 53] has shown high accuracy,
particularly for the first few harmonics. It accounts for blade geometry, flight speed, turbine RPM, environ-
mental conditions, and observer position. Based on the flying conditions and the pitch angle of the blade,
spanwise and chordwise distributions of lift and drag coefficients must be derived and be used as inputs
for the loading of the blade. The aerodynamics coefficients will be derived through XFOIL [72], as will be
explained in Section 7.

For the broadband contribution, although more complex and more difficult to quantify, the semi-empirical
Brooks-Pope-Marcolini [50] or BPM model proves to be reliable, especially for the axial wind turbine noises
[27]. The semi-empirical model is based on the NACA0012 airfoil. Therefore, the fitted data for some of
the boundary layer quantities are specific for this airfoil, and they should be investigated for the actual used
airfoil. Besides the geometry of the blade, the model needs a clear spanwise distribution of the angle of attack
(AoA) as many of the quantities required are fitted data based on the Reynolds number and AoA. Moreover,
for an accurate prediction of the self-noises mechanism, boundary layer parameters such as boundary layer
thickness or thickness displacement at the trailing edge (TE) should be derived depending on the flight speed,
RPM, and angle of attack. It was decided to obtain these parameters through XFOIL [72] boundary layer
analysis for simplicity, as the tool was already implemented and it presents this capability. The BPM model
is constructed in such a way that the sound source is considered one meter behind the TE. If the observer’s
position is specified, the sound from its perspective can be computed.

Both models are described in Section 3.3 and Section 3.4. The formulations already include the effects of
the spherical spreading, directivity, and Doppler shift. Finally, these models were implemented in MATLAB as
functions that take as input the flight properties and airfoil’s geometric properties, and their implementation
was verified against experimental data from literature, as shown in Appendix B. The inputs required for these
models to compute the noise emissions of the onboard ram-air turbine are presented in Table 5.1.

5.3. KITE NOISE
When a rigid airfoil is placed in a turbulent flow, surface pressure fluctuations occur along its surface. As these
fluctuations reach a sharp trailing edge (TE), they are scattered and generate acoustic energy that propagates
into the far field. This effect may be even more pronounced when using a flexible, inflatable kite [12].

Certain types of trailing edge noise—particularly those caused by vortex shedding, such as laminar bound-
ary layer noise and blunt trailing edge noise—can produce narrowband or tonal sounds that are especially
prominent at higher frequencies. In contrast, turbulent boundary layer trailing edge noise leads to broadband
acoustic emissions. These often feature two distinct peaks, with the lower-frequency peak dominated by the
suction side and the higher-frequency peak by the pressure side, depending on the displacement thickness
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Table 5.1: Overview of input parameters required for the aeroacoustic prediction of the turbine.

Common Inputs (Hanson and BPM Models)
Blade geometry Includes chord distribution, blade radius, and sweep. Used for

defining the aerodynamic and structural shape of the blade.
Flight speed Ambient flow velocity affecting compressibility and sound

propagation. Used for calculating the flight Mach number and
Reynolds number.

Blade rotational Mach number Local Mach number along the blade span, crucial for high-
speed blade tips and tonal noise generation.

RPM of the turbine Rotational speed of the blades; directly influences tonal noise
components.

Number of blades Determines frequency harmonics and affects the amplitude of
the radiated noise.

Observer position in 3D space Spatial coordinates of the observer used to compute relative
angles and propagation direction.

Distance to observer Required to compute the sound pressure level (SPL) at the ob-
servation point.

Environmental conditions Includes ambient pressure, air density, and speed of sound.
These influence both source noise generation and propaga-
tion through the atmosphere.

Hanson Model Specific Inputs
Lift coefficient distribution
- spanwise and chordwise -

Used to evaluate loading noise due to aerodynamic lift forces
along the blade surface.

Drag coefficient distribution
- spanwise and chordwise -

Required for modeling loading noise resulting from aerody-
namic drag effects.

Blade thickness distribution
- spanwise and chordwise -

Essential for computing thickness noise, which arises from
volume displacement by the rotating blade.

BPM Model Specific Inputs
Boundary layer thickness at TE
- spanwise -

Determines trailing edge noise generation by controlling tur-
bulence interaction with the blade edge.

Displacement thickness at TE
- spanwise -

Represents boundary layer momentum loss; affects trailing
edge noise predictions.

Angle of attack distribution
- spanwise -

Affects the aerodynamic loading and the characteristic fre-
quencies of broadband noise.

of the boundary layer. The pressure side typically emits lower-intensity sound, resulting in a decreasing trend
in the overall acoustic spectrum.

The mid-span chord of the LEI kite of Kitepower measures approximately 4 meters, which implies a high
Reynolds number and suggests that turbulent boundary layer TE noise will be the dominant source mecha-
nism. However, given their significant contribution, all these noise mechanisms must be carefully considered
and investigated with specific aerodynamic properties for noise modeling.

The Brooks–Pope–Marcolini (BPM) model [50], introduced in Chapter 3.3, is designed for fixed airfoils
and has been widely used for propeller blades and axial wind turbines. However, the aerodynamics and
resulting noise emissions of a leading-edge inflatable (LEI) kite are likely to differ. At the current moment, no
aeroacoustic model has been specifically developed for soft kites. Bouman [12] applied the BPM model to
simulate the noise generated by an LEI kite with relatively promising results. Accordingly, the BPM model is
also utilized in this study to predict the self-noise produced by the LEI kite during flight.

One of the primary sources of inaccuracy in Bouman’s work stems from geometric inconsistencies in the
kite model and the treatment of boundary layer (BL) parameters. Rather than computing BL parameters
for the specific flight conditions of the kite, Bouman [12] relied on empirical data fitted for the NACA0012
airfoil, as provided in the original BPM model. Additionally, the kite’s geometry, particularly the chord and
AoA distributions, was assumed to remain constant along the span, effectively modeling it as a rectangular
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wing, which does not accurately reflect its actual shape.

In the present study, the kite geometry is extracted with precision from a 3D model, as described in Chap-
ter 6, and the boundary layer parameters at the trailing edge are computed using XFOIL [72], as detailed in
Chapter 7. The needed input data for the prediction model of the self-airfoil noises of the kite are precisely
the same as the ones needed for the onboard ram-air turbine as explained in the previous section, excluding
the ones for Hanson’s model. An overview of all the required inputs is found in Table 5.1.

5.3.1. ASSESSMENT OF FLUTTER-INDUCED NOISE IN LEI KITES
In addition to the self-noise mechanisms described for rigid airfoils in the Brooks–Pope–Marcolini report
[50], an elastic airfoil can exhibit additional noise generation mechanisms. The deformation modes of the
kite were discussed in Section 2.2.5, where it was concluded that the only mode operating within the audible
range is associated with trailing-edge flutter.

The flutter frequency was estimated by drawing an analogy with the behavior of sails under tension or
flags in flow. For both of these cases, experimental studies or DNS analyses have shown that the Strouhal
number is typically close to unity [81, 82], with higher harmonics occurring at integer multiples. For the V9.60
kite developed by Kitepower, this corresponds to a flutter frequency in the range of approximately 10–40 Hz,
depending on the flight velocity, chord, and tension within the material. This interval is consistent with the
analytical formulations presented by Leuthold [23], as well as with the conclusions drawn from the analysis
of flight video footage.

However, no suitable models were found in the literature to predict the pressure fluctuations or the re-
sulting sound pressure levels generated by this phenomenon. Due to the lack of an established model, flutter
noise was not included in the aeroacoustic prediction framework. Furthermore, the flight test audio record-
ings are dominated by wind noise in the lower frequency range. As a result, even if the flutter noise had been
modeled, it would have been nearly impossible to validate or even identify it using the current audio data.

5.4. SOUND PROPAGATION EFFECTS
Several fundamental sound propagation mechanisms were considered during the development of the aeroa-
coustic prediction framework, including spherical spreading, Doppler shift, atmospheric absorption, and
ground reflection. Among these, spherical spreading and Doppler shift are inherently accounted for in the
component-level models used to simulate the noise generated by the kite, ram-air turbine, bridle lines, and
tether. These two effects are particularly influential when source motion is considered: spherical spread-
ing depends quadratically on the distance to the observer, while the Doppler shift is strongly affected by the
relative speed of the system.

Additional effects—such as atmospheric absorption and ground reflection—were also implemented and
evaluated. However, their influence on the predicted sound pressure levels was found to be minimal under
the operational conditions considered in this study. Specifically, the open-field environment in which the
Kitepower V9.60 system operates, along with the relatively short source-observer distances, reduces the im-
pact of these secondary propagation effects. Simulation results showed variations of less than ±1.5 dB due to
reflection, which are within acceptable modeling uncertainty margins. Atmospheric attenuation was found
to have a noticeable effect only at very high frequencies, above 10 kHz.

Although these secondary propagation effects have limited influence, they were implemented in the low-
fidelity prediction framework for completeness. A full technical description of their implementation and
evaluation is provided in Appendix C.

5.4.1. OVERALL A-WEIGHTED SOUND PRESSURE LEVEL
As previously discussed in Section 2.3, human hearing sensitivity varies across the frequency spectrum. To
account for this perceptual bias, the A-weighting filter was selected for this study, as it is the most widely used
standard in environmental noise assessments. The A-weighting correction was applied using the mathemat-
ical formulation defined by the International Electrotechnical Commission (IEC 61672-1:2013) [83]:

∆L A =−145.528+98.262log( f )−19.509(log( f ))2 +0.975(log( f ))3, (5.16)

where f is the frequency in Hz. This correction is added to the unweighted SPL at each frequency to ap-
proximate how sound would be perceived by a human listener. The Overall A-weighted Sound Pressure Level
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(OASPL), expressed in dBA, provides a practical way to quantify perceived loudness by logarithmically sum-
ming the A-weighted SPL values across the frequency spectrum.

Although A-weighting is not a physical propagation effect, it can be applied in the post-processing phase
to produce perceptually meaningful results. However, it was not applied to the flight audio recordings, as the
microphone captures sound based on its own sensitivity—not human hearing—making A-weighting inap-
propriate for this comparison. Applying A-weighting to the simulated data in this context would compromise
the validity of the comparison.

5.5. FINAL AEROACOUSTIC PREDICTION MODEL LAYOUT
In the Aeroacoustic Prediction Framework developed in this study, different modeling approaches are applied
to each major component of the Airborne Wind Energy System, as explained in the above sections. The
kite’s self-noise is modeled using the Brooks–Pope–Marcolini (BPM) model, which accounts for trailing-edge
noise mechanisms typical of airfoils. The ram-air turbine combines both the BPM model for broadband
noise and Hanson’s analytical model for tonal noise generated by rotating blades. For the tether and bridle
lines, a vortex-shedding model is employed to estimate noise caused by unsteady flow separation around the
cylindrical elements.

All of the component-specific models incorporate essential propagation effects—such as Doppler shift,
directivity, and spherical spreading—within their respective formulations. However, atmospheric absorption,
which becomes increasingly significant at higher frequencies and longer distances, is not inherently included
in these models. To address this, it is implemented separately as a dedicated function within the framework.
Additionally, an A-weighting filter is integrated into the post-processing stage, allowing for the calculation
of Overall A-weighted Sound Pressure Level (OASPL) values to better reflect human auditory perception. An
overview of the complete aeroacoustic prediction process is presented in Figure 5.2.

Figure 5.2: Schematic layout of the complete Aeroacoustic Prediction Model, including component-level noise sources and the inte-
grated propagation effects.



6
GEOMETRY EXTRACTION AND PROPERTIES

The geometrical properties of all system components serve as critical inputs for the aerodynamic analysis
conducted using XFOIL [72], as well as for the Aeroacoustics Predictor described in the previous chapter. The
current chapter outlines the procedures developed to extract and process this geometrical data.

Kitepower provided the .stl files containing the 3D models of the blade geometry used in their ram-air
turbine, along with the V9.60 kite currently deployed in flight testing. The primary objective of the geometry
extraction process is to isolate and define the airfoil profiles, enabling subsequent aerodynamic and acoustic
analysis. To streamline this process, an automated extraction script was developed in MATLAB.

6.1. KITE GEOMETRY
Due to the proprietary nature of the V9.60 kite geometry, the following extraction methodology is demon-
strated using an earlier version of the kite—referred to as the V3 model—which is illustrated in Figure 6.1.
The leading-edge inflatable (LEI) kite features a tubular leading edge (LE) and chordwise struts extending to-
ward the trailing edge (TE). For the purposes of this analysis, the struts were excluded, and only the LE tube
and the membrane canopy were retained for airfoil shape extraction.

Figure 6.1: Kitepower’s V3.25 kite presented as a 3D model used for slicing and airfoil extraction.

45
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The MATLAB code reads the .stl file, interprets the mesh faces and vertices, and visualizes the 3D geom-
etry. The user can then specify the desired locations along the span where airfoil cross-sections should be
extracted. At each specified spanwise position, the code computes a local surface normal on the LE tube,
constructs a plane passing through the corresponding point and oriented along that normal vector, and then
intersects this plane with the 3D model. The resulting intersection defines the airfoil contour at that span-
wise location. Figure 6.2 presents the V3 kite model with 9 sections, the middle section passing through the
mid-span and divided with a cosine distribution.

Figure 6.2: Sectioning strategy used for extracting airfoil contours along the kite span.

All extracted airfoil contours are saved in a data file for further processing. Upon inspection, it was found
that the points obtained from the intersection are not ordered sequentially, making them unsuitable for direct
use as closed airfoil profiles. To address this, a custom algorithm was developed that combines a nearest-
neighbor approach with a smoothing criterion based on minimizing the angle between successive point
triplets. This ensures a continuous and physically plausible airfoil shape. An example of such a result af-
ter the ordering process is illustrated in Figure 6.3a.

As previously discussed, the chord length and angle of attack (AoA) distributions along the span are essen-
tial parameters for determining the noise frequency spectrum of the component. To facilitate their calcula-
tion, the 3D model of the V3 kite is oriented such that the leading-edge is towards the positive global z-axis.
This alignment is achieved by applying a rotation to all vertices using a rotation matrix Rθ, defined around an
appropriate axis to satisfy the desired orientation.

Once aligned, the chord line at each section is determined by identifying the points with the minimum
and maximum z-coordinates, corresponding to the trailing edge (TE) and leading edge (LE), respectively. The
chord length is computed as the Euclidean distance between these two points. The relative angle of attack
based on the kite’s twist is then calculated as the angle between the local chord vector and the z-axis. The
resulting chord length and local angle of attack distributions along the span are shown in Figure 6.3b.
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(a) Example of an extracted and ordered airfoil contour. (b) Chord length and angle of attack distributions along the kite span.

Figure 6.3: Airfoil extraction and parameter distribution for the V3 kite.

6.2. ONBOARD RAM-AIR TURBINE GEOMETRY
The procedure used for turbine blade sectioning follows a similar logic to that applied to the kite, with a few
simplifications. In this case, it is not necessary to rotate the blade or define normal planes along the surface,
as the turbine blade is already aligned with the positive global x-axis in the spanwise direction.

Once the user specifies the desired number of sections, the code divides the blade span into equally
spaced intervals and extracts the airfoil contours at those positions. The original 3D model of the turbine
blade, as processed in MATLAB, is shown in Figure 6.4, while the blade sectioned at 15 positions along the
span is illustrated in Figure 6.5.

Figure 6.4: 3D model of the onboard ram-air turbine blade imported and processed in MATLAB.

Considering that the turbine rotates at a frequency influenced by the advance ratio, the apparent flow
encountered by each blade section depends on both the axial freestream velocity and the rotational speed
at that section. Since the rotational velocity increases with radial distance from the hub, the local appar-
ent inflow angle—and thus the angle of attack—varies along the blade span. Additionally, the turbine blade
features geometric twist, meaning that each section has a different pitch angle.

The twist angle θ is calculated by determining the angle between the local chord line and the x y-plane.
To compute the inflow angle φ, the flight conditions must be known. Kitepower provided wind tunnel data
for the turbine, including axial inflow velocity and RPM values. Using these, the local angle of attack α at a
given spanwise location can be estimated using the following relationship:

α= θ−φ, with φ= tan−1
(

V

ωr

)
. (6.1)

Here, V represents the axial freestream velocity,ω is the angular velocity of the turbine in radians per sec-
ond, and r is the radial distance from the rotor hub to the point of interest. While a more rigorous approach
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Figure 6.5: Blade sectioned at 15 spanwise locations for airfoil extraction.

would involve applying Blade Element Momentum (BEM) theory, this simplified method offers sufficiently
accurate results for the scope of the current study.

The spanwise distribution of chord length, thickness, and angle of attack under nominal flight conditions
is illustrated in Figure 6.6. The airfoil geometry, local angle of attack, and flight conditions can be further an-
alyzed in XFOIL [72] to extract aerodynamic properties such as lift and drag coefficients, as well as boundary
layer thickness and displacement thickness—parameters required for the aeroacoustic prediction models.

Figure 6.6: Chord length, thickness, and local angle of attack distribution along the turbine blade span at 20 m/s and 5000 RPM.

6.3. TETHER AND BRIDLE LINES GEOMETRY
The input data required for the tether and bridle lines do not require extensive processing. Kitepower pro-
vided the dimensional specifications of the materials used in their system. The tether consists of a 16-strand
plaited hollow braid rope made of Dyneema®, with a diameter of 14 mm. The elevation angle, which deter-
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mines the inclination of the tether, and the total tether length are obtained from the Extended Kalman Filter
(EKF) developed by Cayon et al. [71].

Figure 6.7: Schematic of tether approximation as a straight line un-
der high tension. Retrieved from Cayon et al. [71].

During the reel-out phase, the tether is under
high tension and can be approximated as a straight
line, as can be observed in Figure 6.7. In con-
trast, during reel-in, the tether may exhibit notice-
able sagging. The inclination angle plays a critical
role, as it influences both the vortex-shedding fre-
quency and the resulting sound pressure level (SPL),
as discussed in Section 5.1. Since the flow velocity
varies along the tether—lowest near the Ground Sta-
tion and highest near the kite—it was decided to di-
vide the tether into equally spaced segments. The
local flow velocity is computed at the midpoint of
each segment, and the vortex-shedding model is ap-
plied individually to each. According to Dunker [14],
a long cylindrical body can exhibit multiple lock-
in phenomena, meaning that vortex-induced vibra-
tions (VIV) can occur at different frequencies along
different sections of the tether.

The bridle line configuration for the V3 kite is illustrated in Figure 6.1. Kitepower reported that the total
bridle line length is approximately 402 m, with line diameters ranging from 2 mm to 8 mm. However, detailed
information regarding the location, orientation, and specific usage of each line was not available. Therefore,
it was assumed that all bridle lines are exposed to the same flow velocity as the kite itself and are oriented hor-
izontally, with no inclination. For the acoustic simulations, the diameters used include 2 mm, 3 mm, 4 mm,
5 mm, 6 mm, and 8 mm, consistent with the simulations conducted by Bouman [12]. Each line diameter was
assumed to have equal length when estimating its contribution to the total sound emissions.

GEOMETRY PROCESSING
The geometry processing methodology for each system component was discussed throughout this chapter.
To summarize, Figure 6.8 provides an overview of the key steps involved in the geometric data extraction
pipeline. This visual layout helps clarify the logic and structure behind the MATLAB-based framework imple-
mented for processing the 3D models and preparing input data for the aerodynamics tool and aeroacoustic
prediction model.

Figure 6.8: Schematic layout of the geometry processing steps for each component.





7
SIMULATION AND ANALYSIS TOOLS

This chapter presents the external tools integrated into the Aeroacoustic Prediction Framework for estimating
flight states and extracting aerodynamic parameters. The Extended Kalman Filter (EKF) is used for real-time
wind and system state estimation, while XFOIL is employed to compute aerodynamic properties needed for
aeroacoustic modeling. Together, these tools provide essential input data for the noise models used in the
prediction framework.

7.1. EXTENDED KALMAN FILTER
Airborne wind energy systems require continuous active control, making them highly sensitive to wind fluc-
tuations. To address this challenge, Cayon et al. [71] developed a sensor fusion framework based on an iter-
ated Extended Kalman Filter (EKF), capable of estimating both system dynamics and wind conditions in real
time.

The EKF combines multiple onboard measurements—such as kite position, velocity, tether tension, and
reeling speed—within a dynamic model to estimate unmeasured states, including kite orientation, tether sag-
ging, and wind characteristics. This eliminates the need for external sensing equipment, such as lidar, while
still achieving high accuracy compared to reference systems. The EKF outputs can be used in supervisory
control strategies, enabling adaptive trajectory optimization and improving system reliability.

Flight data recorded during test flights can be stored and later processed using the EKF, allowing for visu-
alization and extraction of key parameters for applications such as noise prediction modeling. Both the V9.60
and V3.25 kites are equipped with a comprehensive sensor suite. However, due to IP-sensitive information,
the following discussion focuses on the V3 kite, although the methodology is identical for the V9.

Figure 7.1: Fully instrumented layout on the V3.25 kite used for EKF-based state and wind estimation (red, green, and white circles
showing Pixhawk® sensor 1 and 2, and flow sensors, respectively). Retrieved from Schelbergen et al. [84].
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The sensor suite on the V3.25 kite includes a load cell to measure tether force, a linear encoder for tether
length, and magnetic encoders for the azimuth and elevation angles of the tether at the ground station. Ad-
ditional data is obtained from onboard GPS and IMU units, pitot tubes for apparent wind speed, and wind
vanes for wind direction. The full sensor layout is illustrated in Figure 7.1.

By integrating all available sensor data into a dynamic model, the EKF produces a consistent and time-
resolved estimation of the kite’s aerodynamic state and the surrounding wind profiles. The complete method-
ology and implementation details can be found in the work by Cayon et al. [71]. These state estimations not
only improve the system’s control performance but also serve as key inputs for downstream models, including
the Aeroacoustic Prediction Framework. Specifically, parameters such as the kite’s angle of attack, apparent
wind speed, three-dimensional position of the kite, and the length of the tether are extracted and used either
directly within the aeroacoustic model or passed to the aerodynamic solver XFOIL [72]. The layout of the EKF
solver is presented in Figure 7.2.

Figure 7.2: Example output from the Extended Kalman Filter (EKF) developed by Cayon et al. [71, 85], illustrating state estimation during
the first 100 seconds of flight, including the take-off phase.

7.2. XFOIL
As explained in Chapter 5, the Hanson model [53] and the Brooks-Pope-Marcolini model [50] require aero-
dynamic data and parameters related to blade loading and boundary layer properties around an airfoil.
XFOIL [72] was selected for this task due to its ease of automation and integration into the MATLAB frame-
work, its ability to generate fairly accurate results quickly, and its prior use in similar aeroacoustic analyses,
such as the methodology followed by Bouman [12]. XFOIL is a two-dimensional, low-fidelity aerodynamic
tool that combines a linear-vorticity panel method for inviscid flow with an integral boundary layer formu-
lation for viscous effects. The panel method calculates the surface pressure distribution assuming potential
flow, while the boundary layer solver accounts for viscous phenomena such as transition, separation, and
reattachment. These two solvers are iteratively coupled, allowing for the estimation of aerodynamic coeffi-
cients and boundary layer parameters, including displacement and momentum thicknesses.

Chapter 6 described how the airfoil shapes for both the turbine blades and the kite are extracted. These
profiles can be directly imported into XFOIL along with the relevant flight conditions. A dedicated MATLAB
script was developed to automate this process by launching the XFOIL executable in viscous mode, loading
the airfoil coordinates, and applying the angle of attack (AoA) and flight parameters obtained from the EKF.

For the turbine blades, both the Reynolds number (based on chord length) and the Mach number vary
along the span due to the rotation and increasing radius. Additionally, due to the twist of the blade, the
local AoA changes with the spanwise position. All of these inputs are already calculated from the geometry
extraction functions and the Extended Kalman Filter.



7.2. XFOIL 53

However, for the kite, the problem is more complex due to its unconventional airfoil shape. The airfoil is
composed of a circular tube at the leading edge (LE) and a canopy that curves towards the trailing edge (TE).
Because of the very thin material, the extracted geometry appears as a single line without distinguishable top
and bottom surfaces. This poses difficulties for XFOIL as it needs clear top and bottom surfaces specified,
but also due to the large recirculation zone that typically forms behind the cylindrical tube, which prevents
convergence. An example of this flow pattern is shown in Figure 7.3.

Figure 7.3: Flow behavior around an LEI kite section, showing the recirculation region. Retrieved from Folkersma et al. [86].

Two solutions have been proposed in the literature to address these issues. Because the canopy is ex-
tremely thin, negligible, meshing practices require artificially increasing its effective thickness. This intro-
duces a trade-off: a thicker canopy improves meshing quality and solver convergence, but deviates more
from the true geometry. Conversely, a thinner canopy is more accurate but harder to mesh. An illustration of
this approach is shown in the work of Watchorn [87] in Figure 7.4.

(a) Original thin canopy profile. (b) Modified canopy with increased thickness.

Figure 7.4: Effect of airfoil thickness adjustment for improved meshing. Retrieved from Watchorn [87].

The second solution focuses on the suction-side flow separation. As seen in Figure 7.3, a large recircula-
tion region forms behind the leading-edge tube, together with a TE separation on the pressure side depend-
ing on the AoA. When this region becomes too large, XFOIL cannot converge. Some authors have proposed
adding a suction-side fillet behind the tube, smoothly connecting it to the canopy. This method was used by
Deaves [88], as shown in Figure 7.5.

In the present study, a similar morphing strategy was applied to the mid-span airfoil of the kite prior to
running simulations in XFOIL. This modification process was performed manually and proved to be challeng-
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(a) Tight mesh. (b) Filled in mesh.

Figure 7.5: Modified airfoil with suction-side fillet to reduce recirculation. Retrieved from Deaves [88].

ing to automate. As a result, only the mid-span airfoil was used for aerodynamic simulations. Nonetheless,
the airfoil shape along the kite span remains relatively consistent, making this simplification reasonable. The
adapted airfoil used for XFOIL input is shown in Figure 7.6.

(a) Original airfoil shape of the kite at mid-span.

(b) Modified airfoil shape of the kite with added fillet.

Figure 7.6: Comparison of the original and modified airfoil shapes at the kite mid-span, showing the morphing process applied to enable
XFOIL convergence.

Although the fillet may appear large, the airfoil thickness decreases significantly beyond mid-chord. This
added volume behind the leading-edge tube was introduced to ensure XFOIL convergence during simulation.
Since the kite’s aeroacoustic modeling relies exclusively on the Brooks–Pope–Marcolini (BPM) approach [50],
the key aerodynamic parameters required from XFOIL are the boundary layer thickness and the displacement
thickness at the trailing edge.

While XFOIL does not directly output the boundary layer thickness, this parameter is mainly relevant for
modeling laminar vortex-shedding noise. Given the high Reynolds number during kite operation, the flow is
fully turbulent, and this noise mechanism is not dominant. In contrast, turbulent boundary layer trailing edge
noise—dependent on accurate estimation of δ∗—is considered the primary sound source. For this reason,
the airfoil was designed with a sufficiently long and thin trailing-edge region to allow full boundary layer
development in the simulation, while preserving the original geometry as much as possible to enable reliable
estimation of δ∗.

In reality, the flow recirculates on the pressure side behind the leading-edge tube. However, it is expected
to reattach and allow boundary layer development along the remaining surface. CFD analyses using the
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Reynolds-averaged Navier–Stokes (RANS) method were carried out for LEI kites by Lebesque et al. [89] and
Folkersma et al. [86]. Both studies showed that at lower angles of attack and Reynolds numbers, reattachment
typically occurs before x/c = 0.6 on the pressure side. As angle of attack and apparent wind speed increase,
reattachment moves closer to the leading edge. These findings support the approximation made with the
added fillet behind the tube.

Thus, the adjusted airfoil remains a valid approximation for extracting displacement thickness values
at the trailing edge. The computed δ∗ values are shown in Figure 7.7, based on a flight condition with an
apparent wind speed of 27 m/s and an angle of attack of approximately 8◦. The Reynolds number varies
along the span due to changes in chord length, while the Mach number remains nearly constant. Local angle
of attack variation must also be considered. Higher displacement thickness values on the suction side suggest
possible separation near the TE, as expected from other studies and shown in Figure 7.3. Additionally, the lift
and drag coefficients were verified against the results from Folkersma et al. [86], showing good agreement,
particularly for lift.

Figure 7.7: Displacement thickness δ∗ distribution of the kite mid-span airfoil from XFOIL at Va = 27 m/s and α≈ 9◦.

AERODYNAMICS DATA PIPELINE
The methodology for obtaining and extracting the aerodynamic properties has been outlined in this chapter.
Figure 7.8 provides a schematic overview of the tools and functions involved in this pipeline. Unlike previ-
ous frameworks, this pipeline does not rely on external inputs, as the necessary geometric and flight data are
provided directly by Kitepower or EKF, serving as the starting point of the simulation process. The entire work-
flow is largely automated in MATLAB—from running the XFOIL executable for all airfoils extracted through
the Geometry Processing routines (as described in Chapter 6), to exporting key aerodynamic parameters for
use in the Aeroacoustic Prediction Framework.

Figure 7.8: Schematic layout of the aerodynamic data extraction process for each component.
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AUDIO ANALYSIS

8.1. ACOUSTIC MEASUREMENTS
The audio recording used to validate Kitepower’s acoustic emissions was obtained during a test flight con-
ducted at the site in Bangor Erris, Ireland, on 27 November 2023. The footage was captured using a GoPro®
camera, which recorded a 4K resolution video for approximately 1 hour and 23 minutes. During this period, a
total of 66 pumping cycles were performed between launch and landing. A custom MATLAB script was devel-
oped to extract the audio stream from the original .mp4 video files and convert it into a .wav format without
loss of quality, which is more suitable for detailed acoustic analysis. The camera records in stereo using three
built-in microphones, with a sample rate of 48 kHz.

Ground tracking data for the V9.60 kite during the flight is shown in Figure 8.1. The data illustrates the
consistent and repeatable flight path, validating the controlled operational conditions maintained during
testing and the constant wind direction.

Figure 8.1: Kite’s ground tracking position during the test flight on 27 November 2023 - Bangor Erris, Ireland.

All sensor data collected during the flight was logged and structured in accordance with the Extended
Kalman Filter framework established by Cayon et al. [71], which facilitates further visualization and interpre-
tation. As part of the MERIDIONAL project, these representative datasets have been shared with consortium
partners and are scheduled for public release as open-access data by the end of 2025 [90].
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During the flight, the main objective was data acquisition rather than maximum energy generation. As a
result, the system operated under conservative conditions, leading to lower-than-normal power output. The
wind was relatively steady, with an average speed of around 11 m/s, primarily coming from the southwest.

The position of the GoPro® camera used for the recording is shown in Figure 8.1. Based on GPS data, the
camera was located approximately 24 meters upwind of the ground station and mounted a few centimeters
above ground level. Its perspective is shown in Figure 8.2, which provides a visual overview of the ground
station, the V9.60 kite, and the launch pad.

Figure 8.2: Camera view showing the ground station, V9.60 kite, and launch pad during the test flight on 27 November 2023 - Bangor
Erris, Ireland.

8.1.1. BACKGROUND NOISE
The test site is located in a remote area, which ensures a low ambient noise environment with minimal ex-
ternal interference. However, it is important to note that the camera used was not specifically designed for
aeroacoustic measurements. Consequently, it was not equipped with a windscreen or any protective cover to
mitigate wind-induced noise. As a result, turbulence around the camera’s microphone introduced significant
unwanted noise, especially at low frequencies. Several methods can be employed to mitigate such noise, in-
cluding spectral subtraction and filtering techniques. Spectral subtraction is most effective when the noise
occurs at well-defined frequencies such as a tonal noise, which is not the case with wind noise, an observation
also made by Bouman [12].

Given that wind-induced noise is primarily concentrated in the lower frequency spectrum, with minimal
energy content above 500 Hz, a high-pass filter (HPF) was selected as the most appropriate method for noise
reduction. An example of a spectrogram from the test flight, corresponding to the time interval between 330
and 360 seconds, is presented in Figure 8.3. The figure illustrates the concentrated noise caused by wind
turbulence predominantly below the 500 Hz range, as previously discussed. An HPF allows higher-frequency
components of the signal to pass through while attenuating or completely suppressing frequencies below a
specified cutoff point. For this reason, it is also commonly referred to as a low-cut filter. The cutoff frequency
was determined based on the characteristics of each recording, typically ranging between 250 Hz and 500 Hz.

It was tested multiple times whether the high-pass filter (HPF) would inadvertently remove noise gen-
erated by components of the airborne wind energy system (AWES). However, it was concluded that these
components produced negligible acoustic energy within the filtered frequency range. Therefore, the use of
the HPF proved to be an effective method for significantly reducing wind-induced noise while preserving the
integrity of the relevant acoustic signals associated with the system’s operation.
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Figure 8.3: Example of spectogram between 330-360s of the recording showing the concentrated wind noise below 500Hz.

8.2. FREQUENCY DOMAIN ANALYSIS
Frequency domain analysis is a fundamental technique in acoustic signal processing, enabling the extrac-
tion of spectral characteristics such as dominant tones, broadband noise, and harmonic content. The most
commonly used method for this transformation is the Fast Fourier Transform (FFT), which converts a time-
domain signal into its frequency-domain representation. This process is particularly valuable for analyzing
the spectral content of aeroacoustic emissions captured during field tests, where noise sources can vary over
time and exhibit both tonal and broadband features.

FFT-based spectral analysis is performed by segmenting a time-domain signal into overlapping frames,
applying a window function to each segment, and computing the FFT individually for each frame. This ap-
proach enables time-resolved analysis of the signal’s frequency components. The analysis is governed by
several parameters, including frame size, window type, overlap, and sampling rate. Frame size determines
the trade-off between time and frequency resolution—longer frames improve frequency resolution, while
shorter frames enhance time resolution. The sampling rate defines the Nyquist frequency, which sets the
upper limit of the analyzable frequency range. Frame overlap, typically between 50% and 75%, improves
continuity between frames and reduces spectral leakage introduced by windowing.

Another important parameter is the number of FFT points, specified as NF F T . This value determines the
frequency resolution of the resulting spectrum, which is calculated as:

∆ f = Fs

NF F T
(8.1)

where Fs is the sampling rate and NF F T is the number of FFT points. While it is common to set NF F T equal
to the frame size, using a larger value introduces zero-padding, which does not improve actual resolution but
can make the spectrum appear smoother and more visually interpretable. In this study, NF F T values between
8192 and 48,000 were employed depending on the analysis context, providing frequency bin spacings as fine
as 1 Hz.

For example, a window duration of 0.1 seconds was used in some analyses, which corresponds to a frame
size of 4800 samples at a sampling rate of 48 kHz. If the number of FFT points is set equal to 24,000, the
frequency bin spacing becomes:

∆ f = 48,000

24,000
= 2 Hz (8.2)

However, it is important to distinguish between frequency bin spacing and actual spectral resolution.
While the bin spacing is determined by NF F T , the true frequency resolution is fundamentally limited by the
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duration of the analysis window. For a window duration of 0.1 seconds, the theoretical frequency resolution
is approximately:

Resolution ≈ 1

Twindow
= 1

0.1
= 10 Hz (8.3)

This means that although the FFT output provides 2 Hz spaced frequency bins due to zero-padding, two
tonal components closer than 10 Hz may not be reliably distinguished. While the increased value of NF F T

improves the visual smoothness of the spectrum, it does not enhance the physical resolving power of the
analysis beyond the limit set by the window length. For tonal analysis, a longer window should be selected
to maximize frequency resolution, whereas for broadband noise analysis, shorter windows are acceptable as
precise frequency characterization is less critical.

By appropriately tuning the analysis parameters, FFT-based spectral analysis offers a robust framework
for extracting meaningful insights from acoustic data. This includes the identification of tonal components,
monitoring variations in broadband noise, and validating experimental results against predictive aeroacous-
tic models. In this study, audio recordings were sampled at 48 kHz. Window durations ranged from 0.1 to 0.5
seconds (corresponding to 4800 to 24,000 samples), with a 50% overlap between frames. The number of FFT
points, NFFT, was set equal to the sampling rate. These settings were applied using MATLAB’s spectrogram()
function.

8.2.1. WINDOWING IN ACOUSTIC SIGNAL INTERPRETATION
A common issue in the context of FFT analysis is spectral leakage, which occurs when a signal is truncated or
not perfectly periodic within the observation window. This leakage introduces unwanted frequency compo-
nents, distorting the true spectral representation of the signal. To mitigate this effect, a technique known as
windowing is applied prior to performing the FFT.

Windowing involves multiplying the time-domain signal by a window function that tapers the signal’s
amplitude at the boundaries, thereby reducing discontinuities at the edges of the analysis frame. A visual
representation of this method is presented in Figure 8.4. Several types of window functions exist, each with
trade-offs between main lobe width and side lobe suppression, which impact frequency resolution and leak-
age control.

Figure 8.4: Example for applying a rectangular window and a Hanning window to the same signal. Retrieved from Johnson [91].

In this study, various window functions were considered, including the Hann, Hamming, and Black-
man windows, each of which offers improved side lobe attenuation compared to a simple rectangular (non-
windowed) approach. The Hann window was selected for its effective balance between spectral resolution
and leakage suppression, making it suitable for general-purpose acoustic analysis. Its cosine-shaped taper
reduces spectral leakage while preserving frequency detail through a relatively narrow main lobe width.
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8.2.2. CONVERSION TO SPL
When FFT is applied to a windowed time-domain signal, the result yields a complex-valued output whose
magnitude represents the contribution of each frequency component present in the signal. Mathematically,
for a signal x(n) with N samples, the FFT is given by:

X (k) =
N−1∑
n=0

x(n) ·e− j 2πkn/N (8.4)

The magnitude spectrum is then computed as:

|X (k)| =
√

ℜ(X (k))2 +ℑ(X (k))2 (8.5)

This spectrum provides the amplitude of each frequency bin, but the raw FFT output is not immediately
interpretable in terms of sound pressure level (SPL), which is a logarithmic measure more closely related
to perceived loudness. Therefore, it is common to convert the FFT magnitudes to SPL using the following
relationship:

SPL( f ) = 20 · log10

( |X ( f )|
p0

)
(8.6)

where p0 = 20×10−6 Pa is the standard reference pressure in air. This formula requires that the signal be
expressed in units of sound pressure (Pa).

For dedicated microphones, the conversion between voltage units and pressure is done through a gain-
specific factor for all frequencies, as shown in Figure 8.5 for the M51 microphone used by Van Den Kieboom
[17]. The audio signal used in this analysis was recorded using a GoPro® camera, which does not provide
calibrated sound pressure data. Consequently, the signal amplitude is in arbitrary digital units and cannot be
directly converted to physical sound pressure levels without a known microphone sensitivity or calibration
reference.

Figure 8.5: Gains of the M51 microphone used by Van Den Kieboom. Retrieved from Van Den Kieboom [17].

To address this limitation, a constant gain factor was applied to scale the recorded signal so that the re-
sulting SPL spectrum could be meaningfully compared to the aeroacoustic prediction model. While the exact
value of this gain is unknown due to the lack of a microphone calibration factor, it was selected empirically by
aligning the amplitude of the measured spectrum with that of the prediction model, based on clearly iden-
tifiable tonal components. Although this approach does not yield absolute SPL values, it serves as a valid
method for relative comparison and validation.

It is important to emphasize that this process does not compromise the spectral integrity of the data. The
spectral shape, tonal peaks, and frequency distribution remain accurate, allowing for meaningful interpre-
tation of harmonic content and overall spectral behavior. Therefore, the gain-adjusted SPL spectrum can be
used reliably for evaluating the aeroacoustic characteristics of the system and assessing the accuracy of the
prediction code, as long as the comparison is interpreted as relative rather than absolute. This distinction is
especially important in interpreting the results presented in Chapter 9.3, where relative spectral comparisons
are used to assess the performance of the prediction framework under real-world conditions.

ACOUSTICS ANALYSIS TOOL
A dedicated MATLAB tool was developed to facilitate the acoustic analysis of field recordings. The script
enables any .mp4 video file to be converted into a .wav audio format suitable for frequency-domain analysis.
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This allows for the extraction of both tonal and broadband noise components generated by the airborne
wind energy system (AWES). After applying an HPF and a constant gain factor, the resulting spectrum can be
transformed into SPL and compared against predictions from the aeroacoustic simulation framework.

Figure 8.6 illustrates the structure of the MATLAB analysis tool using a publicly available video featur-
ing Toyota’s inflatable kite [92], in which trailing-edge fluttering is both visually observable and acoustically
identifiable. The tool can play both the video and processed audio file in the same window, aiding with the
visualization of different acoustics effects.

Figure 8.6: Acoustic analysis tool applied to a video of Toyota’s inflatable kite [92], demonstrating clearly observable trailing-edge flutter.

The schematic layout of the full audio analysis process is presented in Figure 8.7. It shows all steps in-
volved in extracting experimental data and preparing it for comparison with simulated results from the Aeroa-
coustic Prediction Framework.

Figure 8.7: Schematic layout of the audio analysis process and validation against predicted aeroacoustic data.
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9
RESULTS AND DISCUSSION

This chapter presents the results of the Low-Fidelity Aeroacoustics Prediction Framework along with its vali-
dation through comparison with experimental data. To maintain a clear structure, the results are organized
into three main sections.

The first section showcases the predicted acoustic outputs generated by the aeroacoustics framework at
selected moments during the flight. These predictions include contributions from all modeled noise sources,
as described in Chapter 5, and incorporate atmospheric absorption effects. The second section provides a
frequency-domain analysis of the measured audio data, including both the frequency spectrum and spec-
trogram at specific points during the test. Finally, the third section focuses on the comparison between the
predicted and measured spectra. The audio was recorded using a GoPro® camera and captures a total of 66
pumping cycles over a span of more than 80 minutes. Only a few representative instances are analyzed in
detail to assess the model’s performance and identify similarities and discrepancies between the simulation
and experimental results.

The interpretation and broader implications of these findings are discussed in the following chapter, fol-
lowed by a summary of conclusions.

9.1. AEROACOUSTIC PREDICTION FRAMEWORK
All the steps followed in developing the Aeroacoustic Prediction Framework are detailed in Chapter 5 and
illustrated schematically in Figure 5.1. The model inputs include parameters related to flight conditions,
environmental factors, and the dimensions and geometry of components. A significant portion of the flight
data is derived from the Extended Kalman Filter (EKF) developed by Cayon et al. [71], which is utilized either
directly as input for the Aeroacoustic Prediction Model or for aerodynamic analysis. XFOIL is the solver used
for the aerodynamics of the system which takes as input the airfoils sectioned after the Geometry Processing
part and the flight data from EKF.

The subsequent steps involve applying the Brooks-Pope-Marcolini model [50] for airfoil self-noise from
both the kite and turbine, the Hanson model [53] for the tonal components of the turbine, and the Vortex
Shedding model for noise from the turbine and the tether. This approach covers all the considered compo-
nents and their acoustic emissions. The entire framework has been implemented in MATLAB as a standalone
tool, which, based on all the inputs, predicts the noise as heard by an observer at a specified position. Results
from this analysis are briefly presented in this section. Initially, the model was tested with only generic data
to verify its functionality. Some of the key parameters needed for this analysis are displayed in Table 9.1.

Table 9.1: Parameters of the system for testing the Aeroacoustic Prediction Framework.

Apparent wind speed 25 m/s AoA of the kite 5.5° Kite elevation angle 30°
Turbine BPF 400 Hz Tether length 250 m Tether sections 5
Bridle lines total length 420 m Bridle sections 9 (different diameters or inclinations)

Based on these parameters, the aerodynamic properties of the kite airfoil and the turbine blades are de-
rived using XFOIL. Once these properties are input into the framework, the results are obtained and can be
viewed in Figure 9.1.
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Figure 9.1: Predicted SPL results for kite, turbine, tether and bridle lines components using the Aeroacoustic Prediction Framework.

Due to the high Reynolds number and the large chord length of the kite, the dominant self-noise mech-
anism is identified as turbulent boundary layer trailing edge (TBL-TE) noise. This outcome was anticipated,
given the flow conditions and airfoil geometry. The same applies to the turbine, where TBL-TE noise also
represents the primary acoustic source. As expected, the prediction models confirm that laminar vortex
shedding noise is negligible, given the fully turbulent flow regime around both the kite and turbine airfoils.
Similarly, noise generated by trailing-edge bluntness is negligible, due to the sharp trailing edge geometry of
both components. While this was anticipated, the prediction models have now confirmed that both laminar
vortex shedding noise and TE bluntness noise can be disregarded.

The phenomena observed at higher angles of attack of the kite, as discussed previously and illustrated in
Figure 7.3, reveal a significant flow separation region on the suction side near the trailing edge. While such
behavior has been discussed in prior studies [86], it is also clearly captured through XFOIL simulations. For
example, Figure 9.2 shows the separation pattern at an angle of attack of 15◦, confirming the presence of this
effect. As a result, the primary noise mechanisms associated with the kite are strongly influenced by flow
separation near the trailing edge.

For the turbine, the TBL-TE noise is observed at higher frequencies compared to that from the kite. This
shift is primarily due to the turbine’s smaller chord length and elevated rotational speed (RPM), both of which
contribute to a thinner boundary layer displacement thickness, δ∗. The reduced δ∗ leads to a shift in the TBL-
TE noise spectrum toward higher frequencies, in accordance with theoretical predictions.

While the discussion so far has focused primarily on self-noise generated by the airfoils, it is evident that
some of the highest sound pressure level (SPL) values arise from tonal noise components. These are particu-
larly significant in the 1–4 kHz frequency range, which coincides with the range of human speech and where
human hearing sensitivity is heightened.

Among these tonal components, the blade passing frequency (BPF) noise from the turbine and the vortex
shedding noise originating from the tether or bridle lines were calculated and plotted as discrete tonal peaks
centered at specific frequencies. This approach aligns with the theoretical framework. However, in real-world
scenarios, tonal noise is rarely confined to a single frequency. Although it maintains a dominant peak, the
energy is typically distributed around that frequency.

Bouman [12], building on the experimental results of Latorre Iglesias et al. [65] for vortex shedding noise
around a cylinder, modeled this distribution by applying a normal distribution function around the tonal
peaks. This approach better reflects the spread of noise observed in physical measurements. However, in the
present study, the tonal components have been represented as sharp peaks centered only on the predicted
frequencies.
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Figure 9.2: Kite results from XFOIL for 15° angle of attack. The yellow line shows large flow separation on the suction side towards the
trailing edge.

The thin black dotted line in Figure 9.1 represents the total predicted noise from all components, shown
without the application of any filters. This line corresponds to the cumulative sound spectrum of the entire
system. At higher frequencies, it may appear that the total noise level is lower than that of individual com-
ponents—particularly the TBL-TE noise from the turbine. However, this is not an error. The apparent drop
is due to the inclusion of atmospheric absorption effects, which have already been applied to the total noise
curve. Atmospheric absorption disproportionately affects high-frequency sounds, attenuating them more
than low-frequency components over distance. This effect is illustrated in Figure C.1, where the absorption
characteristics were analyzed. Consequently, the reduction in high-frequency noise seen in the total noise
plot is a result of applying the propagation effects.

For improved clarity and interpretation, the overall results generated by the Aeroacoustic Prediction Frame-
work showing the SPL contributions across the full spectrum without filtering are presented in Figure 9.3a.
This plot provides a comprehensive view of the predicted acoustic behavior of the entire system under generic
operational conditions.

For completeness, the A-weighting filter was applied to the overall results produced by the Aeroacoustic
Prediction Framework. The methodology for applying perceptual noise weighting was discussed earlier in
Section 2.3, and the corresponding attenuation function as a function of frequency is presented in Equa-
tion 5.16. This filter aligns with the frequency-dependent sensitivity of the human ear. Low-frequency com-
ponents below 250 Hz are strongly attenuated under A-weighting, while mid-range frequencies—where hu-
man hearing is most sensitive—may even be amplified, leading to a perceived SPL higher than the actual
source level. High frequencies are also attenuated, reflecting the reduced sensitivity of human hearing at
those ranges.

The final outcome of the Aeroacoustic Prediction Framework, incorporating both atmospheric absorption
and A-weighted filtering, is illustrated in Figure 9.3b. This figure provides an estimation of how an observer
at the designated location would perceive the total noise emitted by the system, offering a more realistic
interpretation from a human auditory perspective.

9.2. AUDIO ANALYSIS RESULTS
During the flight test, the GoPro® camera was positioned upwind of the ground station. In close proximity
to the camera, two operators were present and occasionally engaged in conversation regarding the test. As
a result, the time frame selected for analysis had to be carefully chosen to avoid any segments containing
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(a) Unfiltered SPL results showing all noise components and total system noise including atmospheric absorption.

(b) A-weighted SPL results, representing perceived system noise by an observer.

Figure 9.3: Comparison of predicted SPL results: (a) without filtering and (b) with A-weighted filtering.

speech or unrelated ambient noise. Due to the large volume of recorded data, identifying a clean segment for
analysis was not a limiting factor. One such longer time frame was found between 1716 and 1856 seconds,
during which the kite completed more than two full power cycles, averaging around 60 seconds per cycle
(including reel-in period). This 140-second section can be a base example for the following observations
regarding the audio analysis. The spectrogram corresponding to this interval is shown in Figure 9.4.

For this analysis, a band-pass filter was applied with cut-off frequencies set between 300 and 10,000 Hz.
The lower limit was chosen to suppress the majority of wind-related noise, as discussed in Chapter 8. There
are also some higher frequency contributions from the wind noise, but it is difficult to remove them with-
out loss of other data. The upper limit of the filter was defined based on the observation that the GoPro®
microphones captured negligible signal content above 10 kHz.

From the spectrogram, it is evident that the signal exhibits very low SPL values for frequencies above
approximately 5500 Hz. One notable exception is a tonal noise component originating from the winch/gen-
erator system. During the reeling-in phase, the electric motors operate to retract the tether and return the
kite to its initial position. Since the camera is positioned near the ground station, this tonal noise is clearly
captured and visible in the spectrogram, making it easier to identify different phases of the power cycle.

In the spectrogram shown in Figure 9.4, reeling-in occurs during the first 20 seconds of the window and
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Figure 9.4: Spectrogram of the flight audio between 1716 and 1856 seconds, covering two full power cycles.

again between approximately 1775 and 1790 seconds. The high-pitched sound generated by the winch is
distinctly audible in the audio recording, which allowed for the confident identification of the noise source.
Additionally, it was observed that the winch/generator noise appears active during the reel-out phase, as
evidenced by a tonal feature visible near the 1800-second mark. This is most probably due to high production
of energy during harvesting period or to ensure tension in the tether for optimal control.

A more detailed view of the winch noise is presented in Figure 9.5, where the tonal components are more
distinctly visible. These tones appear to be harmonics of a fundamental frequency and serve as a reliable
acoustic signature for identifying winch activity during the operational cycle. Interestingly, the most promi-
nent peaks in the SPL spectrum are found around the fourth harmonic, near the 4 kHz region, while the
lower harmonics are either weak or not clearly detectable. This suggests that the energy of the winch noise is
concentrated in the higher frequency range, rather than being evenly distributed across the spectrum.

Figure 9.5: Detailed spectrogram showing the tonal components of the winching noise during reel-in.
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A closer analysis is now conducted on the second power cycle shown in Figure 9.4. By examining the data
from the Extended Kalman Filter (EKF) developed by Cayon et al. [71], it was determined that there is a time
offset of approximately 19.6 seconds between the EKF data and the video recordings. This offset was used to
synchronize the EKF data with the audio and video recordings with high precision.

Figure 9.6 presents a comparison between the EKF flight trajectory data and the spectral content of the
corresponding time frame. The EKF analysis shows that the kite performs three large turns during this in-
terval, along with an initial reorientation immediately following the reeling-in phase. During each turn, the
kite descends and accelerates, followed by a climbing phase in which its apparent velocity decreases. The
EKF plots illustrate key parameters such as tether length, tether force, and the kite’s vertical velocity (z-axis).
When the spectrogram is synchronized with the EKF data, a clear pattern emerges: generator noise consis-
tently appears during periods of high tether tension—or high apparent wind velocity—just before the kite
begins to ascend. This correlation reinforces the earlier interpretation that increased generator RPM occurs
during energy production phases.

Figure 9.6: EKF trajectory analysis synchronized with spectral content. Red arrows indicate periods of fast generator operation during
the power cycle, corresponding to high tether forces and gains in altitude after a turn made by the kite.

These operational phases are governed by the control algorithm and are illustrated in Figure 9.6. Red
arrows highlight the moments where generator noise correlates with increased tether forces. For the purposes
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of spectral analysis, it is crucial to exclude these intervals, as the acoustic data during winch or generator
activity is significantly affected by mechanical noise from the rotating drum. This interference can mask or
distort the aeroacoustic signals of interest.

In the lower frequency range of the spectrum, additional noise components can be analyzed with greater
clarity. By applying a band-pass filter limited to the range of 300–3500 Hz, harmonic noise generated by the
turbine blades becomes more distinguishable. It is particularly interesting to observe how the frequencies
of these harmonics vary in relation to the kite’s flight speed. In some instances, up to eight harmonics can
be identified. These harmonics correspond to integer multiples of the blade passing frequency (BPF), which
itself is determined by the number of turbine blades and the rotational speed of the rotor. Since the RPM
is influenced by the apparent wind speed, which varies with the kite’s altitude and velocity, changes in the
harmonic frequencies can be directly correlated with changes in flight dynamics.

This relationship is illustrated in Figure 9.7. The right-hand side of the figure provides a zoomed-in, five-
second segment of the spectrogram highlighted by the arrow, where the harmonic structure is more clearly
visible. The white circles mark the harmonics generated by the turbine, demonstrating that they are indeed
spaced at regular intervals as multiples of the BPF.

Figure 9.7: Spectrogram highlighting harmonic noise from the turbine. The zoomed-in section on the right shows tonal components,
marked with white circles, that are multiples of the blade passing frequency (BPF).

From the spectrogram in Figure 9.7, the harmonic frequencies of the turbine noise can be extracted. At
approximately 532 seconds, the harmonics appear at 800 Hz, 1200 Hz, 1600 Hz, and higher-order multiples
of 400 Hz. Considering the turbine has four blades, this suggests a blade passing frequency (BPF) of 400 Hz,
implying a rotor speed of 100 Hz, or approximately 6000 RPM. This estimation can be validated by examining
the frequency spectrum extracted at the 532-second mark. The apparent wind speed was extracted from the
EKF data and was found to be approximately 27.5 m/s at this instance of time. Other frequency peaks are
observed in the analysis, such as those around 1000 Hz and 1300 Hz. These noises are believed to be caused
by vortex shedding noise resulting from the flow around the tether or bridle lines, which will be investigated
in the next section.

A key challenge in extracting this information lies in the trade-off between time and frequency resolution,
governed by the chosen window duration. A longer window provides finer frequency resolution due to more
sample points and reduced zero-padding. However, since the turbine sound is non-stationary and the rota-
tional speed changes rapidly, longer windows tend to blur or smear the harmonic peaks. Conversely, shorter
windows capture temporal changes better but at the cost of reduced frequency detail.
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If the window duration is carefully selected during a time segment with minimal apparent wind speed
variation, both time and frequency content can be reasonably preserved. Figure 9.8 illustrates this trade-off
by comparing two FFT analyses centered around 532 seconds: one using a window duration of 0.1 s and the
other with 1 s. In the first case (Figure 9.8a), the frequency resolution is approximately 10 Hz, with notice-
able zero-padding. In contrast, Figure 9.8b achieves a 1 Hz resolution, clearly revealing additional harmonic
peaks. Notably, harmonics around 400 Hz (the BPF) and 2400 Hz are difficult to distinguish in the shorter
window but become more prominent in the longer one.

The same procedure was repeated multiple times to verify the reliability of the results and the performance
of the microphone used in the experiments. The spectrogram and spectrum analysis conducted at the 365-
second mark are illustrated in Figure 9.9, utilizing a time window of 0.5 seconds.

(a) Spectrum around 532 s with a window duration of 0.1 s. Resolution is limited ( 10 Hz) and some harmonic peaks are less visible due to
zero-padding.

(b) Spectrum around 532 s with a window duration of 1 s. Higher resolution (1 Hz) enables clearer identification of multiple harmonics
including the BPF.

Figure 9.8: Comparison of frequency spectra extracted at 532 seconds using different window durations. The longer window provides
improved frequency resolution, making turbine harmonics more visible.
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(a) Spectrogram of the system at second 365, showing identifiable harmonic frequencies of the turbine.

(b) Detailed spectrum of the system at second 365 with highlighted turbine harmonics.

(c) Spectrum showing the turbine harmonics trend and the 1/3 band calculated SPL, with the black curve showing the de-
creasing trend of tonal peaks.

Figure 9.9: A compilation of figures showing various aspects of noise analysis at second 365.
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In the spectrogram, black circles highlight the harmonics of the turbine, which remain identifiable despite
some difficulties in recognition at higher frequencies. Based on the spectrum analysis depicted in Figure 9.9,
the Blade Pass Frequency (BPF) was determined to be 374 Hz, corresponding to a turbine speed of 5610 RPM.
The analysis shows clear peaks at higher order multiples of 374 up to 8×BPF, demonstrating minimal error
and confirming the robustness of the method. The apparent flight velocity at this instance of time is 25.4 m/s
obtained from the EKF. Figure 9.9c shows the decreasing trend of the turbine harmonics peaks with the black
line, as expected and seen in the prediction code as well. The red line in the graph shows the 1/3 octave band
SPL calculated, which can be interpreted as broadband noise from the kite and turbine. The remaining peaks
observed in the spectrum analysis, while not as prominent as the harmonic peaks of the turbine, are likely to
originate from the vortex shedding noise of tether or bridle lines.

The advance ratio of the turbine was not known. Thus, exploring this parameter through acoustic anal-
ysis was deemed necessary. It is hypothesized that there is a nearly linear relationship between the Blade
Pass Frequency (BPF) and the apparent wind velocity of the kite. The spectrum was meticulously analyzed
at multiple temporal intervals to consistently extract the BPF. Subsequently, the apparent wind speed was
determined using data from the synchronized Extended Kalman Filter (EKF). These data points were graphi-
cally represented and subjected to linear regression to ascertain the relationship, as illustrated in Figure 9.10.
The resulting linear model will serve as a crucial input for the aeroacoustic modeling of the kite, aiding in the
understanding of the harmonic noises of the turbine.

Figure 9.10: Fitted linear relationship between Blade Passing Frequency and apparent wind velocity, utilized for estimating the advance
ratio in aeroacoustic modeling.

9.3. VALIDATION OF THE AEROACOUSTIC PREDICTION MODEL
For the validation of the results, specific moments during the test flight were selected, and all relevant data
from the Extended Kalman Filter (EKF) were extracted to serve as input for the prediction model. The main
criterion for choosing this validation moment was based on the quality of the video/audio recordings. Due to
the use of a non-dedicated microphone, the audio is occasionally muffled, and the resulting spectrum may
not be entirely accurate.

Furthermore, the sensitivity characteristics of the built-in microphones of the GoPro® camera are un-
known, as no official datasheet is publicly available. As a result, it is not possible to determine the absolute
value of the Sound Pressure Level (SPL) from the recordings. Consequently, the comparison between the
experimental data and the simulation results is purely relative—it can indicate whether the trend is cap-
tured correctly, but not whether the predicted SPL values are quantitatively accurate. Calibration between
the GoPro® spectrum and the simulation was performed using a linear gain, aligning the harmonic with the
highest SPL and effectively bringing the overall spectra into close agreement.

VALIDATION AT HIGH APPARENT WIND SPEED
Multiple validation cases were conducted, but this section presents two representative scenarios: one at a
higher kite speed and turbine RPM, and another at lower values. The first validation uses data from the
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629th second of the flight, during which the kite executes a broad turn from higher altitude, reaching a high
apparent wind speed of 30.7 m/s at an angle of attack of 9.5°. This maneuver is illustrated in Figure 9.11.

Figure 9.11: Kite maneuver during second 629 visualized with the EKF of Cayon et al. [71, 85], used for first validation.

The above parameters, along with the kite’s position and tether length, were fed into the Aeroacoustic
Prediction Framework. However, upon comparing the experimental spectrum with the prediction output, a
frequency mismatch in the turbine’s harmonic noise was detected. Further investigation revealed that the
turbine’s Blade Passing Frequency (BPF) differed from the predicted value. While the linear relationship be-
tween apparent wind speed and BPF generally holds, in this instance, the turbine was rotating slightly slower
than expected, yielding a BPF of 406 Hz.

To address this, the actual BPF value was directly input into the solver to verify its behavior. With this
adjustment, the prediction results aligned significantly better with the experimental data, particularly across
most of the frequency spectrum, as illustrated in Figure 9.12.

Figure 9.12: Comparison between predicted and experimental spectrum at second 629 of test-flight.
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Figure 9.12 shows that up to approximately 4–5 kHz, the predicted spectrum closely matches the exper-
imental data. The overall decreasing trend and characteristic curvature, mainly driven by broadband noise
components, are well captured. Tonal noise frequencies from the turbine now align perfectly thanks to the
corrected BPF input. The third harmonic, in particular, is accurately matched in SPL, while higher harmonics
are present but slightly overestimated. However, a notable discrepancy appears in the first two harmonics,
which are not clearly visible in the experimental spectrum, even though they are expected to be the most
dominant. The underlying reasons for this discrepancy will be further discussed in Section 9.4. A more de-
tailed view of the harmonics is provided in Figure 9.13, where turbine blade harmonics are labeled.

Figure 9.13: Detailed harmonic comparison between experimental and predicted data at second 629.

Another important aspect of the aeroacoustic environment is the noise generated by vortex shedding (VS)
around the tether and bridle lines. Compared to other sources, their contribution appears relatively minor.
The VS noise along the tether is predicted to be lower than the broadband noise from the kite. Only the
faster-moving sections of the tether show marginal relevance. As for the bridle lines, most predicted VS noise
peaks are identifiable in the simulation spectrum, though their overall contribution remains modest, with
SPL levels just slightly higher than the broadband noise from other components.

Looking again at Figure 9.13, the predicted VS frequencies for the bridle lines correspond to noticeable
peaks in the experimental data, particularly in the 800–1500 Hz range. This suggests that while the overall
impact is limited, certain local resonances are captured by the simulation. A comprehensive breakdown of
the noise contributions from all components, as calculated by the Aeroacoustic Prediction Framework, is
shown in Figure 9.14.

VALIDATION AT LOW APPARENT WIND SPEED
The second validation was carried out using the audio analysis data recorded at the 464th second of the test
flight. At this point, the kite was climbing in altitude in preparation for a loop. Due to this ascent, its speed
was relatively low. Unlike the first validation, which examined a high-speed scenario, this case was chosen
to represent the lower bound condition—where both the kite and turbine were operating at reduced speeds.
Specifically, the kite reached an apparent wind velocity of only 20.6 m/s, and the corresponding turbine Blade
Passing Frequency (BPF) was measured at 320 Hz. Interestingly, the angle of attack (AoA) of the kite during
this instance was 10.7°, which is even higher than the AoA during the high-speed case. This elevated AoA is
typical during the traction phase of flight, where the kite performs figure-eight patterns and maintains a high
aerodynamic loading.

A comparative analysis between the results obtained from the audio spectrum of the flight footage and
those predicted by the Aeroacoustic Prediction Framework is shown in Figure 9.15. One of the key obser-
vations is the significant reduction in Sound Pressure Level (SPL) across most of the frequency range (by as
much as 10 dB in certain regions) when compared to the high-speed case. The harmonic tones generated by
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Figure 9.14: Breakdown of all noise sources as simulated by Aeroacoustic Prediction Framework (second 629).

Figure 9.15: Overlay of predicted vs. experimental spectrum during low-speed kite climb (second 464).

the turbine are reasonably well captured starting from the third harmonic onward. The 3rd to 6th harmonics
show accurate SPL values in the prediction, while higher harmonics tend to be slightly overestimated.

What stands out is that for the higher harmonics (specifically the 3rd to 7th), the predicted frequencies
align well with a BPF of approximately 320 Hz, supporting the assumption of this operating condition. How-
ever, the first two harmonics appear inconsistent with the expected BPF. This anomaly could suggest that
those particular tones originate from other sources (possibly environmental noise or wind interference) or
that the analysis window was too broad, capturing extraneous frequencies not representative of the specific
time instant simulated.

In this low-speed case, vortex shedding (VS) noise becomes more distinguishable. Peaks associated with
VS around the bridle lines are visible in both the predicted and experimental spectra, particularly in the
800–1100 Hz range. The broadband noise predictions for both the kite and turbine exhibit some deviations
from the measured data, yet they generally follow a similar trend up to about 5 kHz.

A more focused comparison, filtered between 200 and 5000 Hz, is presented in Figure 9.16, with side-by-
side subfigures showcasing the predicted and experimental spectra.
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(a) Predicted spectrum (Aeroacoustic Prediction Framework) (b) Experimental spectrum (Audio Analysis of GoPro® footage)

Figure 9.16: Side-by-side comparison between predicted and experimental acoustic spectra for the low-speed condition at second 464
(band-pass filter: 200–5000 Hz).

9.4. KEY OBSERVATIONS

9.4.1. FREQUENCY RESPONSE OF THE GOPRO® MICROPHONES
One of the main limitations of this study originates from the audio data obtained from the flight test record-
ings, which were used for comparison with the Aeroacoustic Prediction Framework. As previously discussed,
the GoPro® camera is equipped with three built-in microphones positioned at the front, back, and one side of
the camera. However, the specific datasheets for these microphones are not publicly disclosed by the man-
ufacturer, making their technical specifications unknown. Consequently, it is not possible to calibrate the
microphones based on their frequency sensitivity. This limitation means that absolute SPL values could not
be derived during the audio analysis.

Further online research on relevant forums revealed three key pieces of information about the GoPro®

microphones. First, several users noted that the microphones do not accurately capture sound above 5 kHz,
suggesting the presence of a built-in low-pass filter. Second, it was reported that wind noise can cause the
camera’s software to muffle audio across the entire spectrum if strong wind is detected. Third, it was found
that each of the three microphones appears to be sensitive to a specific range of frequencies. The camera’s
internal processing software then blends the signals from the three microphones to achieve clearer audio
over a broader frequency range. In other words, it is believed that the GoPro® combines three audio streams,
each focused on a specific frequency range.

To investigate this theory, a simple experimental test was performed. A MATLAB script was written to
generate a sound signal with constant amplitude across a frequency sweep from 10 Hz to 20,000 Hz using
the chirp function. Two types of frequency sweeps (logarithmic and linear) were generated over a 30-second
duration. The resulting spectrograms of these sounds are shown in Figure 9.17, with the red regions repre-
senting the generated signals (note that the SPL values in the heatmaps are not scaled and, therefore, not
representative).

(a) Spectrogram of a linearly increasing frequency chirp. (b) Spectrogram of a logarithmically increasing frequency chirp.

Figure 9.17: Spectrograms of generated chirp signals with constant amplitude over 30 seconds.



9.4. KEY OBSERVATIONS 79

Figure 9.18: Sound enclosure used for
the test.

The generated chirp signal was then exported as a .wav file and played
through a JBL® Boombox 3 speaker, which claims to have a flat frequency
response over the human-audible range. The playback was recorded us-
ing a personal GoPro® camera inside a high-insulation acoustic enclo-
sure, similar to the design shown in Figure 9.18. The camera was posi-
tioned approximately 1 meter from the speaker. A spectral analysis was
then performed on the recorded audio, as shown in Figure 9.19.

While the test setup was improvised and a professional conclusion
cannot be deduced directly from it, some insights can still be drawn.
The JBL® speaker was not independently verified for linearity across the
spectrum, and the enclosure, although lined with sound-absorbing foam,
could introduce resonances or frequency shifts. Despite these limitations,
the recorded frequency response clearly displays three distinct bumps,
which aligns well with the information found in online sources regarding
GoPro® microphone behavior.

Figure 9.19: Spectral analysis of the recorded chirp using the GoPro® microphone.

CONCLUSIONS AFTER GOPRO® TEST

The test was conducted to explore how the GoPro® audio recordings might influence the experimental re-
sults. The built-in microphones appear to combine three audio streams, each sensitive to different frequency
ranges. This processing creates visible bumps in the recorded spectrum, which can influence the accuracy
of the comparison with simulation results—particularly in regions where microphone overlays occur. For ex-
ample, around 700–1000 Hz, where the second harmonic of the turbine is expected, the combined response
may distort or suppress relevant frequency content.

Furthermore, the microphones exhibit significantly reduced sensitivity above 5 kHz, a limitation that was
clearly reflected in the audio analysis of the experimental data. In Figure 9.12, a good agreement is observed
between the simulated and experimental spectra up to approximately 5 kHz. Beyond this point, the recorded
SPL drops rapidly, which may explain the mismatch in the higher frequency range.

Although not directly tested using the presented setup, it was observed during various flight instances
that the recorded audio was heavily suppressed when wind noise was prominent. This behavior is presum-
ably due to the GoPro® software dynamically suppressing loud wind sounds to protect the microphones or
improve playback clarity. In these situations, extracting useful spectral information becomes nearly impos-
sible. Given that wind noise was present throughout most of the flight testing, it is likely that some degree of
spectral suppression was applied across the entire recording duration, potentially affecting the accuracy of
the experimental spectrum.



80 9. RESULTS AND DISCUSSION

9.4.2. ATTENUATION OF LOW-FREQUENCY HARMONICS DUE TO DUCTING EFFECTS
During the validation process, it was observed that while the first two harmonics of the turbine are accurately
predicted by the Aeroacoustic Prediction Framework, they are either significantly attenuated or completely
missing in the GoPro® audio recordings. One possible explanation, as discussed in Section 9.4.1, is the fre-
quency response characteristics of the camera itself. However, this section explores an additional contribut-
ing factor: the acoustic attenuation caused by the duct surrounding the ram-air turbine.

A second GoPro® camera was mounted onboard the system with a direct view of the turbine and kite. As
shown in Figure 9.20, the turbine is encased in a protective duct made of rigid foam. Measurements of the
3D model of this duct indicate a radius of 232 mm and a chord of approximately 221 mm. During typical
crosswind flight, the turbine is not directly facing the ground-based observer and camera, but is oriented
at an angle of about 90°, with the duct positioned between the turbine and the microphone. This geometry
introduces both physical and acoustic shielding.

Figure 9.20: Onboard GoPro® view of the ram-air turbine housed within a rigid foam duct during crosswind flight.

Malgoezar et al. [93] conducted an experimental study at TU Delft on the acoustic behavior of ducted
propellers for unmanned aerial vehicles (UAVs). Their findings showed that while the duct increases broad-
band noise levels, it significantly reduces the amplitude of the first few tonal harmonics. Similarly, Simon et
al. [94] investigated noise characteristics of a ducted propeller in hover conditions. Their test setup, featur-
ing a blade passing frequency of around 400 Hz—very similar to the one in the current study—demonstrated
that the duct reduces overall SPL and that optimal centering of the propeller within the duct can enhance
destructive interference between upstream and downstream radiation.

The first two harmonics missing from the GoPro® far-field recordings are at approximately 400 Hz and
800 Hz. The corresponding wavelengths for these frequencies are 0.85 m and 0.42 m, respectively, based on
the speed of sound. According to Groeneweg et al. [32], a general rule of thumb is that for efficient acoustic
radiation, a duct’s characteristic dimension should exceed one-quarter of the wavelength. Given that the duct
chord is only around 0.2 m, this suggests that these lower-frequency harmonics may primarily diffract inside
the duct rather than propagate outward effectively. This supports the theory that the duct acts as an acoustic
filter for lower frequencies.

To verify this hypothesis, the onboard GoPro®, positioned near the turbine, was used to capture the direct
sound without the same degree of shielding. Figure 9.21 shows the spectrogram of this recording, where
the harmonics are more clearly visible. Furthermore, Figure 9.22 presents a detailed spectral analysis with
the first 10 harmonics labeled. It is evident that, unlike in the far-field analysis, the first two harmonics are
present and clearly distinguishable with significant SPL levels.

These findings strongly indicate that the duct reduces the efficiency of harmonic noise radiation into
the far field for two reasons: (1) it acts as a physical barrier between the observer and the turbine during
crosswind flight, and (2) it acoustically suppresses the radiation of low-frequency tones due to geometric
cutoff effects.
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Figure 9.21: Spectrogram of turbine noise recorded by the onboard GoPro®, showing clearly visible harmonics.

Figure 9.22: Spectrum of onboard audio recording, with the first 10 turbine harmonics labeled. The first two harmonics are clearly
present.





10
CONCLUSIONS AND RECOMMENDATIONS

10.1. CONCLUSIONS
This thesis developed and validated a low-fidelity Aeroacoustic Prediction Framework for airborne wind en-
ergy systems (AWES), using the Kitepower system as a case study. By applying established analytical models
to each airborne component—the LEI kite, ram-air turbine, tether, and bridle lines—and validating the out-
puts against audio recordings, several key findings were established.

The framework reliably captured the dominant noise mechanisms observed during flight. For the kite
and turbine blades, turbulent boundary layer trailing-edge (TBL-TE) noise was identified as the primary air-
foil self-noise source. Laminar vortex-shedding, tip vortex, and trailing-edge bluntness noise were predicted
to be negligible given the system’s geometry and operational Reynolds numbers. For the tether and bridle
lines, vortex-shedding noise was characterized using Strouhal-based formulations, with frequency content
and amplitude matching expected patterns.

For the onboard ram-air turbine, tonal emissions at blade-passing frequencies and their harmonics were
accurately reproduced using Hanson’s frequency-domain model. Predicted blade-passing frequency and
higher harmonics closely matched those observed in the recorded data of the test flight. However, in many
cases the first two harmonics were not visible in the frequency spectrum of the audio recordings. This was
attributed to the ducting effect, which shields the turbine and suppresses efficient radiation of lower frequen-
cies. It was also observed that the turbine angle of attack is relatively high, especially near the hub, suggesting
that aerodynamic optimization may be needed to reduce noise emissions.

Validation with experimental data confirmed that even without absolute SPL calibration, the model repli-
cated spectral shapes, tonal peaks, and overall noise trends with good agreement, particularly up to 5 kHz.
This demonstrates the feasibility of using low-order analytical models for early-stage acoustic assessments of
AWES. Discrepancies in amplitude, especially at high frequencies, were attributed to propagation simplifica-
tions and limitations of the GoPro® camera, which appears to apply a software-based low-pass filter.

Beyond individual model performance, the integration of geometric extraction, aerodynamic analysis via
XFOIL, dynamic flight data through EKF, and full signal processing enabled an end-to-end pipeline. The
2D XFOIL results for boundary layer parameters, lift, and drag coefficients were within realistic ranges upon
verification with literature. Incorporating EKF data improved the fidelity of the solver by providing the precise
flight states during testing.

This work highlights that even with limited experimental resources—such as non-professional micro-
phones—meaningful acoustic predictions can be achieved. The methodology provides a solid basis for as-
sessing the acoustic impact of AWES in populated or noise-sensitive areas. With increasing attention to social
acceptance and environmental regulation, this type of simulation tool can assist both developers and poli-
cymakers in evaluating noise performance during early design stages or certification processes. Additionally,
it offers potential for future applications such as component optimization, operational noise tracking, and
psychoacoustic evaluation.

In summary, this thesis shows that low-fidelity, physics-based aeroacoustic models can effectively capture
the key acoustic characteristics of AWES, such as the Kitepower system. The proposed framework not only
demonstrates technical feasibility, but also serves as a practical tool for further development, validation, and
responsible deployment of airborne wind energy technologies.

83
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10.2. RECOMMENDATIONS AND FUTURE WORK
Building upon the insights and limitations of this study, several directions are proposed to enhance both the
predictive accuracy and the experimental validation of the aeroacoustic framework:

• Adoption of Calibrated Microphones and Improved Measurement Setup
Future recordings should rely on calibrated measurement-grade microphones with well-characterized
frequency response curves. The use of professional wind caps or windscreens is strongly recommended
to reduce wind-induced distortion, particularly at low frequencies. Additionally, conducting measure-
ments at greater distances from the ground station would help assess whether mechanical or electrical
noises—such as those generated by the winch—should be formally included in the noise model. This
setup could also help to mitigate or better isolate the influence of the turbine duct, whose acoustic
shielding and cut-off behavior vary with observer position and angle of incidence. The absence of cali-
brated equipment and proximity effects in the current study limit the ability to determine absolute SPL
values and prevent direct comparison with regulatory thresholds.

• Inclusion of Turbulent Inflow Noise and Trailing Edge Flutter of the Kite
The current framework does not account for noise contributions from turbulent inflow or TE flutter of
the kite. Incorporating this mechanism could improve prediction accuracy, particularly in cases of high
wind variability or aggressive flight maneuvers where unsteady inflow conditions are expected.

• Refinement of Boundary Layer Inputs through CFD or Experimental Validation
Boundary layer displacement thickness was estimated using XFOIL under steady-state assumptions. To
improve realism, these parameters could be refined and validated through high-fidelity computational
fluid dynamics (CFD) simulations or direct experimental measurements, particularly in regions where
separation or transition may occur.

• Auralization and Psychoacoustic Testing
The framework outputs can be exported and later processed using auralization techniques to generate
audio playback, enabling future psychoacoustic experiments and listener studies. This would support
research on human perception, annoyance, and the social acceptance of AWES noise.

Once these improvements are implemented—particularly through the use of calibrated instrumentation
and refined flow modeling—the aeroacoustic framework developed in this thesis has strong potential to sup-
port future psychoacoustic studies, regulatory assessments, and system-level optimization. By providing ac-
curate, component-resolved noise predictions, it can contribute to a deeper understanding of human per-
ception, annoyance thresholds, and environmental impact. As such, this work represents a meaningful step
toward integrating acoustic performance as a core design criterion in the development of sustainable air-
borne wind technologies.
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A
TETHER AND BRIDLE LINE NOISE MODEL -

VERIFICATION

The verification for the vortex-shedding predictive model was performed using experimental data from La-
torre Iglesias et al. [65]. The first verification looks at the shedding frequency and the value of the sound
pressure level. In the paper of Latorre Iglesias et al., an array of microphones was used to capture the noise
emission of circular cylinders in an open jet anechoic wind tunnel. The values obtained for a cylinder with
no inclination are presented in Figure A.1, in comparison with the predictive model. The experimental data
is presented for two different measurements at 31.5m/s and 50m/s with values in 1/3 octaves. The predictive
model calculates only the tonal noise produced at the shedding frequency, shown as a single peak. It can be
observed from Figure A.1 that the value of the peak itself and at which frequency is emitted is similar for both
the experimental data and the simulation. The model slightly overpredicts the shedding frequency and the
SPL, although this difference might appear from multiple factors related to the model or the measured data.

Figure A.1: Verification of the noise spectrum for the circular cylinder between predictive model and experimental data from Latorre
Iglesias et al. [65] at 31.5m/s and 50m/s and β= 0.

The second verification reviews the dependency of the vortex shedding frequency on the yaw angle. Based
on Equation 3.5, the shedding frequency should be the highest when the yaw angle is zero, and it should
increase with the flow velocity when the yaw angle is kept constant. Figure A.2 presents this trend using
the predictive model and the experimental data from Latorre Iglesias et al. [65]. It can be observed that
the frequency increases with velocity as expected, but the values of the simulation and real measurements
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are quite different. Based on the independence principle, the Strouhal number and the shedding frequency
implicitly should only change with a factor approximated by cos(β) when the speed is kept constant. The
prediction model respects this, but it appears that the experimental data does not present the same behavior.

Figure A.2: Verification between predictive model and experimental data from Latorre Iglesias et al. [65] of the vortex shedding frequency
of circular cylinder with different flow speeds and yaw angles.

To understand the reasons behind these differences, all the plotted lines were analyzed to assess how they
change. For the prediction model, it is clear that at constant yaw angle, the frequency increases proportionally
with the speed. The Reynolds number increases as well, but its influence on the Strouhal number is negligi-
ble. Therefore, it can be concluded that St stays constant and the frequency varies linearly with velocity at
constant yaw angle. When the velocity is kept constant, the shedding frequency decreases with increasing
yaw angle by a factor cos(β) for the predictive model.

The experimental measurements from Latorre Iglesias et al. [65] were investigated by calculating different
properties from the plotted lines. After further inspecting the slopes of the lines from Figure A.2, it seems that
the differences come from the values of the Strouhal number. As discussed before and shown in Equation
3.3, the value of the Strouhal number for this Reynolds interval should be around 0.2. However, the values
obtained by Latorre Iglesias et al. [65] correspond to Strouhal numbers spread over a large interval between
0.14 and 0.33, which leads to believe that some errors were involved in these Strouhal number calculations.
For the Reynolds numbers corresponding to speeds of 31.5 m/s and 50 m/s, it seems that the St value is
around 0.2, as can be seen in Figure A.3. This is exactly the reason for which the verification in Figure A.1 only
showed small differences.

The Strouhal value was further validated with experimental data from other authors, such as Jafari et al.
[95], Chiu et al. [96], and Yamada et al. [97]. In all the aforementioned papers, the measured St value respects
the independence principle accurately. Figure A.4 shows the effect of yaw angle on the Strouhal number,
which is almost identical to the results from the prediction code.

The final verification is performed to check if the variation of the radiation angle Ψ yields the expected
behavior. The lift fluctuation correlated with the vortex shedding around a cylindrical body should exhibit
the directivity pattern of a dipole, as explained in Section 2.3. The maximum SPL value should be obtained
when the observer is placed in the same direction as the axis of lift fluctuation, and it should decrease toward
the perpendicular direction. Figure A.5 presents the results obtained from the prediction model for radiation
angles between −90◦ and 90◦, which are identical to the ones from a theoretical dipole also shown in Latorre
Iglesias et al. [65]. Finally, a last verification was performed through a sensitivity analysis by changing multi-
ple parameters of the model (such as doubling the diameter of the cylinder) and it was observed that the SPL
value changes as expected.
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Figure A.3: Variation of Strouhal number with a) the yaw angle and with b) the Reynolds number. Retrieved from Latorre Iglesias et al.
[65].

Figure A.4: Experimental results showing the effect of yaw angle on the Strouhal number for a circular cylinder, respecting the indepen-
dence principle. Retrieved from Chiu et al. [96].

Figure A.5: Directivity pattern of vortex shedding around a circular cylinder, obtained from the prediction model (va = 31.5 m/s, β= 0◦).
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BPM MODEL EQUATIONS - VERIFICATION

B.1. TURBULENT BOUNDARY LAYER - TRAILING EDGE NOISE ( TBL-TE)
The Strouhal numbers must be calculated first as they are the base for the other shape functions.

Stp =
f δ∗p
U

(B.1)

Stp = f δ∗s
U

(B.2)

St1 = 0.02M−0.6 (B.3)

S̄t 1 = St1 +St2

2
(B.4)

St2 = St1 ×


1 (α< 1.33◦)

100.0054(α−1.33)2
(1.33◦ ≤α≤ 12.5◦)

4.72 (12.5◦ <α)

(B.5)

The spectral shape functions A can be calculated using the Strouhal numbers from above, and based on
other parameters such as chord Reynolds number. Multiple intermediary steps must be taken before for all
the scaling functions.

Ami n(a) =


p

67.552−886.788a2 −8.219 (a < 0.204)

−32.665a +3.981 (0.204 ≤ a ≤ 0.244)

−142.795a3 +103.656a2 −57.757a +6.006 (0.244 < a)

(B.6)

Amax (a) =


p

67.552−886.788a2 −8.219 (a < 0.13)

−15.901a +1.098 (0.13 ≤ a ≤ 0.321)

−4.669a3 +3.491a2 −16.699a +1.149 (0.321 < a)

(B.7)

a =
∣∣∣∣log10

(
St

Stpeak

)∣∣∣∣ (B.8)

a0(Rc ) =


0.57 (Rc < 9.52×104)(−9.57×10−13

)
(Rc −8.57×105)+1.13 (9.52×104 ≤ Rc ≤ 8.57×105)

1.13 (8.57×105 < Rc )

(B.9)

AR (a0) = −20− Ami n(a0)

Amax (a0)− Ami n(a0)
(B.10)
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A(a) = Ami n(a)+ AR (a0) [Amax (a)− Ami n(a)] (B.11)

The spectral shape function B is calculated in a similar manner to A, where B will be calculated as an
interpolation between the intermediary shape functions Bmi n and Bmax .

Bmi n(b) =


p

16.88−886.788b2 −4.109 (b < 0.13)

−83.607b +8.138 (0.13 ≤ b ≤ 0.145)

−817.810b3 +355.210b2 −135.024b +10.619 (0.145 < b)

(B.12)

Bmax (b) =


p

16.88−886.788b2 −4.109 (b < 0.10)

−31.330b +1.854 (0.10 ≤ b ≤ 0.187)

−80.541b3 +44.174b2 −39.381b +2.344 (0.187 < b)

(B.13)

b =
∣∣∣∣log10

(
Sts

St2

)∣∣∣∣ (B.14)

b0(Rc ) =


0.30 (Rc < 9.52×104)(−4.48×10−13

)
(Rc −8.57×105)+0.56 (9.52×104 ≤ Rc ≤ 8.57×105)

0.56 (8.57×105 < Rc )

(B.15)

BR (b0) = −20−Bmi n(b0)

Bmax (b0)−Bmi n(b0)
(B.16)

B(b) = Bmi n(b)+BR (b0) [Bmax (b)−Bmi n(b)] (B.17)

The amplitude function K1 is calculated first as a function of Reynolds number. There is a level adjustment
∆K1 for the pressure-side contribution for nonzero angles of attack.

K1 =


−4.31log10(Rc )+156.3 (Rc < 2.47×105)

−9.0log10(Rc )+181.6 (2.47×105 ≤ Rc ≤ 8.0×105)

128.5 (8.0×105 < Rc )

(B.18)

∆K1 =
{
α∗

[
1.43log10

(
Rδ∗p

)
−5.29

]
(Rδ∗p ≤ 5000)

0 (5000 < Rδ∗p )
(B.19)

where Rδ∗p is the Reynolds number based on pressure-side displacement thickness. The second amplitude
function K2 can be calculated now.

K2 = K1 +


−1000 (α< γ0 −γ)√
β2 − (β/γ)2(α−γ0)2 +β0 (γ0 −γ≤α≤ γ0 +γ)

−12 (γ0 +γ<α)

(B.20)

where the parameters are described by:{
γ= 27.094M +3.31

β= 76.65M +10.74

{
γ0 = 23.43M +4.651

β0 =−34.19M −13.82
(B.21)

B.1.1. VERIFICATION OF THE IMPLEMENTATION
For the analysis of turbulent boundary layer trailing edge noise, seven distinct cases were examined. The
specification for these cases are presented in Table B.1. According to the study by Brooks, Pope, and Marcolini
[50], the experimental data was gathered using a NACA0012 airfoil. This airfoil was tested with varying chord
lengths from 5.08 cm to 30.48 cm and a span of 45.72 cm, under different velocities and angles of attack. It
is important to note that these measurements were taken from both tripped and untripped boundary layers.
Results from the model are compared in Figure B.1 and Figure B.2.
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Table B.1: Input parameters for the model verification of turbulent boundary layer trailing edge noise.

Case # 1 2 3 4 5 6 7

c, [cm] 15.24 22.86

U , [m/s] 31.7 39.6 55.5 39.6

α, [°] 0 0 2 4 7.3

(a) Case 1 (b) Case 2 (c) Case 3

Figure B.1: Comparison between prediction values of TBL-TE noise and experimental data: cases 1-3.

(a) Case 4 (b) Case 5

(c) Case 6 (d) Case 7

Figure B.2: Comparison between prediction values of TBL-TE noise and experimental data: cases 4-7.

B.2. LAMINAR BOUNDARY LAYER-VORTEX SHEDDING NOISE (LBL-VS)
The Strouhal definitions for the laminar boundary layer vortex shedding noise are:

St ′ = f δp

U
(B.22)
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St ′1 =


0.18 (Rc < 1.3×105)

0.001756R0.3931
c (1.3×105 ≤ Rc ≤ 4×105)

0.28 (4×105 < Rc )

(B.23)

St ′peak = St ′1 ×10−0.04α (B.24)

If the Strouhal ratio e is defined as e = St ′/St ′peak , the spectral shape function G1 can be calculated.

G1(e) =



39.8log10(e)−11.12 (e ≤ 0.5974)

98.409log10(e)+2 (0.5974 < e ≤ 0.8545)

−5.076+
√

2.484−506.25
[
log10(e)

]2 (0.8545 < e ≤ 1.17)

−98.409log10(e)+2 (1.17 < e ≤ 1.674)

−39.8log10(e)−11.12 (1.674 < e)

(B.25)

The peak scaled level shape curve G2 depends on Reynolds number and angle as:

G2(d) =



77.852log10(d)+15.328 (d ≤ 0.3237)

65.188log10(d)+9.125 (0.3237 < d ≤ 0.5689)

−14.052
[
log10(d)

]2 (0.5689 < d ≤ 1.7579)

−65.188log10(d)+9.125 (1.7579 < d ≤ 3.0889)

−77.852log10(d)+15.328 (3.0889 < d)

(B.26)

where d = Rc /(Rc )0 and:

(Rc )0 =
{

100.215α+4.978 (α≤ 3)

100.120α+5.263 (3 <α)
(B.27)

G3(α) = 171.04−3.03α (B.28)

B.2.1. VERIFICATION OF THE IMPLEMENTATION

This verification evaluates six distinct cases to validate the laminar boundary layer vortex shedding noise
model. Each case subjects the airfoil to a consistent freestream velocity of 39.6 m/s. Half of the cases feature
an airfoil with a chord of 10.16 cm, while the others use a larger chord of 30.48 cm. The angles of attack
range between 0◦ and 6.7◦ for airfoils with the smaller chord and between 0◦ and 3◦ for those with the larger
chord. Notably, the BPM report utilizes untripped boundary layer parameters specifically for these laminar
boundary layer vortex shedding noise evaluations. Detailed parameters for this analysis can be found in Table
B.2, and the results are presented in Figure B.3.

Table B.2: Input parameters for the model verification of laminar boundary layer vortex shedding noise.

Case # 1 2 3 4 5 6

c, [cm] 10.16 30.48

U , [m/s] 39.6

α, [°] 0 3.3 6.7 0 1.5 3
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5 (f) Case 6

Figure B.3: Comparison between prediction values of LBL-VS noise and experimental data.

B.3. TRAILING EDGE BLUNTNESS NOISE ( TEB)
The Strouhal number for the trailing edge bluntness noise is:

St ′′′ = f h

U
(B.29)

St ′′′peak =
{ 0.212−0.0045Ψ

1+0.235(h/δ∗av g )−1−0.0132(h/δ∗av g )−2 (0.2 ≤ (h/δ∗av g ))

0.1(h/δ∗av g )+0.095−0.00243Ψ ((h/δ∗av g ) < 0.2)
(B.30)

The ratio between the TE thickness to the average boundary-layer displacement is:

δ∗av g =
δ∗p +δ∗s

2
(B.31)

The angleΨ is the angle between the sloping surfaces upstream of the trailing edge. The shape functions
can be calculated:

G4(h/δ∗av g ,Ψ) =
{

17.5log10(h/δ∗av g )+157.5−1.114Ψ (h/δ∗av g ≤ 5)

16.7−1.114Ψ (5 < h/δ∗av g )
(B.32)
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G5

(
h

δ∗av g
,Ψ,

St ′′′

St ′′′peak

)
= (G5)Ψ=0◦ +0.0714Ψ [(G5)Ψ=14◦ − (G5)Ψ=0◦ ] (B.33)

(G5)Ψ=14◦ =


mη+k (η< η0)

2.5
√

1− (η/µ)2 −2.5 (η0 ≤ η< 0)√
1.5625−11794.99η2 −2.5 (0 ≤ η< 0.0316)

−155.543η+4.375 (0.0316 ≤ η)

(B.34)

η= log10

(
St ′′′

St ′′′peak

)
(B.35)

η=


0.1221 (h/δ∗av g < 0.25)

−0.2175(h/δ∗av g )+0.1755 (0.25 ≤ h/δ∗av g < 0.62)

−0.0308(h/δ∗av g )+0.0596 (0.62 ≤ h/δ∗av g < 1.15)

0.0242 (1.15 ≤ h/δ∗av g )

(B.36)

m =



0 (h/δ∗av g ≤ 0.02)

68.724(h/δ∗av g )−1.35 (0.02 < h/δ∗av g ≤ 0.5)

308.475(h/δ∗av g )−121.23 (0.5 < h/δ∗av g ≤ 0.62)

224.811(h/δ∗av g )−69.35 (0.62 < h/δ∗av g ≤ 1.15)

1583.28(h/δ∗av g )−1631.59 (1.15 < h/δ∗av g ≤ 1.2)

268.344 (1.2 < h/δ∗av g )

(B.37)

η0 =−
√

m2µ4

6.25+m2µ2 (B.38)

k = 2.5

√
1−

(
η0

µ

)2

−2.5−mη0 (B.39)

(
h

δ∗av g

)′
= 6.724

(
h

δ∗av g

)2

−4.019

(
h

δ∗av g

)
+1.107 (B.40)

B.3.1. VERIFICATION OF THE IMPLEMENTATION

The vortex shedding noise due to bluntness at the trailing edge was investigated across three different edge
heights from 1.1 mm to 2.5 mm. The airfoil used in this study has a chord length of 60.96 cm, and it is ex-
posed to a freestream velocity of 38.6 m/s. As part of this analysis, the BPM report [50] incorporates tripped
boundary layer conditions, and the detailed input parameters are specified in Table B.3 with results in Figure
B.4.

Table B.3: Input parameters for the model verification of trailing edge bluntness vortex shedding noise.

Case # 1 2 3

hT E , [mm] 1.1 1.9 2.5

c, [cm] 60.96

U , [m/s] 38.6

α, [°] 0
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(a) Case 1 (b) Case 2 (c) Case 3

Figure B.4: Comparison between prediction values of TEB noise and experimental data.

B.4. TIP VORTEX NOISE ( TV )
BPM model describes two types of tip shapes - flat and round - with different parameters depending on the
shape. For this thesis, the flat formulation is of interest as both the propeller blade and the LEI kite have a
sharper tip. The Strouhal number for the tip vortex noise is:

St ′′ = f l

Umax
(B.41)

lr ound

c
= 0.008αT I P (B.42)

l f l at

c
=

{
0.0230+0.0169αT I P (0◦ ≤αT I P ≤ 2◦)

0.0378+0.0095αT I P (2◦ <αT I P )
(B.43)

MM AX

M
≈ (1+0.036αT I P ) (B.44)

UM AX = c0MM AX (B.45)

B.4.1. VERIFICATION OF THE IMPLEMENTATION
The noise attributable to tip vortex formation is evaluated by comparing it with experimental data from the
BPM report. It is important to highlight that the original experimental dataset cannot differentiate properly
the tip vortex noise from the noise measurements, but the semi-empirical formulation was constructed con-
sidering other literature reviews and papers. This predictive analysis is conducted on an airfoil with a chord
length of 15.24 cm and a span of 38.48 cm, subjected to a freestream velocity of 71.3 m/s with a high AoA of
10.8°.

Figure B.5: Comparison between prediction values of tip vortex noise and experimental data.
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B.5. FINAL REMARKS
The predicted data from the code and the experimental values closely match. Subsequently, a sensitivity anal-
ysis was performed by changing certain parameters, such as the distance to the observer and the Mach num-
ber, confirming the correct implementation of the model. However, during the verification process, some
inconsistencies were noted regarding the secondary functions or shape functions. One of these problems is
clearly shown with the G2 function used for laminar boundary layer vortex shedding. Due to some errors in
the original BPM report [50], some of the functions are not continuous across all intervals. When the verifi-
cation was performed, the results of the prediction code differed significantly from the experimental values.
After investigating and resolving these issues, it was proven that the prediction data matched the results from
the original report.

(a) Original intervals. (b) Corrected intervals.

Figure B.6: Continuity correction for G2 function used for prediction of LBL-VS noise.



C
PROPAGATION MODEL

In this study, several fundamental sound propagation mechanisms, previously discussed in Section 2.4, were
evaluated for potential integration into the acoustic prediction framework. These include spherical spread-
ing, Doppler shift, atmospheric absorption, and ground reflection. Each of these phenomena can signifi-
cantly influence the perceived sound level at the observer’s location and can be reasonably modeled using
established analytical or semi-empirical approaches. Accordingly, they were assessed for their relevance and
suitability for inclusion in the framework.

In contrast, acoustic scattering and diffusion arising from atmospheric turbulence and surface irregu-
larities were not incorporated into the current model. Although these mechanisms can impact long-range
propagation and contribute to the redistribution of sound energy into acoustical shadow zones, accurately
modeling them requires highly complex and computationally intensive approaches. Given the scope and
practical focus of this work, it was considered appropriate to exclude scattering and diffusion from the anal-
ysis. Furthermore, the flight zones where the V9.60 kite from Kitepower currently operates and from which
audio recordings were obtained are open-field environments, largely free from buildings or significant obsta-
cles. This further supports the decision to omit such effects from the present framework.

C.1. SPHERICAL SPREADING
The spherical spreading can be described through the inverse square law, as depicted in Figure 2.13. This
happens because the power emitted by the source is constant through all the spheres with varying distance,
but the intensity (and therefore SPL) decreases with the distance squared. Based on ISO 9613-2 [38, 39], if a
point source is considered, the sound pressure level at the location of a receiver can be calculated as:

Ls = Lw +Dc − Adi v (C.1)

where Lw is the sound power level produced by the point source, Dc considers the directivity correction, and
Adi v is the attenuation that occurs during the propagation towards the observer. In case of a directivity with
an omnidirectional point source, the equation for calculating it is:

Dc = 10log

(
4π

Ω

)
(C.2)

where Ω is the solid angle remaining for radiation. Table 2 from ISO 9613-2 [39] offers more details of how
to calculate for different scenarios. The geometric divergence Adi v from a point source makes use of the
spherical area and it is:

Adi v = 10log(4πr 2) ≈ 20log(r )+11 (C.3)

where r is the distance to the observer and the value 11 comes from the conversion of sound power level to
SPL. If the sound power level Lw is replaced by the SPL value, Adi v will only depend on the ratio of intensity
and the value 10log(4π) ≈ 11 should not be included anymore [98].
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C.2. ATMOSPHERIC ABSORPTION MODEL
Sound absorption occurs through environmental and boundary mechanisms. Environmental absorption
is influenced by temperature, humidity, pressure, and gas relaxation effects, while boundary absorption is
typically included in reflection models. These mechanisms are incorporated in standards like ISO 9613-1 [99],
based on studies by Bass et al. [100, 101].

The attenuation is a function of the two most abundant gases in the atmosphere, respectively oxygen and
nitrogen. Their two relaxation factors are:

fr,N = pa

p0

(
T0

Ta

) 1
2

(
9+280 ·H ·exp

(
−4.17

[(
T0

Ta

) 1
3 −1

]))
(C.4)

fr,O = pa

p0

(
24+4.04×104 ·H · 0.02+H

0.391+H

)
(C.5)

where pa and Ta are the atmospheric pressure and temperature, p0 and T0 are the reference pressure and
temperature, and H is the molar concentration of water vapor as a percentage. The atmospheric coefficient
α can be calculated for the specific frequency f in the following way:

α( f ) = 8.686 f 2


1.84×10−11(

T0
Ta

) 1
2 pa

p0

+
(

T0

Ta

)2.5
(

0.10680e−3352/Ta fr,N

f 2 + f 2
r,N

+ 0.01275e−2239.1/Ta fr,O

f 2 + f 2
r,O

) (C.6)

The value 8.686 comes from the conversion of Nepers to dB. The absolute humidity H used for the molar
relaxation factors can be determined from the relative humidity h as:

H = h · psat

p0
· p0

pa
(C.7)

The saturated pressure, psat, can be calculated using various methods. However, based on a more recent
formulation by Bass et al. [101], it is given by:

log10

(
psat

p0

)
=−6.8346

(
T01

Ta

)1.261

+4.6151. (C.8)

where T01 = 273.16 K is the triple-point isotherm temperature. Based on all the formulae from above, the
atmospheric attenuation in dB can be calculated for a certain distance r to the observer as:

Lat t =−α( f ) · r (C.9)

Figure C.1 illustrates the atmospheric absorption for an observer positioned 250 meters from the source.
The results have been validated against ISO standards and clearly show that higher frequencies are more
strongly attenuated. While atmospheric absorption has minimal impact across most of the audible spectrum,
it becomes more significant at very high frequencies, which are generally less perceptible to the human ear.
Nonetheless, the model was included in the simulation framework to ensure completeness.

C.3. REFLECTION AND REFRACTION
Similar to light waves, sound waves are reflected and refracted when interacting with different media. At solid
boundaries such as the ground or vegetation, part of the sound is reflected based on acoustic impedance, in-
troducing phase shifts and partial absorption [102]. Refraction occurs due to wind and temperature gradients,
bending sound toward regions of lower effective sound speed. This creates shadow zones (upward refraction)
or enhances propagation (downward refraction), especially under temperature inversions or downwind con-
ditions. Wind direction relative to the source-receiver path significantly impacts propagation, as shown in
Figure 2.17 [98].

In flat, obstacle-free terrain, the sound reaches the observer through a direct and a single reflected path off
the ground [17]. The longer path of the reflected wave introduces a phase shift, which can cause constructive
or destructive interference. Anti-phase reflections reduce the observed SPL [103].

Altitude-dependent wind gradients further influence reflection behavior, as illustrated in Figure C.2. Down-
wind propagation increases sound speed, while upwind slows it down, resulting in curved ray paths. There
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Figure C.1: Atmospheric absorption at a distance of 250 m with Ta = 15◦, pa =1 bar and relative humidity h=80%.

are multiple models that can simulate this, such as the one from DELTA manuals [103, 104] or the ray tracing
implemented by Arntzen [98].

Figure C.2: Wind gradient effect on a reflected and refracted sound wave. Retrieved from Van Den Kieboom [17].

Figure C.3, retrieved from Arntzen [98], illustrates the bending of sound rays over distance. The source is
placed at a height of 500 meters, which is slightly higher than the typical altitude of the Kitepower V9.60 kite
but still within the same order of magnitude. The figure shows that a considerable distance is required for the
sound wave to follow a noticeably curved path. As a result, a simplified model was adopted, using a straight
ray with ground absorption, as shown in Figure C.4.

Figure C.3: Sound ray from a source at a height of 500 m in an atmosphere with decreasing gradient. Retrieved from Arntzen [98].

Due to the simplification mentioned earlier, the sound ray is modeled as a straight-line path, similar to a
light ray. This approach is known as the two-path propagation model. When the positions of the source and
observer are known, the distances for the direct path r1 and the reflected path r2 can be calculated as:

r1 =
√

(xs −xm)2 + (hs −hm)2 (C.10)
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Figure C.4: Simple reflected ray with straight path. Retrieved from Arntzen [98].

r2 =
√

(xs −xm)2 + (hs +hm)2 (C.11)

Here, the horizontal distance x and height h are illustrated in Figure C.4. The reflected ray is treated
similarly to the direct ray, but some of its energy is absorbed upon contact with the ground, depending on the
boundary material and frequency. Soft surfaces like snow and grass absorb more sound, while hard surfaces
such as concrete and asphalt reflect more [98].

The phase difference between the two paths determines whether the interference is constructive or de-
structive. Atmospheric refraction and wind-induced attenuation can be estimated using the following ex-
pression, adapted from the DELTA model [103, 104]:

Ar = 20log10

∣∣∣∣1+ r1

r2
Q(ΨG ,τ2)e jω(τ2−τ1)

∣∣∣∣ (C.12)

Here, τ1 is the travel time of the direct path, while τ2 is the travel time of the reflected path, including
propagation from the source to the ground and then to the receiver. The grazing angle ΨG is the angle at
which the sound ray hits the ground, similar to the reflection angle in optics. The angular frequency ω is de-
fined as 2π f , where f is the frequency of interest. The function Q(ΨG ,τ2) is the complex spherical reflection
coefficient, describing how ground properties and frequency affect sound reflection and absorption. The full
methodology for calculating Q and acoustic impedance is available in the DELTA documentation.

A simplified reflection model with constant ground impedance was implemented in MATLAB for testing.
The simulation assumed a source emitting a constant SPL of 50 dB across frequencies at a distance repre-
sentative of the kite operating altitude. Results showed SPL variations at the observer’s position of about
±1.5 dB, depending on whether interference between direct and reflected paths was constructive or destruc-
tive. Given this small impact and the simplifications involved, the reflection model has been excluded from
the final noise prediction framework in most of the tests.
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