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ABSTRACT

The accuracy of modelling distribution networks plays a very important role in analysing the
stability of transmission systems. In recent years, due to the surge in the integration of renewable
energy resources via power electronic interfaces, distribution networks are evolving from passive
networks to modern active networks. This means that their characteristics are time varying
following the operating condition of renewable energy sources.

Real Time Digital Simulator (RTDS) is a specially designed hardware and software integrated
computer system used to study Electromagnetic Transient (EMT) Phenomena in power systems.
As the name implies, it can perform power system simulations at computational speeds equal to
real-time operation. However, modelling of detailed distribution networks in RTDS would require
many hardware resources. The goal of this thesis is to develop an equivalent dynamic load model
for the stability analysis of transmission networks in RTDS, which should not only enhance RTDS’s
capability of simulating large power systems, but more importantly, improve the accuracy of model
distribution networks. Most studies about transmission systems do not require a full representation
of distribution networks. However, the dynamic behaviour of distribution networks still needs to
be preserved. Therefore, the dynamic equivalent parameters of distribution networks must be
sufficient to ensure an accurate representation for the analysis of transmission networks. In this
thesis, the identification and optimization of parameters are done using Mean Variance Mapping
Optimisation (MVMO), a unique heuristic optimisation technique.

The IEEE 34-Bus distribution system is used as a reference model for data collection and is
developed in RSCAD, the RTDS software. An external grid is used to represent the transmission
system wherein, several disturbances are simulated in order to compare the responses of the
reference detailed model and the dynamic equivalent model. Furthermore, the validity of the
developed DE load model is confirmed by comparing its behaviour to disturbances that were not
implemented during the parameter optimization process.
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1
INTRODUCTION

Over the last couple of years, the contribution of renewable energy resources (RES) to the energy
mix has significantly escalated. Most recently, countries such as Germany and Portugal have
reportedly supplied large portions of their energy demands using only renewable energy sources.
Consequently, several technical challenges are being faced by utilities with respect to planning and
operations of the modern power system. These challenges are mainly attributed to high penetration
of RES in grid sections that have low demands. However, Such situations have led to numerous effort
on research that investigates the influence of high influx of power electronics components in power
systems [5] [6]. A major challenge of large scale integration of RES, especially at the distribution
system level, is their behaviour and response to faults and other disturbances that might occur in
the transmission system.

1.1. MOTIVATION
The power system is often regarded as the most enormous and complex system ever developed
by man [7, 8]. It consists of numerous equipment like power transformers, synchronous generators,
cables, capacitor banks, transmission lines, power electronic devices, thousands of buses etc. which
enable safe and efficient generation, transmission and delivery of power to local and remote areas.
This intricacy is why it is essential to ensure that the system is reliable and maintains a state of
stability by carrying out different studies of possible disturbances. However, due to the continuous
operation of the power system and the high cost of equipment, most researches are done on
computer programs designed for simulations of the real system such that safety of the equipment
and persons is not compromised.

Accordingly, the reliability of the power system must be maintained despite the continuous
integration of different energy resources. Digital representations and simulations of dynamic
components of power systems fosters better understanding and helps in real-life decision making
on the operation of the complex systems [9]. New, efficient and accurate models of future active
distribution network are therefore necessary in order to adequately design, plan and analyse
possible contingencies in the network. These models are continuously becoming more complex
to derive due to the connection of most recent RES to the grid through power electronic interfaces.
Such models need to ensure that dynamic performance i.e. fast and slow transient phenomena of
the network e.g. frequency and voltage fluctuations are well represented. This would ensure that
proper planning and appropriate decisions can be made to ensure maintenance of power system
stability and reliability.

The outcome of several studies [10, 11] show that load modelling is one of the most critical
aspect of digital simulations of the power system. This was initially because of the fast rate at which

1
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several devices and equipment such as induction motors, lighting, HVAC, personal computers,
inverter-based electric heating, TVs etc. with different dynamics were added to the mix of system
loads. Now, the importance is more driven by the increasing penetration of energy sources with
power electronic interfaces leading to a more active distribution grid. This creates unpredictability
in the system and makes it more complex to develop models that can accurately mimic the
behaviour of the real system during contingencies and disturbances. Therefore, it is very significant
to build load models that can aid system planning decisions and provide adequate insight into the
effects of load on the network. Hence, this thesis project seeks to develop a dynamic equivalent load
model of active distribution systems in Real Time Digital Simulator (RTDS).

1.2. PROBLEM DEFINITION
Very fast transients occur in power systems that are usually not captured by conventional power
system digital simulators. The complexity of the power system implies that it may be costly and
even dangerous to base decision making only on field information without adequate predictions.
Simulation of power systems (or Power system analysis software) helps network operators and
planners to forecast possible disturbances, provides adequate protection schemes and aids realistic
future grid expansion. Most of the simulation software (packages) e.g. DigSilent Powerfactory,
Powerworld Simulator, PSS/E etc. are based on RMS simulations. In these software, it is not feasible
to represent all small components in the distribution network to perform some analysis. It would
require a lot of computational resources and take too much time. Thus, aggregated or dynamic
equivalent models are usually required to represent some part of the system while focus is given to
the area of study which is modelled in detail.

Load modelling constitutes a major aspect of power system analysis and the continuous
realization of active distribution networks as explained earlier makes it even more complex. Since
most distributed energy sources are interfaced with power electronic devices, static or passive
representation of load is no longer adequate [12]. The dynamics of load responses need to be
accounted for to achieve better results close enough to expected values in actual situations. RTDS is
an electromagnetic transient (EMT) simulation package that could provide more precise dynamic
study results. Despite this, and just like RMS packages, it is computationally intensive to model each
equipment in the distribution network. Especially when only a specific region (internal system)
where contingencies are studied need full representation while the rest of the network (external
system) can be reduced to equivalent models that provide similar responses.

Dynamic equivalent (DE) models are simple aggregated representation of a large network, able
to provide similar responses and behaviours as the actual network for stability analysis. While
numerous techniques have been proposed in literature to achieve adequate DE [5, 12, 13], most
of them are based on RMS studies. There are not many dynamic equivalent models of loads in
Electromagnetic Transient (EMT) applications. Therefore, the primary problem definition is to
develop a DE model of an active distribution system in EMT that accurately represents current
and future grids. This involves proper definition of the DE structure and development of adequate
control systems for the model. Furthermore, it is imperative to ascertain the parameters of the DE
that would provide accurate representation of the real system. Hence, the challenge is to implement
a parameter identification technique in RTDS which would deliver sufficient parameters of the
dynamic equivalent model. In this research, an automated technique was implemented to simplify
the process of determining the parameters.

1.3. OBJECTIVE AND RESEARCH QUESTIONS
The objectives of this thesis project are defined as follows:

• Development of the dynamic equivalent model (layout, considered elements and controls,
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etc.) of an active distribution network. This is done manually and with reference to methods
available in literature.

• Identification of associated parameters of the DE model.

These are facilitated through the execution of a heuristic based optimisation algorithm, Mean
Variance Mapping Optimisation (MVMO) for online DE parameter identification. A MATLAB script
is used to link the models in RTDS with the MVMO algorithm through a TCP/IP connection as shown
in Figure 1.1.

RTDS
RSCAD/Runtime

Performs optimization

Performs dynamic simulations

MATLAB

Figure 1.1: MATLAB and RSCAD/Runtime Interaction

Consequently, the following research questions will be answered upon the completion of this
project:

1. How can a DE model for a future distribution system, dominated by solar PV generation, be
defined for real-time digital simulation?

2. How accurate can the response of the DE model be when disturbance at transmission system
side are simulated?

3. Is it feasible and computationally efficient to apply metaheuristic optimization to perform the
parameter identification in an automated manner in RTDS?

1.4. RESEARCH APPROACH
To begin with, there is a need to have a detailed reference model that can provide relevant
measurement data of the signals to be used for validating the developed DE model. This is due
to the lack of field measurement data from Phasor Measurement Units (PMUs) or detailed load
composition data. Due to computational constraints (number of racks) in RTDS, a relatively small
size system, an existing IEEE benchmark distribution system model, the IEEE 34-Bus system is
adopted as reference model. This helps to avoid the high computation time and complications
involved in developing a new model. The model is modified in RTDS software (RSCAD) to represent
an active distribution system with solar PV generation, connected to an external grid through a
step-down transformer and a long transmission line.

The required signals are measured at the boundary bus between the active distribution system
and the external grid by applying specific disturbances in the external grid. The equivalent model
is developed by grouping the DS loads based on their characteristics (constant Z, I or P). A ZIP load
model in RSCAD is then used to represent the loads on each phase. For more dynamics, induction
machines are added to the DS and their level of contribution to the overall load determined the
influence of the IM model in the DE. Besides that, the total PV generation added to the reference
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model is used to determine the range of PV generation represented in the DE. Signals at the PCC of
the external grid and the DE is also measured for subsequent identification of the DE parameters.
The main aim is to limit the error between the signals derived from the reference grid and those
from the DE model upon subjecting both to the same set of contingencies. Figure 1.2 illustrates the
general approach used.

Study Region
(TS)

-

PCC

Measured Signals

Dynamic Equivalent Model
P + jQ

Reference Signals

Objective Function

New parameters [x]Optimization

RTDS

MATLAB

Figure 1.2: Flow chart of the research approach

From Figure 1.2, it can be deduced that the result of the comparison between the signals from
the reference model and the measured signals obtained at the point of common coupling of the
DE to the external grid are fed to MVMO algorithm as an objective function. Thereafter, the
algorithm supplies new parameters, as a vector x, to the DE model based on its internal evolutionary
mechanism. The optimization process stops when the termination criteria is fulfilled. Then the best
obtained parameters are updated to the model thus improving the ability of the DE to optimally
mimic the behaviour of the reference system.

1.5. THESIS CONTRIBUTION
Though sufficient literature about dynamic load modelling already exist, most are based on RMS
simulations while only a few are available with respect to EMT simulations. With the large-scale
integration of DG in low and medium voltage networks, it is important to develop equivalent
models that are suitable for representing the resulting ADN in dynamic studies involving EMT
simulations of large power systems. Hence, this thesis seeks to contribute to the vast literature on
load modelling by providing an adequate equivalent model developed in RTDS which can produce
sufficient responses like those of a detailed active distribution system when subjected to various
contingencies.

1.6. THESIS OUTLINE
This chapter gives a general synopsis of the purpose of this thesis. In Chapter 2, the description
of existing load modelling methodologies as well as the techniques used to identify load model
parameters is presented. The RTDS simulator hardware and software features are presented in
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Chapter 3. The methodology to determine the reference data by modifying an existing IEEE test
system and the process of developing the dynamic equivalent model of the load is explained
in Chapter 4. Chapter 5 explains how the load model parameters are identified and optimized
using the MVMO algorithm. Relevant results from this investigation are analysed and presented
in Chapter 6. Lastly, Chapter 7 presents the conclusions derived from the performed analyses as
well as suggestions for further research.





2
LOAD MODELLING

2.1. INTRODUCTION
Load modelling is generally known as the representation and implementation of electrical
equipment, either individually or cumulatively, for power system studies. Such representations
are usually mathematical, circuit based, physical component based, and so on, which describes
the responses of load characteristics to expected or unexpected conditions and disturbances in the
power system. This section highlights the need for accurate load models, describes the fundamental
concept of load modelling, presents a synopsis of widely used load models, and explains the load
modelling approach used in this thesis.

2.2. IMPORTANCE OF LOAD MODELLING
Power systems planners and operators require results derived from stability studies to make
appropriate decisions on both short and long term basis. These studies are needed to assess
the performance and limits of power system components upon subjection to several operating
conditions which could compromise the stability of the system. Their results often determine the
level of financial investments, capital expenditure and other economic choices executed to ensure
continuous operation of the power system. Therefore, adequate modelling of all components is
vital to obtain correct and realistic results. Among all power system components, the electrical
characteristics of loads should be accurately modelled as a result of their substantial influence on
the dynamic behaviour of the power system [14–16]. Evidence of the catastrophic consequences
that inadequate load modelling can cause is available in history, for example, the Swedish blackout
[17] and the collapse of Tokyo network [18] which occurred in 1983 and 1987 respectively.

Over the last few decades, the size of the distribution grid, especially with the inclusion of
distributed generation, has grown due to increasing energy demands. The surge in the integration
of RES in the distribution system is gradually changing the perspective of the transmission system
operators (TSO) on the distribution network and their connected loads. The DS is experiencing a
paradigm shift thereby evolving from a traditionally passive network to an active network with bi-
directional power flow. Moreover, it would require a lot of computational resources, both hardware
and software, to model the entire active distribution system. From the TSO’s perspective, the
transmission system can be completely modelled due to it’s size relative to the distribution system.
However, a suitable representation of the low voltage DS is required for stability analysis carried out
in the HV transmission system [19]. This presents a need for aggregate models of the ADN that can
accurately mimic its dynamic behaviour at the bus of coupling to the transmission system. Upon
replacing large portions of the distribution system with their dynamic equivalent, computational
efforts would be significantly reduced.

7
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2.3. DYNAMIC EQUIVALENCE

The concept of dynamic equivalence (also referred to as network aggregation) is a vastly popular
method that power system operators adopt to approximate the dynamics of large networks. The
demand for accurate and detailed simulation is usually compromised by limited computation
capability and time. Moreover, the scale of modern interconnected power systems can be so large
that it is often impractical for any digital time domain simulation tool to run such models in which
all the components are represented with the full modelling capability. Therefore, the goal of the
concept is to replace a large part or the whole detailed model with a reduced model that exhibits
similar dynamic characteristics as the real ADN.

Detailed representation of the distribution system 

External system 
represented by 

dynamic equivalenceRegion of focus 
modelled in detail

PV

G

M DGPV

Figure 2.1: Concept of dynamic equivalence

Figure 2.1 shows an illustration of the concept. Much focus is placed on the region of the system
where studies are to be done, so all the generators, loads, controls, etc. in this area must be modelled
in detail. On the other hand, the behaviours of this region are also influenced by the interactions
with the external system but a concise modelling of this part is not necessary. Therefore, a DE model
is used to replace the sophisticated model of the external system. This simplified model should be
able to reproduce to a reasonable extent, the responses of the main replaced system to disturbances
that occur in the region of focus.

There has been many studies done on developing such aggregated models in several software
like PSSE and DigSilent Powerfactory [20, 21]. However, few studies have been done on creating
them in RTDS which is the focus of this thesis. Besides, there is still much research ongoing to
determine the most suitable way to aggregate an active distribution network. The effectiveness
of a dynamic equivalent model is related to the amount of computation time saved and the level
of accuracy achieved for the phenomena under study. The next section gives an overview of the
classification of load models (see Figure 2.2) and their methods of implementation.
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2.4. IMPLEMENTATION OF LOAD MODELS

The choice of an appropriate load model is usually determined by the type of analysis to be done on
power systems. There are many forms of load models in existence. However, results from surveys of
utilities across the world show that some models are more widely used than others. The first of these
surveys was done in the early 1990s by an IEEE task force established to focus on load modelling.
They published three important papers, [22] in 1993, [15, 23] in 1995 on load modelling. These
papers summarized the popular trends in static and dynamic load modelling, provided references
to previous efforts on load models and gave recommendations on the appropriate load models to
be used for power system dynamic studies.

However, since the mid-1990s, significant changes have developed in load composition and
structure. More recently, the surge in DG technologies, both inverter interfaced and directly
coupled, has re-established the need for appropriate load models. Consequently, a work group
(WG) C4.605: "Modelling and aggregation of loads in flexible power networks" was established by
CIGRE Study Committee in late 2009. They had five major objectives [3, 24, 25] as they strived to
address trending issues related to load modelling. Their objectives were:

1. To provide a detailed and up to date synopsis of existing load models including their
parameters for power system studies and also point out load classes and types for which
appropriate models still do not exist;

2. To provide a thorough summary of current methodologies used to model loads, placing
more focus on the component and measurement based approaches, thereby stating their
advantages and disadvantages;

3. To recommend adequate and precise procedures for developing and validating load models,
using either measurement or component based techniques, or a combination of both;

4. To develop load models for all devices that can be found in the power system as well as
customer classes which currently have no existing models and suggest values and ranges for
the parameter of such models;

5. To give recommendations on how to develop equivalent dynamic and static models of active
distribution systems with large amount of DG, as well as microgrids.

To derive a general overview of the most recent load modelling practices for dynamic power
system analysis, the work group carried out a survey of about 100 power system operators and
energy utilities. The highlight of some of the main load models in use according to the findings
of the survey is provided in the following subsections. The comprehensive report and detailed
recommendations are available in [1].



10 2. LOAD MODELLING

Polynomial
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Linear
Comprehensive
Induction Motor
Power Electronic 

Interfaced
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Transfer Function IM
Composite
Distribution

Bulk Power Bus
DESS Model

Load Models

Static

Dynamic

Figure 2.2: Load Model Classification (adapted from [1])

2.4.1. STATIC LOAD MODEL

Static load model (SLM) is one of the two main category of load models as shown in Figure 2.2. It is
mostly used for representing general residential load that do not consist of large induction motors
and drives. There are several groups of SLMs currently in use in the industry as described in Figure
2.2. Using an algebraic function of both frequency and voltage, the SLM describes the relationship
between reactive and active power drawn by a load. However, there are no such things as “static
loads”. All loads respond to a large change in supply voltage or frequency in a finite way, taking
some time for the transition from pre-disturbance to post-disturbance states. Nevertheless, static
load models (SLMs) are used to represent loads which show simple time invariant changes in power
demand due to slight deviation in supply voltage or frequency at the connecting bus. They can
also be used to model loads that exhibit very fast dynamic response to voltage variations which are
difficult to measure using measurement devices.

The general form of a static load model is given as:

P = fP (U , f ) (2.1)

Q = fQ (U , f ) (2.2)

where U is the voltage and f is the frequency.

POLYNOMIAL LOAD MODEL

The second order polynomial model is one of the most commonly used static load model. It can
be implemented in different forms, either with frequency dependence considered or not. When
frequency dependence is neglected, the load model is expressed as given in equations 2.3 and
2.4. The model is otherwise known as the “ZIP” model because it is characterised by constant
impedance (Z), constant current (I) and constant power (P) load components [1].

P = Pn

[
p1

(
U

Un

)2

+p2

(
U

Un

)
+p3

]
(2.3)

Q =Qn

[
q1

(
U

Un

)2

+q2

(
U

Un

)
+q3

]
(2.4)

where (p1 and q1), (p2 and q2), (p3 and q3) correspond to the relative involvement of Z, I, and P
loads respectively. The overall sum of the proportion of each load component i.e. (p1 +p2 +p3) as



2.4. IMPLEMENTATION OF LOAD MODELS 11

well as (q1 +q2 +q3) should be 1 p.u. This option is called the “constrained ZIP model” [12]. A more
precise type is known as the “accurate ZIP model” [26]. Here, the individual pi and qi parameters
can exceed 1 p.u. or have values below, but their sum must still equal 1 p.u.

An example of a commonly used polynomial load model with frequency dependence
considered is expressed in equations 2.5 and 2.6 [27].

P = Pn

[
p1

(
U

Un

)2

+p2

(
U

Un

)
+p3

]
(1+kp f ∆ f ),

3∑
i=1

pi = 1 (2.5)

Q =Qn

[
q1

(
U

Un

)2

+q2

(
U

Un

)
+q3

]
(1+kq f ∆ f ),

3∑
i=1

qi = 1 (2.6)

where∆ f is the frequency deviation, kp f and kq f describe the change in load demand to variations
in frequency. The typical values of kp f are between 0 and 3.0 while kq f are from -2.0 to 0 [16].

2.4.2. DYNAMIC LOAD MODELS

Dynamic loads are loads whose responses are dependent on the states in which the system and load
previously were in time. Their models are usually expressed in differential equation forms relating
the real and reactive power with voltage and frequency. They are often used to represent loads
that have substantial amount of induction motors and electrical drives. The general mathematical
formula of a dynamic load model (DLM) are similar to those of static load model. The difference is
based on the addition of time dependency factor. If the dynamic model is known, then the static
load model can be easily derived from it [1]. The existing DLMs can be categorized into 7 groups as
shown in Figure 2.2. However, this thesis will focus on the dynamic model of induction motor and
composite load model, so they are further discussed.

DYNAMIC MODEL OF INDUCTION MOTOR

The induction motor (IM) is the most widely used and customary type of electric machine in home,
business and industry [28]. In most home applications, the single-phase induction machine is used
while higher power industrial applications such as compressors, pumps, electric ships etc. require
three phase induction machines [29]. For dynamic studies, the type of induction motor model used
depends on the participation of induction machines in the load mix. When there is significant
contribution of large induction machines with respect to other load types, the fifth order IM model
should be used. Otherwise, it is sufficient to represent the dynamic load characteristics using the
third order IM model. A fifth order, three phase IM model which is expressed using both differential
and algebraic equations is given in equations 2.7 to 2.15 [30].

ud s = Rs id s +
dψd s

dτ
−ωsψqs (2.7)

uqs = Rs iqs +
dψqs

dτ
−ωsψd s (2.8)

udr = Rr idr +
dψdr

dτ
− (ωs −ω)ψqr (2.9)

uqr = Rr iqr +
dψqr

dτ
+ (ωs −ω)ψdr (2.10)

dω

dτ
= (Me −M)

ωbTm
(2.11)
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with

Me = Xm(iqs idr + id s iqr )

ψd s = Xs id s +Xmidr (2.12)

ψqs = Xs iqs +Xmiqr (2.13)

ψdr = Xmid s +Xr idr (2.14)

ψqr = Xmiqs +Xr iqr (2.15)

where,
ud s ,uqs - Stator voltage components
udr ,uqr - Rotor voltage components
id s , iqs - Stator current components
idr , iqr - Rotor current component
ψd s ,ψqs - Stator flux linkages
ψdr ,ψqr - Rotor flux linkages
Rs - Stator resistance
Rr - Rotor resistance
Xs = Xm +X y s - Shunt reactance
Xr = Xm +X yr - Rotor reactance
X y s - Stator leakage reactance
X yr - Rotor leakage reactance
Xm – Magnetizing reactance
ωs - Synchronous angular speed
ω - Rotor angular speed
ωb - Base angular frequency
M - Mechanical load torque
τ=ωb t - Normalized time
Tm - Mechanical time constant of the motor
Me - Electromagnetic torque.

A third order model is derivable from the above fifth order model by neglecting the stator
transients. This converts equations 2.7 and 2.8 to algebraic equations. In applications where the
influence of induction motors are not emphasised, the corresponding third order model is usually
adequate. Table 2.1 shows typical data of induction motor equivalents for different types of load.

Table 2.1: Parameters representing dynamic characteristics of IM

Load Type Rs Xs Rr Xr Xm H
Small Industrial motor 0.078 0.065 0.044 0.049 2.67 0.5
Large Industrial motor 0.007 0.0818 0.0062 0.0534 3.62 1.6

Commercial load 0.001 0.23 0.02 0.23 3.0 0.663
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COMPOSITE LOAD MODEL

Most bulk supply buses serve loads that are a combination of several static and dynamic
devices. This is particularly true for industrial load buses. Therefore, an appropriate load model
should incorporate both static and induction motor components. The composite load model
(CLM) consists of both dynamic and static load characteristics and has been subjected to many
studies. There are several variants of composite load models due to the choice of their exact
composition [31]. The static load section of the model can be represented by d and q current
components of resistive and capacitive load [32], by conductance and susceptance in parallel [33]
or by a ZIP model as implemented in [2, 34, 35]. To represent the dynamic attributes of load, most
CLMs use the equations of a third order IM model due to their predominance. The equivalent circuit
of the ZIP model with separated constant power, current and impedance components in parallel
with a simple representation of an IM model is depicted in Figure 2.3.

Rr/s

XrXsRs

Xm

Rz

Xz

ZIP

Constant
power
loads

Constant
current
loads

Motor equivalent circuit
Figure 2.3: Composite Model (adapted from [2])

The ZIP part representing the static loads can be described similarly as equation 2.3 and 2.4.
However, the constraints differ slightly as given below:

p1 +p2 +p3 = 1−Kpm (2.16)

q1 +q2 +q3 = 1− Qmotor

Qo
(2.17)

where Kpm represents the ratio of initial motor load to initial real load of the bus, Qmotor is the
initial reactive power consumed by the motor and Q0 is the initial reactive load of the bus [24]. The
Induction motor part is described with the equations given in section 2.4.2.
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2.5. DE MODEL STRUCTURE DEFINITION
From the implementation methods described in the previous section, a form of composite load
model is adapted in this research. It comprises of the ZIP model in parallel with a third order IM
model and a solar PV generator with its control system. This is depicted in Figure 2.4. Only the
solar PV generator model was used because of its predominance in low voltage networks. Moreover,
other RES were not included in the reference model due to the number of RTDS racks they would
require. The ZIP model in the defined structure accounts for the static loads in the system while the
IM model accounts for the dynamic loads. The third order IM model was adopted for its simplicity
in representing the dynamic behaviour of induction machines. The overall structure preserves the
characteristics of the reference system with respect to its load categories and distributed generation.

ZIP Model Induction
Motor

PCC

Equivalent transformer

Equivalent impedance

External Grid
(TS)

Figure 2.4: Load model used in this thesis

The description of each component of the above model and the actual implementation in
RSCAD is thoroughly described in Chapter 4. Active Distribution Networks (ADN), whose DE
structure is of major importance, are power system networks that contain significant amount of
distributed generation (DG) and could either receive active power from the grid or supply it to
the grid depending on the renewable source and load conditions. In some cases, they may also
provide voltage and reactive power support to the grid. Generally, the composite model (i.e. ZIP
and IM model) is a very common model used by utilities for dynamic stability studies. Nevertheless,
the inclusion of a PV model with its control is to capture the effect of power electronic interfaced
generation available in the detailed ADN network.

After the structure of the DE model is defined, the next step is to determine the parameters of
its components that would ensure it produces similar responses as the reference system. In view
of that, the dynamic behaviour of the reference distribution system and other data associated with
it must first be collected. The approaches used for this are elaborated in the next section while the
techniques used for parameter identification are discussed in section 2.7.
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2.6. DETERMINATION OF LOAD MODEL DATA

The process of gathering the necessary system data for the development of correct aggregate load
models has predominantly been approached by the power industry in two ways. i.e. component-
based or measurement-based approach [36].

2.6.1. COMPONENT-BASED APPROACH

This approach which is also called the bottom-up approach relies on the knowledge of the
individual load components to build an aggregate load model. The loads are divided into sectors
such as residential, industrial, etc. Also, they are distinguished by categories such as resistive,
inductive, power electronics etc. in a way that their mix within the total load demand are effectively
represented. An illustration of this knowledge based approach is shown in Figure 2.5 [13]. The
composition of individual load components in the aggregate model is usually expressed as a
composite load model or represented using a second order polynomial model.

Residential Commercial Industrial Agricultural

Resistive Electronics Lighting Refrigeration HVAC

M Z I P
100%0% 0%0%

M Z I P
100%0% 0% 0%

M Z I P
100% 0% 0% 0%

M Z I P
100% 0% 0% 0%

M Z I P
100%0% 0% 0%

Load category

Load 
characteristics

Load sector

Aggregate Load

Figure 2.5: Component-based approach (adapted from [3] )

The main advantage of the component based approach is its independence on field
measurements of the power system. Therefore, aggregated load models can be developed from
surveys or data found in literature. Nevertheless, its major drawback is that it does not account for
changes in load structure or composition over time due to seasonal, behavioural or weather-related
variations. Moreover, it is hard to accurately determine the composition of load nowadays.

2.6.2. MEASUREMENT-BASED APPROACH

This is a methodology in which system events at substations or feeders of interest are recorded to
obtain data representing the characteristics of the connected load. These events could be small or
large disturbances such as switching or lightning events that changes the system bus voltage and
frequency. When a disturbance occurs, the load response i.e. active and reactive power variation is
measured by measurement devices. Current and voltage transformers, phasor measurement units
(PMU), power quality meters and fault recorders are some of the data acquisition devices installed
in the actual power grid for this modelling approach [37, 38]. Figure 2.6 shows an illustration of this
concept where CTs and VTs are monitored on representative feeders.
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Figure 2.6: Measurement-based illustration (adapted from [3])

The measured data are fitted to estimate the parameters of the pre-defined load model such that
the model can mimic the dynamic response of the load prior to, during and after a disturbance. The
estimation is done using optimization and parameter identification techniques which are further
explained in section 2.7.2. Examples of where this approach was used are detailed in [37, 39, 40].
The main advantages of this approach are the use of dynamic response data of the load from actual
grid system and the simplicity of applying it to any kind of load. However, the main disadvantage is
the lack of large disturbance measurement data needed for appropriate parameter estimation due
to the robustness of the system. This limitation is resolved by using simulated data measured from
a detailed reference system model as done in this research.

2.7. TECHNIQUES FOR DETERMINING DE LOAD MODEL PARAMETERS

Irrespective of the approach implemented to gather specified signals of the detailed system to
be aggregated, two techniques are prominently used to define the parameters of their dynamic
equivalent. They are system reduction and parameter identification techniques [41, 42].

2.7.1. SYSTEM REDUCTION TECHNIQUES

System Reduction techniques involves the combination or exclusion of some components available
in the reference model. The two main methods commonly used to implement this aggregation
technique are modal analysis [43, 44], and coherency based aggregation methods [45, 46]. In modal
analysis, similar modes are combined while others that are not of interest are eliminated. However,
this approach has two major downsides: it takes a lot of time, and it is purely mathematical in nature
which means no structural identity. Thus, complex dynamics of the system cannot be properly
captured following major disturbances.

Alternatively, coherency based method is classified as the more reliable process for system
reduction. It identifies generators that exhibit coherent rotor angle swings and aggregates them as
one generator. This is done through several methods such as the Zhukov’s method and the Dimos
method [47]. Other approaches such as pattern recognition and Lyapunov function etc. which are
both linear models have also been applied to identify coherency. There are also well documented
researches [48–51] of coherency identification which have been done without linearisation. Despite
its preference, it is sometimes impossible to reduce some desired region of the system using
coherency based method since it determines the regions that can be divided.
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2.7.2. PARAMETER IDENTIFICATION TECHNIQUES

The system identification techniques involve using dataset derived at a boundary bus between the
region of study in a system and the region to be reduced. This is the technique adopted for this
research and the procedure to attain these data have been explained in Section 2.6.

Several methods have been deployed towards different identification problems. Trajectory
sensitivity method and analysis was proposed in [52] to limit the amount of parameters considered
in a composite model to the most significant ones. The study showed that some parameters have
insignificant effect on the output and can be disregarded. It elaborated that including all parameters
affects the variability of important ones which leads to inaccurate result. The analysis method was
further extended to non-linear systems in [53] by applying a term selection approach. Furthermore,
the Least absolute shrinkage and selection operator (Lasso) method was implemented to limit the
count of parameters of a non-linear fifth-order IM model.

Other statistical methods that are well documented in literature include the least squares
technique used to determine the IM model parameters in [54] and weighted least squares technique
[55]. Weighted least square method was deployed to solve the high error variability effect by adding
weights to each observation. However, it is difficult to assign proper weights and as a result, the
algorithm becomes complex.

Meanwhile, the complexity of this load modelling technique is not limited to parameter
identification but also the derivation of optimal values for the identified model parameters. In
addition, optimization problem is usually formulated as a nonlinear, non-convex and multi-modal
challenge. Consequently, further sophisticated optimization methods which are based on heuristics
are proposed in many literature to resolve this issue. The well-established ones include Genetic
Algorithms, (GA) [56, 57], Particle swarm optimization (PSO) [58, 59] and Levenberg–Marquardt
algorithm [60].

Genetic Algorithm is a suitable method for dynamic load modelling as demonstrated in [61].
However, one of its major drawback is the high computational cost. Moreover, GA converges slowly
because it explores wide search space rather than use neighbouring information to manoeuvre the
best direction of search. Several versions of the algorithm which include population diversity-
based GA (PDGA) [62] and adaptively adjusted GA [63] have been implemented in an attempt
to improve its efficiency. The limitations of GA can be slightly improved by combining it with
another technique that has better local search abilities. For instance, a form of hybrid algorithm was
implemented in [64] where both Genetic Algorithm and Levenberg-Marquardt Algorithm were used
for estimating the parameters of the composite load model which contained an IM component.
Since the objective function used for load modelling optimization usually has multiple local minima
[65], this combination was an attempt to upgrade the search capability of the algorithm. The
Levenberg-Marquardt Algorithm has a good local search ability [60] while GA is reputable for its
global search ability. Consequently, the convergence achieved was considerably more than the lone
GA while the hybrid algorithm avoided being confined to a local optimum to which the distinct
LMA would have been susceptible. However, the hybrid algorithm is still not fast enough due to
the involvement of GA. Thus, a compromise between the cost of computation and its ability to
search for global optimal solution is necessary. The complexity also increases due to the number
of parameters to be heuristically determined.

In conclusion, Artificial Neural Networks (ANN) are the most predominant technique for
optimization due to their intrinsic ability for modelling nonlinear systems [1]. Besides, they have
been successfully implemented in many power system dynamics and stability applications [66–
69]. The procedure is very suitable for dynamic load modelling because it does not require load
composition information nor equivalent model structure. It adaptively adjusts and updates model
parameters based on the measurement data gathered from the detailed model. Particularly, an
ANN-based strategy was used to create a dynamic equivalence of an active distribution network
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with many active DGs in [69]. Upon sufficiently training the ANN, it was able to replicate the
behaviour of the main system and could interact with the retained part of the system. Accordingly,
some impressive results have been reported on the application of Mean-Variance Mapping
Optimization (MVMO) algorithm, a novel heuristic optimization algorithm, for identification of load
modelling parameters [70, 71]. MVMO is a swarm intelligence based procedure with an enhanced
search capability based on its incorporation of single parent-offspring technique which makes
it suitable for real time applications. It exhibits exceptional convergence characteristics and an
impressive performance with respect to the accuracy of the identified parameters [72]. Therefore,
the MVMO algorithm is adopted in this thesis for parameter identification of the DE which is
implemented in RTDS. A detailed description of the algorithm and its implementation in RSCAD-
MATLAB is given in Chapter 5.

2.8. SUMMARY
This chapter presented the importance of load modelling in power system dynamics and stability
studies. It highlighted the different types of load modelling methodologies and load models in
existence based on the outcomes of an international survey on load modelling performed by CIGRE
Work group C4.605. As previously stated, the survey results showed that static load models are still
predominantly used, even for power system dynamic studies. Although, the results showed that
about 30% of TSOs and utilities include some form of IM model to characterize dynamic loads.
Nevertheless, the reports suggest that the count of dynamic load models currently implemented in
actual studies is limited despite the variety of models in existence.

The concept of dynamic equivalence was explained and accompanied by the techniques used
for aggregation of load models. According to the findings of the CIGRE work group, there are no
aggregated load models for active distribution networks currently being used in practice by utilities.
Admittedly, recommendations for dynamic equivalencing of ADN and micro-grids (MG) are in the
most primitive stages and can mostly be referred from academic research. The report suggests
the supplementary development of equivalent mathematical models for ADNs and MGs. These
models should be able to adequately represent ADN for both steady-state and dynamic studies of
medium and large power networks. Since some characteristics of ADN are difficult to represent
using conventional dynamic equivalencing methods, the report suggests that system identification
techniques should be exploited to tackle this challenge. Several parameter estimation techniques
based on system identification have been proposed to derive appropriate aggregated models of
complex power systems.

Furthermore, the structure of the dynamic equivalent that is adopted in this research was
explained. This chapter also reviewed the two approaches used for determining load model data,
i.e. the measurement and component-based approaches. This included their major advantages and
disadvantages. Also, the two main techniques for determining DE parameters, system reduction
and system identification techniques were discussed. The latter was adopted in this research by
using the heuristic-based MVMO algorithm.
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REAL TIME DIGITAL SIMULATOR

3.1. INTRODUCTION

Real Time Digital Simulator (RTDS) is a sophisticated hardware and software integrated computer
system used to study Electromagnetic Transient (EMT) Phenomena in power system. As the name
implies, it can perform power system simulations at computational speeds equal to those achieved
during real-time operation. It is a commercially available system that is widely used by leading
electrical power utilities, electrical equipment manufacturers and research institutions. The first
application of the RTDS Simulator was to study the Nelson River Manitoba Hydro HVDC System.
However, continuous improvement and development by RTDS Technologies has led to it being the
world standard and benchmark tool for real-time digital power system simulation [73].

One of the main advantages of the RTDS is that it provides utilities with a safe and controlled
platform to perform several tests and analyses. These analyses are usually for power system
scenarios that seldom occur but are dangerous and very costly to incorporate in actual existing
networks. Some areas of application of the RTDS by utilities and other electrical companies include
pre-testing of new protection and control systems, Expansion Planning, Contingency and Reliability
Analysis, HVDC and FACTS applications, Maintenance and Training [73]. The IEPG research group
in the Electrical Engineering department at TU Delft is equipped with an RTDS Simulator similar to
that shown in Figure 3.1. The module has 8-racks and a couple of them are simultaneously used for
research within the MIGRATE project [74].

19
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Figure 3.1: The RTDS Power System Simulator (www.rtds.com).

3.2. RTDS HARDWARE
RTDS employs high-speed Digital Signal Processor (DSP) chips and Reduced Instruction Set
Computer (RISC) to achieve real-time computational speeds [75]. This is fostered by the utilization
of cutting-edge parallel processing techniques. It is a modular system (cubicle) available in different
sizes consisting of racks, DIN rails for input/output cards and power entry components. A rack is
a 19-inch housing where RTDS processor cards and other cards are mounted as shown in Figure
3.2. Each rack is powered from a separate power supply installed at the bottom of the cubicle
and delivers +5Vdc, +15Vdc and -15Vdc. However, their power switches are located on the front
of the RTDS Cubicle’s power panel. The cubicles have a reset button on the main power relay which
must be pushed when AC supply voltage is restored. The Input/Output cards which are installed
on the DIN rails enable the RTDS hardware to be interfaced with other equipment such as relays or
controllers. They are powered by a 24Vdc, 100W power supply thus limiting their number.

3.2.1. GTWIF: GIGA TRANSCEIVER WORKSTATION INTERFACE CARD

This is the card responsible for communication between the parallel processing hardware and the
host computer workstation. The connection is established via Ethernet LAN cable. The GTWIF card
is usually installed on the far-right side of an RTDS rack. Its main functions are [75]:

1. Communication between the RTDS rack and the host PC running the RSCAD software. The
link is established over an ethernet based LAN either connected directly to a computer
workstation (for portable RTDS) or via an ethernet switch available in full size, mid-size and
mini cubicles.

2. Facilitates data transfer with the computer workstation thereby enabling users to load, start
and stop the simulation cases.

3. Communication with other racks participating in a simulation case. Each GTWIF card uses
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its inter-rack communication channels to exchange data with up to six other racks while the
simulation case is running.

4. Synchronization of racks for multi-rack simulation cases. This is done by the first rack in the
simulation case which is designated as the master rack.

5. Communication of data between processors over the rack’s backplane is coordinated by the
GTWIF.

6. The GTWIF performs self-tests and runs diagnostics on other cards installed in its rack. The
diagnostics are automatically run at power up and may be initiated by the user.

1

mid-size cubicle

rack

PB5 GTWIF

Figure 3.2: The RTDS Rack

3.2.2. PB5: PROCESSOR CARDS

The PB5 processor card shown in Figure 3.3 consists of 2 Power PC RISC processors, each running at
1.7 GHz. It utilizes communication ports for inter-processor data exchange. PB5 provides increased
network solution and component modelling capabilities. A network solution processor is allowed
only 72 nodes, thus a total of 144 nodes per PB5. However, a unique fiber enhanced backplane
feature allows the number of nodes per processor to be increased to 90 implying a total of 180 nodes
within a single rack [75].

Figure 3.3: The RTDS PB5 processor card
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3.2.3. GLOBAL BUS HUB

The Global Bus Hub (GBH) interface panel shown in Figure 3.4 is used to coordinate the operation
of RTDS simulators consisting of 3 or more RTDS racks [75]. This is facilitated by connecting each
rack to the GBH via a fibre optic cable available on their GTWIF card. If an RTDS simulator consists
of only two racks, a direct connection is made between the optical ports on the GTWIF cards in the
racks, therefore a GBH is not required. Usually, the GBH panel is placed in the rear of one of the
RTDS cubicles. The configuration of the panel may include up to 3 hub cards. Each hub card can
accommodate about 10 GTWIF cards. Therefore, a single GBH enables the interconnection of up to
30 racks. However, it is possible to ring 2 GBH panels, enabling a maximum of 60 interconnected
racks.

Figure 3.4: The RTDS Global Bus Hub

Furthermore, the GBH is configured to isolate consecutive racks which may be required for
some simulation cases. This ensures that the remaining racks are available for other users to run
simulations. For example, this thesis project initially required 3 racks out of the 8 racks available in
the IEPG group. As such, the remaining 5 racks could be simultaneously used for other simulation
cases. Multi-rack simulations of any combination are permitted by the GBH so long as the racks are
consecutive [75]. Thus, an 8 rack RTDS is able to run 4 separate double rack cases and so on. Another
important function of the GBH is the distribution of common timestep for all racks. The GTWIF
in the first rack i.e. master rack assigned to a simulation case defines the timestep clock/signal
and sends it via fibre optic connection to the GBH. This signal is then received by other racks i.e.
slave racks involved in the simulation. Through the fibre optic link, racks also transfer other signals
required for data synchronization and coordination of communication intervals to the GBH. The
GBH can be accessed by RTDS software through its Ethernet LAN port located at the front of the
panel. The Ethernet LAN parameters are initialized using a USB port also located at the front of
the GBH. The GBH operation is configured by the software at the beginning of a simulation case,
defining the master rack and number of slave racks required.

3.2.4. GIGA-TRANSCEIVER INPUT/OUTPUT (GTIO) CARDS

The GTIO cards are designed to interface analogue and digital signals between the RTDS Simulator
and an external device. They are driven from the Giga-Transceiver (GT) optical ports available on
the PB5 processor cards. Their connection is flexible and depending on the configuration, as many
as 8 GTIO cards can be daisy-chained or connected to a GT port. A fibre optic cable with industry
standard LC connectors is used as a link between the GTIO cards and the PB5. The link operates at
2Gbit/s bandwidth which allows the GTIO cards to be placed up to 35mm from the RTDS Simulator
cubicles [75]. However, under normal configuration, they are mounted on DIN rails in the rear of
the cubicle. There are four types of GTIO cards, two digital (GTDI and GTDO) and two analog (GTAI
and GTAO) cards. These cards provide optically isolated input and output for connecting RTDS
simulator to external devices.
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3.3. RTDS SOFTWARE (RSCAD)
The RTDS Simulator has a state-of-the-art graphical user interface known as RSCAD. This interface
includes several modules that are designed to enable the user to prepare, run and analyse
simulation cases. The modules provide a communication platform between the user and the
RTDS Simulator. These RSCAD modules are: FileManager, Draft, RunTime, TLine, Cable, MultiPlot,
Convert and CBuilder [75].

3.3.1. FILE MANAGER

File Manager is the homepage of the RSCAD software from which all other modules can be
launched. It facilitates the organisation of simulation projects and cases. Users can assess and share
projects and cases within the Local Area Network depending on permission rights. Furthermore, it
provides a link to a comprehensive manual set is provided as can be seen in Figure 3.5. The manuals
include RTDS hardware manual, power and control system components manuals, tutorial manuals
etc.

Figure 3.5: RSCAD File Manager module.

3.3.2. DRAFT

The RSCAD Draft module allows users to graphically assemble the circuit diagram of the system
to be simulated. It contains on its right side, a comprehensive library of power system, control,
protection and automation component models. Simulation circuits are created by simply copying
the required component from the library and pasting it onto the window on the left side of the
draft screen shown in Figure 3.6. A menu window is used to enter model parameters to customize
their performance. After the circuit is completed, load flow calculations can be initialized, thus
minimizing the start-up transient. Thereafter, the simulation case is compiled for the RTDS
Simulator. The compilation process provides preliminary error checking of simulation components
and parameters as well as creates the execution code for the simulator hardware. Furthermore, the
draft module offers advanced features such as the single line diagram (SLD) format which allows
users to toggle between single line and three-phase formats. The SLD view is easier to understand
while the three-phase view allows for implementing more details such as unsymmetrical loading.
For larger systems, it is also possible to collapse some parts into hierarchy boxes.
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Figure 3.6: RSCAD Draft module.

RTDS LIBRARY

The right side of the draft module shown in Figure 3.6 contains the comprehensive RSCAD
library. It includes power system, control system, protection and automation, and small time-step
components libraries which can be used to build the desired simulation circuit. The Power System
Component Library shown in Figure 3.7a contains models of most of the common equipment
available nowadays in power systems. Examples of such models include: voltage and current
sources, synchronous and induction machines, transmission lines, instrument transformers,
HVDC, FACTS, filters, passive components (resistors, inductors, and capacitors), breakers, etc. The
Control system component library shown in Figure 3.7b contains individual and composite control
blocks used to interact with the power system model and other external programs. The control
models are available as specialised group of components. These groups include maths functions,
constants, data conversion, generator controls, logic functions, meters, signal processing, etc.

(a) Power system library (b) Control system library

Figure 3.7: RSCAD Power system and Control system libraries.
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3.3.3. RUNTIME

The Runtime module shown in Figure 3.8 ensures that the loading, controlling and running of the
simulations is done entirely on the host computer. The Runtime software communicates with the
GTWIF card’s real-time operating system to exchange messages associated with plot updates and
user initiated events. It serves as the Operator’s Console because it is the platform through which
the user interacts with the real-time simulation. The user can customize and adjust parameters
through components like sliders, switches, buttons, dials, meters, plots, etc. while the simulation
is in progress. These components can be placed in groups and minimized for better navigation of
the platform. Timestamps, texts and annotations can also be included to aid the documentation
of results. Plot data can be saved for further processing in Multiplot or in external software such as
MS Excel or Matlab. Plots are automatically updated when the user interacts with the simulation.
The plots can also be used directly in reports by saving them in different formats such as JPEG, PDF,
COMTRADE and EMF format. Additionally, simulations can be run without user interference in a
process called Automated batch operation. Users can create a script file to perform a sequence of
events such as starting/stopping simulation cases, initiating events, changing set points including
draft variables, saving results, etc. Script files can be created by using a record and replay feature or
through an editor available in Runtime or on an external program like Matlab. Section 5.4 explains
in more details how scripting was used in this research work.

Figure 3.8: RSCAD Runtime module.

3.3.4. TLINE

The RSCAD TLine module is used to generate physical AC and DC transmission line data which
is converted to a form usable in the Draft module. Generally, transmission lines are modelled
using travelling wave algorithms within the RTDS [73]. The travelling wave models are distributed
parameter representations of these lines. However, if the line is shorter than 15km which
corresponds to a simulation time-step of 50 µsec, it is modelled using lumped R-L-C components
assembled as a PI-circuit. The file containing the transmission line data must be specified in the
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travelling wave transmission line component available in Draft.

Figure 3.9: RSCAD TLine module.

The data for the commonly available Bergeron and frequency dependent travelling wave models
can be calculated using the conductors’ physical characteristics and their location relative to each
other and earth as shown in Figure 3.9. Alternatively, the positive and zero sequence impedances
can be used to generate these data.

3.3.5. CABLE

Like the TLine module, the RSCAD Cable module provides the conversion of physical cable data
into a form usable in the Draft module. Cables can be modelled using travelling wave models or
equivalent PI sections. Also, parameters for both Bergeron and frequency dependent models can be
generated.

3.3.6. CONVERT

The Convert module is a special feature of RSCAD that allows the conversion of simulation files from
PSS/E and MATLAB Simulink to RSCAD [75]. The conversion program takes load flow description
(.raw), dynamic data (.dyr), and the sequence data file (.seq) which are input text files for the
PSS/e program and produces graphical output files that are readable in the RSCAD Draft module.
A screenshot of the module is shown in Figure 3.10. Simulink control models can be imported
into RSCAD library through the Component Builder module discussed in the next section. This
is facilitated by MATLAB’s embedded coder which allows the model to be translated to C code for
generating the CBuilder component.
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Figure 3.10: RSCAD Convert module.

3.3.7. CBUILDER

The RSCAD Component Builder (CBuilder) module facilitates the creation of customized
components occasionally required by advanced users to be run on the RTDS Simulator. In this
environment, users can draw the icon for new power system or control components as shown in
Figure 3.11. Additionally, users can define the parameters, the input/output nodes and write the
associating code. The code for CBuilder components is based on ANSI C. However, models built
using the CBuilder can only run on PB5/GPC cards.

Figure 3.11: RSCAD CBuilder module.
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3.3.8. MULTIPLOT

The Multiplot module shown in Figure 3.12 is used for post-processing, analysis and printing of
results captured from the RTDS Simulator. It contains advanced data analysis, conditioning, and
plotting functions. Data can also be exported for post processing in other application software
(Matlab, Excel, etc.).

Figure 3.12: RSCAD Multiplot module.

3.4. RTDS OPERATION
For the RTDS to properly function, both the hardware and its software, RSCAD, must be properly set
up and installed on a computer workstation respectively. A LAN communication is then established
between the computer and the RTDS to allow the use to communicate with the simulator. As
previously explained, RSCAD contains precise power system component models which are essential
for representing various elements that are available in real power systems. Also, RTDS employs
the nodal analysis technique to provide network solutions based on Dommel’s solution algorithm
introduced in [76]. This algorithm is used in almost all digital simulation software designed for the
study of electromagnetic transients [75].

There are some simple steps required to prepare and run any new or existing simulation case,
which may represent either a simple circuit or complex power system. These steps are as follows:

1. Start the RSCAD Software

2. Create new Project and Case directories in the File Manager module.

3. Start the RSCAD/Draft module
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4. Create the new power system model and specify the starting rack number

5. Compile the new model from RSCAD/Draft

6. Run the simulation case using RSCAD/RunTime module

7. Plot and analyse simulation results using RSCAD/MultiPlot

The following sections seek to provide insight into some aspects of the simulation procedure in
RTDS that a user should be cognisant with based on information in the RTDS Tutorial Manuals [75].

3.4.1. NODES

The point of connection between two power system component is known as a node. In RTDS, a
node is a single-phase entity and is usually mathematically absorbed wherever possible due to its
limited availability per processor. The maximum number of nodes per network solution on the PB5
processor card is 90 single-phase nodes (30 three-phase buses). However, a unique feature of the
PB5 processor card is its ability to support dual network solutions (i.e. two subsystems) in a single
rack. Therefore, the maximum number of nodes per rack is doubled to 180 (i.e. 2 x 90).

3.4.2. SIMULATION TIME STEP

The computation of the state of a power system network is done at integral instants of time.
Node voltages and branch currents at any moment are dependent on their values from previous
timesteps. Hence, it is important to select an appropriate simulation time step while preparing a
new case to adequately represent real time quantities. The RTDS, through its parallel processing
capability, must be able to solve all the equations representing the power system model within the
user specified time step. The typical time steps for studies performed on RTDS or similar EMTP type
simulations are in the range of 50 microseconds. However, such time steps are too high to accurately
simulate high frequency switching circuits such as power electronic converters. To resolve this,
RSCAD has a feature known as small time step simulation which employs several techniques to
reduce the time step to a range of 1 to 2.5 microseconds. Overall, the complexity of the circuit to be
simulated determines the actual time-step that would be used.

3.4.3. SUBSYSTEMS

The concept of subsystems is a very vital one in RTDS and other Electromagnetic Transients (EMT)
Software. A subsystem is a decoupled portion of a power system model which is mathematically
isolated from other portions of the system and can be solved independently. Subsystems are
normally created using travelling wave transmission lines or cables whose length should be greater
than 15km because of the typical RTDS timestep of 50µs. They can also be created using subsystem
splitting transformer available in the RSCAD library. Due to the time required to solve a network
with many nodes, splitting a system into two considerably reduces the computation time; moreover,
subsystems can be solved in parallel. However, it is not necessary to split a model into subsystems
if it fits onto a single rack of RTDS and has sufficient nodes. There can be more than one subsystem
on a rack but a single subsystem cannot exceed one rack. Therefore, each rack usually corresponds
to one RSCAD/Draft page.
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3.5. POWER COMPONENT MODELS IN RTDS
There are several components in the RSCAD power system component library. This section covers
a few of them which are directed related to this thesis.

3.5.1. SOURCE MODEL

RSCAD/Draft offers both single and three phase equivalent source models which can simulate
infinite bus voltage signals behind a defined system impedance. The single-phase models can
simulate purely sinusoidal ac, ac with superimposed harmonics, ac modulated and dc waveforms
while the three phase models normally represent a balanced sinusoidal three-phase infinite bus
voltage behind a specified impedance. For three phase models, the user can select individual
positive and zero sequence impedance circuits. The positive sequence impedance circuit has four
different configurations, R, L, R//L and R-R//L. One of them must be selected during the Draft
session from the source configuration window shown in Figure 3.13. The voltage magnitude and
other parameters such as frequency, phase angle, source impedance etc. of the source models can
be dynamically varied using sliders created in the RSCAD/Runtime module while the simulations is
running.

Figure 3.13: Three-phase source model

Furthermore, an internal fault can be simulated behind the source impedance by creating
a sudden but timed reduction of the source voltage. The duration of the reduction and its
magnitude can be defined through the remote fault tab on the configuration menu in Figure 3.13.
The simulation of the internal fault can be repeated in RSCAD/Runtime using the push button
component. A sequence of event which involves the push button can also be defined through a
script as implemented in this thesis (see section 5.4.1).

3.5.2. TRANSFORMER MODEL

RTDS has different types of transformers which can be selected based on the intended application.
However, only the power transformers and not measurement transformers are discussed further.
The transformer models can represent either two or three winding configurations. Currently, the
power system component library includes a single-phase two winding transformer model and
three-phase two and three winding auto transformer models. The winding of the three phase
transformers can be connected in either delta, wye-grounded or wye-ungrounded based on the
user’s selection in the transformer configuration menu shown in Figure 3.14. Furthermore, the
three-phase two winding transformer can be modelled using any of three options: ideal, linear or
saturating transformer.
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Figure 3.14: Transformer model configuration menu

Any of these options can be chosen in the transformer configuration menu. If the type option
which determines whether the saturation and hysteresis feature is enabled is set to ‘Yes’, then the
transformer is modelled as ideal. This means that no magnetizing inductance is included but only
the stated leakage reactance. Otherwise, a magnetizing branch with the leakage reactance would
be defined to represent a non-ideal transformer. Other items that can be configured in the usual
manner through several menus are the ratings (in MVA), winding configuration (either wye or delta),
number of coupled windings, leakage impedances, magnetizing currents, tap changers etc.

3.5.3. TRANSMISSION LINE MODEL

Transmission lines can be represented in RTDS either by travelling wave transmission line or PI
section models as shown in 3.15. The former is preferred because they offer better accuracy due to
their distributed parameter representation of long transmission lines and require lesser simulator
hardware. In other words, travelling wave models need only one or two processors to represent an
entire line with about 12 mutually coupled conductors unlike the PI section models which would
require more due to their lumped parameter representation. Several PI sections have to be cascaded
to represent a line while the nodes between each section also need to be modelled. However, for
short transmission lines (less than 15km), the PI section model must be used. This is due to the
calculation algorithm of the travelling wave model which limits the length of line to be represented.
For the usual timestep of 50µs and assuming wave propagation velocity is at the speed of light,
the waveform would travel approximately 15km. Therefore, lines that are less than 15km should
be represented using a PI section. Moreover, as the length of lines reduces, so does the effect of
approximations derived from using the PI section.
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Figure 3.15: Transmission line models
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In RSCAD, the TLINE module is used to define the line geometry, configuration and other
relevant parameters. The output of the module (i.e. a .tlo file), which must be in the same
simulation case folder, is used by the Draft module upon compilation of a case containing the
line. As mentioned earlier, travelling wave line models are also used to split large power systems
into mathematically isolated subsystems. In this thesis, both the PI section made up of R, L and C
components and travelling wave transmission line models were used. The travelling wave model
was used to connect the external grid to the distribution system and to split the overall system
into two subsystems. Figure 3.15a shows the representation of the travelling wave model in Draft
module. The distribution lines of the reference detailed model (see Chapter 4) were however
represented using PI sections due to their length. Figure 3.15b shows the representation of the PI
section model.

3.5.4. LOAD MODEL

Dynamic single phase and three phase load models exist in RSCAD power system component library
to represent different loads in the power network. The dynamic models can be used to adjust the
load to maintain real and reactive power set points using a variable conductance [75]. The load can
be connected either in wye or delta configuration and modelled as series resistance and reactance
(R-X) or parallel (R//X) connection. The power set points can be controlled using either sliders,
control components or ZIP components through the ‘cc’ option in the load model configuration
menu shown in Figure 3.16. When Slider is selected, the P and Q set points are initialized with
the corresponding sliders in RSCAD/Runtime module. However, if the ‘cc’ parameter is set to ZIP
component, the load computations are based on the percentages of the load which is constant
power (PP, QP parameters), constant impedance (ZP, ZQ parameters) and constant current (IP, IQ
parameters). When ‘CC’ is chosen, the power set points can be adjusted through control input wires
connected to other control components such as the exponential load computation blocks. Finally,
the load can be modelled as a constant impedance by selecting ‘ConstZ’ option thus implying the
load is not dynamic.

Figure 3.16: Load Model Configuration menu
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4.1. INTRODUCTION
This chapter presents the models of the detailed network and the dynamic equivalent from which
the test cases for this research were implemented. For conducting load model analysis and
implementing an aggregated model, a suitable distribution system that already exists was necessary
on which comprehensive analysis can be performed. The system adapted is a well-known IEEE 34
Bus system, an actual distribution system in Arizona, and a test system provided by the IEEE Power
Engineering Society [77]. The distribution feeder has a variety of components including distributed
and spot loads which makes it an ideal system for this research. On the other hand, the transmission
system was represented as an external grid due to the limited amount of racks available and the
computation effort required to scale up the distribution system. Meanwhile, to accommodate the
recent integration of distributed generation (DG) in the low and medium voltage grid levels, the
IEEE 34 Bus test system was modified to include renewable energy sources. Hence, the distribution
system was transformed from a passive network to an active network where the power flow is bi-
directional.

4.2. IEEE 34-BUS SYSTEM
The IEEE 34-bus test system, shown in Figure A is one out of five benchmark distribution feeders
published by the Distribution Subcommittee of the IEEE Power Engineering Society. It represents
an actual feeder located in Arizona, USA. It is a lightly loaded and unbalanced system with uneven
load distribution. The feeder operates at a voltage level of 24.9kV and the has nineteen distributed
loads combined with six three-phase spot loads which sum up to 1.769MW/1.04MVar. These loads
are specified as either delta or wye loads and are modelled as constant impedance (Z), constant
current (I), and constant power (PQ) loads. The parameters and configurations of the feeder are
available in Appendix A and published in [77] with the power flow results. Besides, the network
elements available on the test feeder include a substation transformer, an in-line transformer,
voltage regulators, shunt capacitors, overhead distribution lines of several configurations and
loads. These network elements were modelled in RTDS using components from the power system,
controls and generator controls libraries in RSCAD already explained in Chapter 3. However, due to
the length of the distribution lines, they were modelled using approximate pi-model rather than the
travelling wave which requires a minimum of 15km.

33



34 4. MODELLING OF DETAILED AND DE SYSTEM IN RTDS

4.3. MODIFIED IEEE 34-BUS SYSTEM
To create an active distribution system for representing recent and future grids (and for reference
data generation), a bi-directional power flow system must be achieved. Therefore, for the test cases
used in this thesis, the IEEE 34-bus test feeder was modified to include distributed generators i.e.
three PV modules at different nodes, thus representing an active distribution system. These PV
generators supply about 0.4MW each. The modified network which is also the first test case is shown
in Figure 4.1. Only PV modules were considered to represent power electronic interfaced based
DG due to the number of racks available for this thesis. In addition, induction motors were also
added at a few nodes to increase the contribution of dynamic loads in the detailed reference model.
The results from disturbances applied to this modified IEEE 34 Bus system provide a benchmark
for validating the proposed dynamic equivalent model. Furthermore, the generation of simulated
data required for the estimating the parameters of the equivalent model using MVMO algorithm is
discussed in detail.
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Figure 4.1: Modified IEEE 34 Bus system

4.3.1. EXTERNAL GRID MODEL

The external grid represents the transmission system and was modelled using a three-phase source
model available in the RSCAD library. It operates at a voltage of 110kV and was connected
to the IEEE 34-Bus distribution system using a delta-wye step down transformer and a 120km
transmission line. The source impedance type used was a resistor in parallel with an inductor
whose values are 1Ω and 0.1H respectively. Furthermore, the high voltage side of the connecting
transformer was used as the point of common coupling between the transmission and distribution
system. However, the source model has a feature which allows the user to monitor the active and
reactive power at the source terminal. Hence it was used as the point of collecting the simulated
data for validating the dynamic equivalent load model. The transmission line was modelled using
the travelling wave transmission line model on the TLINE module which was previously explained
in section 3.5.3.

4.3.2. PV MODEL
Solar energy development has recently surged due to advancement in electronic power conversion
technologies and the world’s push towards addressing climate change and other environmental
issues. Grid-connected photovoltaic systems is gradually becoming a major contributor to the
energy mix, so it is important to consider their characteristics while modelling a distribution grid.
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A block diagram of the PV system model which was added to different buses on the IEEE 34-
Bus distribution network and also used to represent the aggregate power electronic interfaced
generation in the RSCAD/Draft environment is shown in Figure 4.2. The main components of the
PV system are a solar array, electronic power converter with its controllers, and a grid interfacing
transformer.

Small time step

MPPT 
control

Voltage 
Source 

Converter
EMI Filter

Interface 
Transformer

AC Grid

Control System

Figure 4.2: Block diagram of PV System Model

PV ARRAY

A solar cell is the fundamental component of a PV array which converts solar energy to electric
energy due to photovoltaic effect. Solar cells are made from semiconductor materials of which
silicon is the most commonly used. A simple silicon solar cell produces a relatively small voltage
of about 0.7 V. To attain higher voltage and current levels, solar cells are connected in series and in
parallel to form PV modules, which produce about 16V to 36V with a few watts of power. However,
for practical applications, PV modules are connected in series and parallel to form PV arrays which
produce large amounts of voltage (kV) and current (kA). Figure 4.3a shows the description of the PV
array as formed from a solar cell.

(a) PV array
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(b) Practical model of a solar cell

Figure 4.3: Description of a Solar cell

The typical behaviour of a solar cell can be represented by an equivalent circuit which includes
a diode, a series and shunt resistance as shown in Figure 4.3b. The mathematical model of a PV cell
which describes its current-voltage relationship is given by equations 4.1 and 4.2.

I = Iph − ID − Ish (4.1)

I = Iph − Io

(
exp

(
V +Rs I

ns aVt

)
−1

)
−

(
V +Rs I

Rsh

)
(4.2)

Vt = kT

q
(4.3)
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Where,
Iph is the photo-current induced by the incidence light on the PV cell and depends on the cell size,
semiconductor material, insolation G (W/m2) and temperature T (K) while ID is the total diffusion
current through the diode. Io is the diode reverse saturation current, a is the diode ideality factor
which measures the closeness of the diode to being ideal. Rs is the series resistance which is the
sum of structural resistances in the PV cell while Rsh is the leakage current of the p-n junction of
the semiconductor material [78]. ns is the number of PV cells connected in series. Vt is the diode
thermal potential difference which is dependent on temperature T (in K) as described in equation
4.3. Where k is the Boltzmann constant (1.38x10−23 J/K ) and q is the magnitude of an electron
charge (1.602x10−19C ). Furthermore, the standard test condition (stc) for solar irradiance is usually
Gstc = 1000W /m2 at a temperature, Tstc = 25◦C. Further details about the PV cell model and how its
complexity can be reduced are well documented in [78].

RSCAD/Draft contains a PV array model shown in Figure 4.4 which can be configured by the user
to the desired number of modules in series and parallel to produce an appropriate power output.
The parameters of the PV array modelled in this thesis are given in Table 4.1. The model takes
the insolation (Watts/m2) and temperature (◦C) as inputs and provides the positive and negative
DC node voltages V DCp and V DCn as outputs. Under simulation circumstances, the PV array
characteristics is simply approximated as the superposition of the characteristics of the PV modules.
Therefore, the array output voltage is the number of parallel modules multiplied by the module
output voltage while its output current is the number of modules connected in series multiplied by
the module output current [79].
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Figure 4.4: PV array model in RSCAD component library

Table 4.1: PV Array Parameters

Voc_stc 21.7 V

Isc_stc 3.35 A

Vm_stc 17.4 V

Im_stc 3.05 A

Ki 0.065 %/
o
C

Eg 1.11eV

Prated 1.74 MW

Ncs 36

Ncp 1

Ns 115

Np 285
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PV SYSTEM POWER CONVERTERS

To connect PV arrays to the grid, power converters whose function is to convert the PV output DC
power to meet the requirements of the AC grid are required. There are two main topologies, single-
stage or dual-stage converter topology, through which PV arrays can be interfaced with the grid.
These are shown in Figure 4.5.
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Figure 4.5: PV converter topology

The structure of the single stage topology is simpler and provides a higher power efficiency than
the dual stage. Its control system is however more complex than the dual stage as the DC/AC
inverter solely ensures maximum power transfer from the PV array to the grid [80]. Due to the
inverter’s efficiency, the DC-side voltage is about 1.63 times more than the AC-side under normal
operation. In this thesis, the single stage grid connected system shown in Figure 4.6 was adopted
as implemented in [81]. The system uses a DC capacitor to limit the oscillations on the DC voltage.
The Voltage Source Converter (VSC) controls the DC link voltage and active power supply to the grid
and also ensures grid synchronization. A delta-wye transformer steps up the VSC AC-side voltage to
grid level voltage and reduces harmonic current injection to the grid. Capacitor filters and interface
reactors are placed at the point of common coupling (PCC) between the VSC and the grid to further
minimize the converter harmonics injected to the grid [82].
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Figure 4.6: Single-Stage, Grid-connected PV system

Many DC/AC converter topologies can be used to interface PV arrays to the grid. Frequently
used among them is the two-level voltage source converter (VSC) shown in Figure 4.7. The three
phase VSC has three legs, each containing two valves made of insulated-gate bipolar transistor
(IGBT) semiconductor switching device in parallel with a diode. Each of the VSC legs is connected
to one phase of the grid which can adopt either of two voltage levels, +VDC or −VDC [82]. The AC
side phase voltage is positive when the top switches are ON and negative when the bottom ones are
ON relative to the DC side mid-point [82].
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Figure 4.7: 3-phase, 2-level Voltage Source Converter

Sinusoidal pulse width modulation (SPWM) is used for switching the six valves of the VSC due to
its minimized lower order harmonics and simplicity [83]. SPWM involves the comparison of a high
frequency triangular carrier wave with a low frequency sinusoidal modulation signal to generate
firing pulses for controlling the switching procedure of each valve. This leads to the generation
of the output voltage waveforms. The magnitude of the output voltage and its harmonic content
depend on the frequency modulation index, m f , and the amplitude modulation index, m [83]. m f

is the ratio of frequency of the carrier signal to the frequency of the modulation signal as given in
equation 4.4 while m is the ratio of the amplitude of the modulating signal, Am , to the amplitude of
the carrier signal, Ac given in equation 4.5. The VSC functions in a linear modulation range between
the carrier and the output voltage signals when −1 ≤ m ≤ 1. However, over modulation occurs when
m > 1 leading to a lower quality of the output voltage waveforms [83]. Furthermore, m f must be
an integer multiple of trice the modulation frequency, k, i.e. m f = 3k, to ensure generation of a
symmetric three-phase modulating waveform [83].

m f =
fc

fm
(4.4)

m = Am

Ac
(4.5)

The VSC switching frequencies are usually in the range of 1 to 4kHz. Due to these, the two-
level VSC is modelled in RSCAD within a small time step sub-network shown in Figure 4.8 . This
sub-network is solved within a time step range of 1.4 to 3 µsecs, allowing the simulation of the high
switching frequencies of the VSC in RSCAD [75]. Moreover, the PV array is simulated with a large
time step of 50 µsecs and was interfaced with the 2-level, VSC simulated with a small time step of
2.5 µsecs using a large time step to small time step transmission line interface model in RSCAD as
shown in Figure 4.9.
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Figure 4.8: Small time-step subnetwork in RSCAD/Draft
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Figure 4.9: Large to small time-step connection in RSCAD/Draft

MODELLING OF THE PV CONTROL SYSTEM

The main objectives of the PV control system are to ensure maximum power transfer from the PV
to the grid through maximum power point tracking (MPPT) and to enable adequate inverter-grid
connection [84]. The components in the control systems library of RSCAD were used to implement
these control objectives. PV generators always have a maximum power point for every operating
condition and operating at this point of PV output is necessary. Maximum power point tracking
aids the realization of this point despite changes in level of insolation and temperature and ensures
the PV cells operate at their highest efficiency. Several algorithms are used for MPPT based on
either direct method such as perturbation & observation (P&O) and incremental conductance (INC)
methods or indirect methods such as Lambert approximation, fuzzy logic etc. The direct methods
are commonly preferred due to their reduced computational requirement and non-complexity [85].
Hence, the incremental conductance algorithm whose flow chart is shown in Figure 4.10 was used
to obtain the DC bus reference. The MPPT algorithm increases or decreases the DC bus reference
for any given insolation and temperature, thereby tracking the new maximum power output.
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Figure 4.10: Flowchart of incremental conductance algorithm
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The second objective which is to properly connect the inverter to the grid is discussed here.
The exchange of real and reactive power between the PV system and the grid is implemented in
the dq reference frame using the fundamental decoupled current control scheme [82]. This scheme
ensures a robust dynamic response to disturbances in the PV system and also protects the VSC
against high current conditions [84]. Figure 4.11 describes the full control scheme implemented
in this thesis while the various control blocks are provided in Appendix B. The instantaneous AC
voltages and currents are transformed by the dq reference frame control into DC signals thus
simplifying the parameter tuning process and control design [82]. By tracking the frequency and
angle of the grid side AC voltage (delta side of the transformer) using a phase locked loop (PLL)
controller, a transform angle ρ is obtained and used to transform the AC voltages and currents to
the dq reference frame. The PLL control was designed using a prebuilt PLL component accessible in
the RSCAD library [75]. The decoupled current controllers provide modulation signals, md and mq,
as outputs. These are transformed to three-phase sinusoidal signals, ma, ma, mc, using a dq-abc
transformation block and serve as the modulation waveform in the SPWM control. Thereafter, the
SPWM control block generates the firing pulses of the VSC valves.
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Figure 4.11: PV system Control

RUNTIME SIMULATION OF THE PV SYSTEM

The description of the simulation and control of the PV system in the RSCAD/Runtime module
is given in Figure 4.12. At the standard test condition of insolation, 1000W /m2 and temperature,
25(◦C), the PV system is designed to deliver about 1.8MW at the DC bus voltage. The AC side of the
inverter is interfaced to the selected bus on the distribution system using a 0.8MVA, 0.48/14.38kV,
delta-wye VSC interface transformer. The filter capacitance is set to 2500µF.

Figure 4.12: PV Simulation on RSCAD/Runtime
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The variation of the DC bus voltage and the output power of the PV array to change in insolation
from 500W /m2 to 1000W /m2 is shown in Figure 4.13. The voltage on the DC side of the VSC as the
insolation increases, thereby increasing the power output to the grid. This reflects the intermittency
of the power derivable from renewable energy resources. The ‘Scale’ slider shown in Figure 4.12
is a special feature which can be used to control the output of the PV beyond the VSC interface
transformer and is further discussed in section 4.4.2.
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Figure 4.13: DC Bus voltage and PV power response to change in insolation

4.3.3. INDUCTION MOTOR MODEL

As indicated in Chapter 2, induction motors form a significant percentage of dynamic loads in most
power systems; therefore, it is important to model them properly for system stability studies. RTDS
has a three-phase induction motor model which can either be used as a generator or a motor. The
IM operates as a motor when a negative value of the input mechanical torque is used or when the
speed is less than the synchronous speed as described in Table 4.2. Control signals are used to select
either the torque or speed mode as input to the IM model.

Table 4.2: Induction Machine operating mode

Mode Generator Motor
Torque Positive Torque Negative Torque
Speed >synchronous speed <synchronous speed

To account for industrial loads in the IEEE 34-Bus distribution system, IMs were connected to
some of the buses to form test cases. An IM with a double cage construction and a rated output
of approximately 0.137MVA was used. It was connected through a breaker to a 400V bus which
is connected to the selected buses through a transformer. The parameters of the transformer are:
Y-∆, 0.18MVA, 24.9kV / 400V, leakage = 0.15pu. The mechanical and electrical parameters of the
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IM were based on the data given in [86]. However, the saturation characteristics of the machine is
not specified. Therefore, the default saturation curve data given in the RTDS induction machine
component was maintained. Just like other components, the parameters were specified via the
configuration menu of the component.

To form the test cases used in this thesis, the PV model and IM model were connected to different
buses as described in Table 4.3. For the first test case, the PV generation accounts for approximately
40% of the load while the IM adds about 15% additional load. For the second test case, the PV
generates about 1MW (≈65%) of the load with IMs constituting 10% of the load.

Table 4.3: Test cases implemented in the thesis

Parameters Test Case 1 Test Case 2
Number of PVs 3 3

% of load supplied 40% 65%
Buses of PV connection Bus 828, 848, 836 Bus 828, 848, 836

Number of IMs 4 3
% of load contribution 15% 10%

Buses of IM connection Bus 834, 890, 840, 812 Bus 890, 840, 812

4.4. DYNAMIC EQUIVALENT MODEL
As previously explained, stability studies are usually confined to a certain region of the network
(internal system). Thus, the bulk of the network (external system) which is outside this region can
be represented by a dynamic equivalent model (also referred to as an aggregate model). This would
reduce the computational resources required and save simulation time. Recall from Figure 2.4, the
structure of the DE that is adopted in this thesis. The DE model includes a composite model (with
ZIP and IM load models in parallel) and a solar PV generator model. These are connected through
an equivalent impedance and transformer, to the point of common coupling of the external TS grid
and the reference ADN. The modelling of each of these components of the DE in RTDS is hereby
discussed.

4.4.1. ZIP MODEL

The ZIP load model represents the summation of all the loads in the network excluding the
induction machine loads. Although the specific composition of the loads in the reference IEEE
34-Bus distribution system is unknown, their categories with respect to being either constant
impedance (Z), constant current (I) or constant power (PQ) loads are given. Table 4.4 shows the
details of these loads and how they are distributed on each of the phases.

Table 4.4: Load categories on IEEE 34-Bus reference system

Load Category
Phase 1 Phase 2 Phase 3

kW kVar kW kVar kW kVar
Z 202 138 167 121 276 173
I 177 91 242 123 159 82

PQ 227 128 175 100 144 88
Total 606 357 584 344 579 343

As explained in section 3.5.4, the dynamic load model in RSCAD, through its configuration
menu, provides the option to specify ZIP component as the means of controlling the active and
reactive power of the load. Earlier versions of RSCAD had a separate ZIP control component
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which is used as input to the dynamic load model. After choosing the ZIP component, a tab is
included in the configuration menu for determining how the parameters of the ZIP are initialized
or controlled. Since MVMO can access model parameters through sliders in RSCAD/Runtime,
Runtime was chosen from the menu in RSCAD/Draft as shown in Figure 4.14, to control the P and
Q ZIP fractions which are parameters to be optimized (see equations 2.3 and 2.4).

Figure 4.14: ZIP parameter configuration menu

The six parameters associated with the ZIP are then accessible in the Runtime environment
as sliders as shown in Figure 4.15. The fractions of each parameter were initialized according to
the data in table 4.4. A total of 18 parameters (6x3-phase) were then initialized in MATLAB by
setting their minimum and maximum values. MVMO tunes the parameters within these boundaries
and changes the value of the sliders with the generated de-normalized parameters before every
evaluation.

Figure 4.15: ZIP sliders in RSCAD/Runtime
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4.4.2. AGGREGATED PV MODEL

Section 4.3.2 already explains in detail how the solar PV generator was modelled in RTDS. In addition
to that, the PV system model has a feature which makes it easy to adapt as an aggregate model.
The small time-step VSC interface transformer has a scale factor which can be used to increase the
current injection from the small time-step to the large time-step grid side. Therefore, by selecting
“Yes” for the option to ‘include scaling influence on large DT’ in the configuration menu shown
in Figure 4.16, the scale factor was used to control the solar PV generator power output without
changing the array and control parameters.

Figure 4.16: Configuration menu to enable scaling PV power output
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The scale factor is also chosen as one of the parameters to be optimized by MVMO. The influence
of increasing the scale factor on the power injected into the grid by the PV can be seen in Figure T.
As the scale was increased from 1 to 2pu, the output power doubled as well from about 1.4MW to
2.8MW. The control system of the PV is the same as that described in section 4.3.2.

4.4.3. AGGREGATED INDUCTION MOTOR MODEL

The mechanical and electrical parameters of the induction motor used as an aggregate were based
on the data given in [16]. For the first test case, the induction motor load that were added
to the reference system contributed 15% of the load i.e. about 0.3MW while they contributed
approximately 0.2MW, 10% of the total load in the second test case. Accordingly, the addition of
the demands of the induction motors in the reference model was used to determine the ratings of
the aggregate IM models used in both test cases. However, the amount of induction machine loads
inherent in the reference distribution system is not specified but was considered when designing
the aggregate IM. Table G shows the ratings of the induction motors that were used in both test
cases. The parameters that were selected for optimization are mentioned in section 5.3. Their
search ranges were defined in the MVMO algorithm based on data available in [16].

Table 4.5: Ratings of the IM used in test cases

Test Cases
IM rated output

(MVA)
Voltage level

(kV)
Transformer

1 0.63 2.3 Y-∆, 1MVA, 24.9kV / 400V, leakage = 0.15pu
2 0.34 400 Y-∆, 0.5MVA, 24.9kV / 2.3kV, leakage = 0.15pu

4.5. NETWORK VALIDATION CRITERIA
As previously discussed, the response of the DE load model to specific faults in the external network
is compared with those of the simulated detailed distribution network subject to the same faults.
The voltage reduces at the HV side of the transformer due to remote faults in the external grid
and this point of common coupling is the point where the validation signals are measured. For
comparison of the two models, the variables that were used are:

• Active Power (P)

• Reactive Power (Q)

The fitness measurement was performed based on these signals and the comparison was
focused on the period of fault occurrence.

4.6. REFERENCE SIGNALS AND SYSTEM DISTURBANCES
The reference data required for identification of the DE parameters and its validation are collected
from the detailed simulated network. The terminal of the external grid, which is on the HV side
of the step-down transformer is the point of common coupling where these data were collected.
The signals were measured during system disturbances in the external grid and stored in the folder
containing the DE model as a .csv file. They are transmitted to MATLAB when the script containing
the objective function requests them for calculating the error.

The disturbances used were simulated by instantaneously varying the level of the source voltage
behind the source impedance. The three-phase source model in RSCAD has a remote fault feature
as shown in Figure 4.18 which allows faults to be initiated in the external grid. However, the faults
are always three-phase faults thus limiting the number of scenarios that can be analysed.
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Table 4.6: Fault scenarios

Fault Voltage
(pu)

Source Impedance
(ohms)

Fault Duration
(ms)

0.2 1.0 100
0.4 1.0 100
0.5 1.0 100
0.6 1.0 100
0.8 1.0 100

Figure 4.18: External Grid Remote Fault Menu

The percentage drop in the source voltage during faults (Rf) represents the occurrence of fault
at various places within the external transmission system grid. Meanwhile, the duration of fault
can also be specified through the ‘Tf’ parameter. The process of automating the fault application
in RSCAD/Runtime module using a MATLAB script while parameter identification is in progress is
explained in section 5.4.1. The faults implemented for both test cases are given in Table 4.6.



5
PARAMETER IDENTIFICATION

5.1. INTRODUCTION
The gradual transition of distribution networks from passive to active networks due to the
integration of various DG technologies increases the complexity of the power system. Although
there are various simulation platforms currently being used by utilities, it is still a herculean
task to perform dynamic analysis of complex interconnected systems in real time. Therefore,
representation of the less important areas (i.e. external systems) with dynamic equivalents while
modelling the study area (i.e. internal system) in detail remains the most feasible way to reduce
system complexity and save computation time and resources.

Based on the literature review on dynamic equivalence presented in Chapter 2, system
identification techniques are the most preferred means for developing appropriate equivalent
models. Dynamic stability studies of such systems using optimization algorithms are often
formulated as non-linear, non-convex and multi-objective equations. These are difficult to
solve using classical optimization techniques. Consequently, more sophisticated optimization
techniques, most notably, heuristic based methods have recently been adopted to provide
qualitative solutions. Though not entirely perfect, they provide practically accurate solutions within
very reasonable computation time.

In this thesis, an innovative form of heuristic optimisation technique known as Mean Variance
Mapping Optimization (MVMO) algorithm is used. This choice is motivated by MVMO’s enhanced
search capability and its ability to reach a global optimum while avoiding premature convergence.
Other available techniques are more prone to hasty convergence and local stagnation when dealing
with multi-objective problems. Moreover, results derived from the application of MVMO to several
power system problems, especially on identification of dynamic equivalents, prove its potential
as a sufficient optimization method for achieving satisfactory solutions. Therefore, this research
was channelled towards implementing MVMO on RTDS, which is an advanced real-time EMT
simulation package currently striving in the power systems industry.

5.2. MVMO ALGORITHM
The mean–variance mapping optimization (MVMO) is a recent variant of population-based,
evolutionary optimization algorithm. Its main feature is its unique search mechanism for
optimization variables within a normalized range of the search space. It also adopts a single parent-
offspring approach. Moreover, the core of MVMO is based on a special mapping function used
for its mutation operation where n-best solutions are stored in an archive which is recurrently
updated. The mean and variance of the best optimization variables achieved so far and saved in
the archive are used to guide the generation of further appropriate solutions. Besides, the algorithm

47
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maintains a global search due to the shape of the mapping function and ensures a balance between
diversification and intensity [87]. As a result, it exhibits fast convergence characteristics and
efficiently avoids premature convergence. However, MVMO initially propagates randomly selected
variables onto the corresponding mapping function, which thereafter leads to gradual generation
of best solutions. Figure 5.1 illustrates the procedure of the algorithm implemented in this research.
The following subsections further elaborate on each of the steps.

Start

Generate random initial solution x
Normalize optimization variables in vector x to range [0, 1]

Denormalize using scaling factor and perform dynamic simulations in 
RTDS to obtain P and Q signals

Calculate 
Objective Function

Termination criteria satisfied? Stop

P and Q signals from 
dynamic simulation 
of detailed model

Fill/update solution archive
Store best solutions found so far and rank 

them according to their fitness
Parent assignment

The first ranked solution xbest is chosen as parent
Generation of new solutions

Selection: Select m (m<D) dimensions of x
For selected m dimensions, calculation 
of h-function variables si1,si2 and xi

Mapping: Generate new values of selected 
dimensions based on the mapping function

Inheritance: Use the values of xbest for the 
remaining dimensions of x

Fitness evaluation by using 
de-normalized variables

Set MVMO 
[min, max] bounds of 
optimization variables

No

Yes

Figure 5.1: Flowchart of the approach used for identification of parameters of DE with MVMO (adapted from [4])

5.2.1. PROPOSED APPROACH

Figure 5.1 illustrates the overall procedure of MVMO algorithm as implemented in this research.
Since this is a major aspect of this thesis, each of the stages are further explained in the following
subsections.

After the determination of the structure of the dynamic equivalent model, a set of disturbances
that will facilitate the identification of its parameters are defined. Prior to this, the same set
of disturbances were used to collect simulated data at the boundary bus (i.e. bus between the
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transmission and distribution system). A list of the disturbances applied in this research are
summarized in table 4.6.

The general overview of the algorithm’s procedure is as follows: Firstly, the parameters of the
model are initialized with their upper and lower bounds. At the beginning of the optimization
process, MVMO generates an initial solution vector by randomly sampling the optimization
parameters within the defined [min, max] bounds as given below:

xi ni
i = xmi n

i + r and(xmax
i −xmi n

i ), i = 1. . . ..D (5.1)

where D is the number of optimization parameters.

Secondly, these sampled parameters are normalized to values between [0,1] range. This feature
is unique to MVMO and ensures that the generated offspring always remain within the search
boundaries. Thereafter, the parameters are transformed from [0,1] to their original [min, max]
dimension which are given to the model (in RSCAD/Runtime) for dynamic simulations. As the
iteration progresses, the desired signals from the model are given to the fitness evaluation script
for comparison with the simulated reference signals. A fitness value is derived from the objective
function which determines whether the solution is included or not in the solution archive. Based
on the best solution achieved so far, a parent is assigned from which new candidate solutions are
generated through mutation operators and crossover. Lastly, the solutions are again de-normalized
and supplied to the model for simulations. The iterative process continues until a predefined
termination criterion is fulfilled. The criterion is usually defined as a specified number of function
evaluations which was the case in this thesis.

As illustrated in Figures 1.2, the MVMO algorithm is coded in MATLAB. Hence, the calculation
phases that enable MVMO’s search procedure i.e. initialization and offspring creation, are
structured in a script. This script does not require any modification by the user and runs in less than
a second. However, the function evaluation used to determine the value of the objective function
for the optimization problem is created in another script. It is within this script that the connection
between MATLAB and RSCAD (explained in section 5.4) is established. Time delays were included in
this script to allow RTDS compile and run the model which impacted the overall optimization time.
Further, there is a main script which controls the entire iteration process of the function evaluation
and provides the final solution at the end of the stipulated number of evaluations.

5.2.2. OBJECTIVE FUNCTION FORMULATION

The aim of MVMO algorithm is to find the values of parameters that effect the closest match between
the behaviours (i.e. boundary bus signals) of the aggregated model and the detailed model. To
do this, the active and reactive power at the boundary bus or point of common coupling were the
chosen signals for comparison. Based on the difference between the simulated reference signals
and the dynamic equivalent model signals, the objective function for this optimization problem
was formulated as follows:

Minimize

OF =
p∑

n=1
αn

∫ τ

0

(√
(Pn −Pnr e f )2 + (Qn −Qnr e f )2

)
d t (5.2)

Subject to

xmi n ≤ x ≤ xmax (5.3)

where Pn and Qn are the active and reactive power signals of the DE, while Pnr e f , Qnr e f are
the corresponding signals from the detailed model. p is the number of disturbances, αn is the
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probability of the nth disturbance and τ is the simulation period. Also, x is the solution vector that
constitutes the set of DE parameters to be optimized while xmi n and xmax are the minimum and
maximum values defined for each parameter in x. Equation 5.2 is based on the Euclidean function
which calculates the point to point error distance between two signals.

5.2.3. FITNESS EVALUATION

Following the de-normalization of the variables to their real values [min, max], the corresponding
response signals are fed to the mathematical model for evaluation of the objective function given in
equation 5.2. For a candidate solution being evaluated at any instance in the iteration, the fitness
value basically corresponds with the objective function. Since no constraints were defined in this
optimization process, the fitness value therefore corresponds to the objective function which is
based on the Euclidean distance between the P and Q signals of the detailed and DE models for
the applied disturbances.

5.2.4. SOLUTION ARCHIVE

The solution archive is one of the key features of MVMO algorithm. It serves as the knowledge
database which guides the algorithm’s search direction. Essentially, the n-best solutions that MVMO
has derived at any point in iteration, with their corresponding fitness value, d factors and shape, are
stored in the archive. The archive size for the entire process is fixed at the beginning in the main
script. Insight from previous applications on power system optimization problems reveals that an
archive size between 2 and 5 is adequate. In this research, it was maintained at a size of 4. Figure 5.2
shows a typical structure of the MVMO solution archive.

Ranking Fitness x1 x2 … xD 

First best F1 
    

Second best 
     

 

…
 

F2 
    

Last best FA 
    

      

Mean --- 𝒙𝟏 �̅�𝟐 … �̅�𝑫 

Shape --- s1 s2 … sD 

d-factor --- d1 d2 … dD 

 

 

  

  

 

 

  

Optimization 

Parameters 

Figure 5.2: MVMO solution archive to store n-best solutions

Furthermore, the archive is gradually filled up in a descending order of fitness as the iteration
progresses. When the archive is full, it is only updated if a newly generated solution has better fitness
than those already stored in the archive. After each update, the mean and shape variables of every
optimization parameter xi are calculated using equations 5.4 and 5.5 respectively.

x̄i = 1

n

n∑
j=1

xi ( j ) (5.4)

si =− ln(vi ). fs (5.5)

where the variance vi is computed as follows:
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vi = 1

n

n∑
j=1

(xi ( j )− x̄i )2 (5.6)

Initially, x̄i is the same as the randomly generated value of xi , and vi is set to 1. The geometric
characteristics of the mapping function is highly influenced by the shape variable si , thus, the
reason for si being dependent on the user defined scaling factor fs . Moreover, si facilitates the
control of the mapping function hence the search process.

5.2.5. PARENT SELECTION AND MUTATION

The process of generating offspring or child solution can be distinguished into 3 sections. First is
the selection of parent, then crossover and finally, mutation. Each of these steps are explained in
the following subsections.

PARENT SELECTION

As already mentioned, MVMO adopts a single parent-offspring approach. This implies that only one
parent vector is used to create offspring vector. The solution available in the first-ranked position in
the solution archive is chosen as the parent (xpar ent ) for subsequent creation of the child solution.
Alternatively, the parent could also be selected through the combination of best solutions in the
archive. In this thesis, the first solution updated to the solution archive is chosen as the parent.

CROSSOVER

For the next iteration in the process, the offspring vector (i.e. child solution) xchi l d =
[x1, x2, x3. . . . . . xD ] is generated by combining a subset of D-m variables derived from the parent
vector and m selected variable that will undergo mutation. The value of m depends on the
optimization problem however the choice of which m variables to be mutated is done by a random
sequential selection scheme illustrated in Figure 5.3 below.

x
child

Value inherited from xparent

Selected pivot dimension

x
child

Randomly selected dimension

x
child

Generation n+1

Generation n
=  { }

=  {

=  {

}

}
Generation n+2

Figure 5.3: Random sequential selection strategy. The illustration considers a 10-dimensional solution vector with m =
3, done over three successive generations. One pivot of the m variables is sequentially selected from the last to the first
dimension of the parent vector array while the remaining m - 1 variables are randomly selected.

MUTATION

After m < D variables are randomly selected from the parent vector, they go through a mutation
process implemented by a mapping function based on the real values of xi and si . The new value of
each selected dimension xi is calculated using equation 5.7 below:

xi = hx + (1+h1 +h0).x
′
i −h0 (5.7)

where xi is a variable randomly changed with uniform distribution within [0, 1] while h denotes
the mapping function which changes dynamically as the algorithm continues its search for optimal
values and is defined by equation 5.8.
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h(x̄i , s1, s2, x) = x̄i .(1−e−x.si 1 )+ (1− x̄i ).e−(1−x).si 2 (5.8)

Here, subscript i denotes the ith dimension selected from the parent vector. xi is the mean of the
best solution in the archive while s1 and s2, derived from the variance of the stored solution, are the
shape factors. To recall equation 5.8, hx , h1, and h0 are the outputs of the mapping function and are
computed as expressed in equations 5.9 - 5.11 below:

hx = (ui = x
′
i ) (5.9)

h0 = h(ui = 0) (5.10)

h1 = h(ui = 1) (5.11)

The scope of both input and output of the mapping function is always between [0, 1]. The shape
of the mapping function is determined by the mean xi and the shape factors si 1 and si 2. As the mean
xi value varies, the mapping curve shifts between the lower and upper limits of the normalized
search range. However, the variation of the shape factors si 1 and si 2 influences the curve’s degree
of bent. Accordingly, emphasis is placed on either exploration (i.e., high bent shape) or exploitation
(flattered shape) during stages of the search process. Since a balance between exploration and
exploitation is desirable, as well as enhanced search performance, MVMO strategically varies the
shape factors such that the asymmetric characteristic of the mapping function is well controlled.
The strategy is illustrated as follows:

s1 = s2 = si =− ln(vi ) · fs

if si > 0 then

∆d = (1+∆d0)+2 · (r and −0.5)

if si > di

di = di ·∆d

else

di = di /∆d

end if

if r and Ê 0.5 then

s1 = si ; s2 = di

else

s1 = di ; s2 = si

end if

end if

It is worth mentioning that the values of xi , vi , si 1, and si 2 related to the candidate solution are
not calculated until a certain amount of solutions have been updated to the solution archive. Their
evaluation begins with at least two solutions in the archive. Otherwise, it is done after the archive has
been completely filled. This implies that the search is performed with si 1 = si 2 = 0, corresponding to
a linear shape of the mapping function between 0 and 1. In this situation, the mean value does not
influence the mapping function. Finally, setting the shape factor ( fs) to a high value ( fs > 1) shifts
the algorithm towards exploration while a low value ( fs < 1) tends it towards exploitation.
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5.3. SENSITIVITY ANALYSIS
To determine the parameters of the dynamic equivalent model that significantly influence its
behaviour, a sensitivity analysis was performed. The active and reactive power signals were
used in this thesis as the basis for the analysis. Some of the parameters were chosen based on
recommendations available in literature while others were based on the results of the analysis. The
parameters chosen from each block of the DE, i.e. ZIP load model, induction model and the PV
model are shown in Table 5.1.

Table 5.1: Parameters selected for optimization

Model Parameters

IM Model Rr Rs Xr Xs Xm H

ZP IP PP ZQ IQ PQ

ZPcc2 IPcc2 PPcc2 ZQcc2 IQcc2 PQcc2

ZPcc3 IPcc3 PPcc3 ZQcc3 IQcc3 PQcc3

PV Model PVScale Vsdref

TX Line length

ZIP Model

Percentages of the constant Z, I and P for both active and reactive power as illustrated in the
polynomial ZIP load model equations (see equation 2.3 and 2.4) were selected. These components
determine the power consumed by the load with respect to the voltage and are frequently used
to represent static loads in most load model analysis. Their initial values were set based on the
cumulative value of the loads in the detailed model. From the PV model, the scale factor (discussed
in section 4.4.2) which determines the contribution of PV generation to the DE and reference voltage
(Vsdref) were chosen. From the induction motor model, Rs , Rr , Xr , Xs , Xm and H (see section 2.4.2
for definitions) were selected for optimization. Also, the aggregated line length which corresponds
to the equivalent resistance and reactance of the line is optimized. The line resistance and reactance
could not be directly used because they are defined within a separate module Tline in RSCAD and
only the length of the line can be varied in Runtime.

MVMO algorithm requires the definition of a search space within which it searches for optimal
values of each parameter. This is done by specifying lower [min] and upper [max] bounds for
every parameter within the parameter vectors. MVMO’s search for the global optimum is highly
dependent on these search ranges specified by the user. Table 5.2 shows the boundaries that were
set for the optimization parameters during one of the identification process. These ranges were
based on observations from the sensitivity analysis and attempts made towards getting a steady
state dynamic equivalent before performing the optimization. Some of the ranges were changed
(either expanded or reduced) during some simulation cases based on observation of their influence
on the result. For example, the PV scale range was different for both test cases due to the penetration
of solar PV generation in each of them.

Table 5.2: Search range of parameters to be optimized

Rr [0.05, 0.3] ZP [30, 40] ZPcc2 [27, 31] ZPcc3 [30, 50]

Rs [0.04, 0.055] IP [25, 35] IPcc2 [36, 43] IPcc3 [25, 40]

Xr [0.04, 0.08] PP [35, 40] PPcc2 [28, 32] PPcc3 [23, 36]

Xs [0.075, 0.095] ZQ [37, 45] ZQcc2 [30, 37] ZQcc3 [20, 60]

Xm [2.5, 3.5] IQ [20, 30] IQcc2 [32, 38] IQcc3 [20, 50]

H [0.55, 0.65] PQ [32, 40] PQcc2 [27, 35] PQcc3 [24, 50]

PVScale [0.2, 0.6] Vsdref [0.39, 0.6] length [70, 80]
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5.4. IMPLEMENTATION OF MVMO IN MATLAB-RSCAD
This section addresses key steps involved in the implementation of MVMO algorithm on RTDS.
The Runtime environment in RSCAD includes a scripting feature which allows the user to execute
dynamic functions automatically. This implies that user interaction during simulations, especially
on large systems are eliminated. A record and playback feature is available in RSCAD Runtime
module to record actions initially performed by the user, store them as RTDS commands in a script
file and re-execute them using a run function. Examples of common actions that would be recorded
in a script file include starting and stopping a simulation, pushing a button, changing a slider set
point, saving a plot etc. Furthermore, the script file can be modified to include or remove time
delays and contain functions such as ‘for loops’, if-else or while statements etc. as used in ‘C’
programming language. This enhances the capability of the script to run many simulations lasting
several hours or days. However, since the MVMO algorithm used in this thesis is written in MATLAB,
it was essential to facilitate information exchange between it and RSCAD Runtime.

To establish a communication link between the two programs, the TCP/IP which is the most
widely adopted network communication protocol was used. Consequently, one of the programs
needs to be a server while the other is the client. A server is a network component that offers a
service (e.g. a website) and the client requests access to such service. Therefore, RSCAD represented
the server while MATLAB served as the client. Both programs are on the same computer and
local network. Alternatively, the connection can be established via the internet such that the two
programs are operated on different computers during the optimization process. However, this
would create time delays in communication and render the optimization process inefficient.

A brief pseudocode of the connection process is given below:

1. OPEN the script feature in RTDS/Runtime.

2. Declare number of iterations.

3. Specify communication port for connection with MATLAB.

4. WAIT for MATLAB to connect.

5. Run MATLAB script which connects to Runtime through opened port.

6. CLOSE port after simulation in each iteration has ended.

7. RETURN to 4.

8. END connection when number of iterations is reached.

RSCAD/Runtime as a server, uses the ‘ListenOnPort()’ command which is one of the commands
in the Runtime script feature to open a specific communication port for an external application
to connect. Then it waits for an incoming connection request from the application, in this case
MATLAB to enable assess to the Runtime environment. Once the connection is established, the
port can be considered as a bi-directional or duplex communication channel. This means that both
applications can send as well as receive data through the port. The code to establish this link is
written in a .scr script created by using the Script tab in Runtime and selecting ‘New’. The script
must be saved in the same directory as the model. The script implemented in this thesis is described
as follows:
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float myArrayValues;
int myArraySize;
string mystring;
int j;
for (j=1; j<301; j++)
{
fprintf(stdmsg, "Runtime is now acting as TCP Server...\n");
fprintf(stdmsg,"Evaluation Number: %d\n",j);
ListenOnPort(4575, true);
}
fprintf(stdmsg, "Runtime is now finished acting as TCP Server\n");

The three variables myArrayValues, myArraySize and mystring are responsible for taking the
data entering or leaving the port. The port number used for communication in this case was port
4575. Fprintf command displays messages in the Runtime message area, thus allowing the user to
monitor the state of the simulation. The for loop was necessary in this case because of the number
of evaluations specified for MVMO algorithm. After every evaluation, the connection to the server
is terminated to allow the script return to the waiting state. This ensures that MVMO can start the
simulation at the beginning of subsequent iterations. The value used in the for loop (301 in this
case) must be greater than the number of evaluations specified in MVMO to ensure completion of
the optimization.

Furthermore, the basic functions used in MATLAB to communicate with RSCAD are detailed
below:

• JTCPOBJ = jtcp ( ‘ REQUEST ’ , Host, Port) represents a request from MATLAB to RSCAD
to establish a TCP/IP connection on the specified port opened by RSCAD. The host can
be represented by an IP address string (e.g. ‘192.168.0.10’) or by a hostname. Since both
applications are on the same host, a loopback address (‘127.0.0.1’) was used. Port is an integer
number between 1025 and 65535 which must be open by the server to enable connection.

• jtcp ( ‘ writes ’, JTCPOBJ, msg) sends the specified information contained in the ’msg’ variable
to RSCAD through the TCP/IP connection.

• rmsg = jtcp ( ‘ read ’, JTCPOBJ) reads the information that is sent from RSCAD through the
communication port and stores it in a variable ‘rmsg’.

• jtcp ( ‘ close ’, JTCPOBJ) closes the port thereby ending the TCP/IP connection between RSCAD
and MATLAB.

The variable ‘JTCPOBJ’ stores all the necessary information flowing through the communication
port which are needed by the remaining functions of the algorithm.

5.4.1. SENDING DATA FROM MATLAB TO RSCAD
This section describes in more detail, how the data (the de-normalized parameters in this case) are
sent from MATLAB to the Runtime environment in RSCAD.

While the optimization is in progress, some of the network parameters i.e. those to be optimized
should be updated in real-time at the beginning of each iteration without interruption by the user.
The Runtime module contains components such as sliders, switches, buttons and dials whose value
or status can be changed while the simulation is running. The parameters chosen for optimization
in this simulation were represented with sliders, whose initial value, lower and upper bounds were
specified in their configuration input window as shown in Figure 5.4.
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Figure 5.4: Slider component with its configuration window in Draft and its module in Runtime

During the simulation, changes to the sliders cannot be done manually, but through the
interaction between MVMO algorithm and RSCAD. MATLAB instructs the sliders to get the new
de-normalized values of the candidate solution generated by the algorithm. To illustrate this, the
following function enables the MVMO algorithm on MATLAB to change the scale parameter of the
PV model during its search for global optimum.

msg = sprintf( ‘SetSlider "Subsystem#1 : CTLs : Inputs : Scale" = %f; ’, xx_yy(2));
jtcp( ‘writes’ , JTCPOBJ, msg);

The critical point here is the construction of msg variable which contains the new values to be
sent to RSCAD to change the appropriate sliders. The msg variable is a string and the syntax should
be as stated in ref 1. The path to the location of the signal is represented by "Subsystem#1 : CTLs :
Inputs : Scale" and can be different for other signals. Besides, there are some pre-processor variables
embedded in the configuration of components in the Draft module which cannot be represented
by normal sliders in Runtime. Such variables are known as draft variables and can still be varied in
Runtime by introducing a ‘$’ sign to their name and using a draft variable slider as shown in Figure
H. Their interactive function in MATLAB is given as:

msg = sprintf( ‘SetSlider "DraftVariables : Tf" = %f;’ ,xx_yy(21));

Figure 5.5: Draft Variable slider setup

The total number of parameters that accept their values from MATLAB during the simulation,
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and therefore the number of necessary sliders, is 27. These have already been listed in Table 5.1.
Another example of a function used to control the simulation from MATLAB is the given below.

Its purpose was to implement faults in the external grid using the push button component in
Runtime. The “SUSPEND” function is used to stipulate the duration of the fault.

jtcp( ‘writes’ ,JTCPOBJ, ‘PushButton "Subsystem#1 : Sources : src : Ftrg" ;’ );
jtcp( ‘writes’ ,JTCPOBJ, ‘SUSPEND 1.0;’ );
jtcp( ‘writes’ ,JTCPOBJ, ‘ReleaseButton "Subsystem#1 : Sources : src : Ftrg" ;’ );

5.4.2. SENDING DATA FROM RSCAD TO MATLAB
To perform the opposite flow of data, i.e. to send some signals from the result of the simulation in
RSCAD/Runtime to MATLAB for further processing, some prior steps need to be taken. At first,
all the variables to be read by MATLAB must be represented by meters or plots in the Runtime
environment. Meters always indicate the numerical value of the selected variable in the network
while plots show the signal variation relative to time or other variables. Secondly, some necessary
variables such as ‘myArrayvalues’ and ‘mystring’ mentioned earlier are declared in the Runtime
script. The variable ‘myArrayvalue’ is a floating-point number value to be used as a container
or temporary storage for meter values. The ‘mystring’ variable as the name implies is a string
that will store the token string generated from RSCAD/Runtime. Finally, data is transmitted from
Runtime to MATLAB using a script command named ‘ListenOnPortHandshake()’. The data is parsed
from Runtime through the token string using a regular expression given in 5.12 [88]. The regular
expression describes how a text based string can be parsed with a pattern. Therefore, the token
string from Runtime must follow the pattern defined in the expression.

expr = ‘my Ar r ayV alues\s∗ = \s∗(? < var _ar r ay val ues > (−)?\d + (.\d+)?)\s∗E N D ′; (5.12)

The ‘ListenOnPortHandshake()’ command is also used to ensure synchronization of the two
applications by making sure that all the previous commands sent are executed. Since the data
transmission through the port is done in several packets, it is possible that some fragments of the
string are not transmitted. Therefore, the regular expression strictly ensures that data transmission
is complete and MATLAB can proceed with the parsing of the token string. More information about
the Runtime commands and the regular expression can be found in RSCAD/Runtime manual [75]
and [88] respectively. In this thesis, the regular expression was used to determine the array size of
the power signal at the PCC and for synchronization of RSCAD/Runtime and MATLAB as previously
explained. However, it takes a large amount of time to execute the data retrieval section of the code.
Therefore, a more efficient MATLAB command i.e. ‘importdata()’ was used to parse the power signal
data upon saving the plot using the following expression:

jtcp( ‘writes’ ,JTCPOBJ,‘SavePlot "Source","folderpath\Source.mpb";’);

The data is saved as a ‘.mpb’ file which automatically creates a ‘.out’ file from which the data can
be imported to MATLAB. It is necessary to create a time delay to allow RSCAD/Runtime sufficient
time to generate the ‘.out’ file.





6
RESULTS AND DISCUSSION

The results of the two case studies implemented in this thesis are presented in this chapter. In the
first test case, solar PV generation accounted for about 40% of the load while it supplies about 65%
of the load demand in the second test case. Faults are applied within the equivalent external grid
and the P and Q signals were measured at the PCC for optimization of the DE parameters. All the
faults are three-phase faults with a duration of 100ms.

6.1. TEST CASE 1
The MVMO algorithm was configured to optimize 27 parameters (see table 5.1) of the dynamic
equivalent model. It searches for the best values of these parameters within a specified range
defined in table 5.2. The algorithm attempts to minimize the Euclidean distance between the P
and Q signals at the PCC of the external TS grid to the detailed and DE models. The closer the final
value is to zero after the defined number of evaluations, the more identical the signals would be.
Therefore a good optimization process would result in a final value between 0 and 1. Figure 6.1
shows the convergence graph which indicates the gradual process of minimizing the error between
the signals. It takes less than 50 evaluations for the distance value to reduce to a single digit number,
which reflects the fast convergence characteristics of MVMO.
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Figure 6.1: Convergence of MVMO algorithm in test case 1
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This test case required 300 evaluations to achieve acceptable distance margin. Although more
evaluations were used at times, the general observation is that about 200 to 400 evaluations are
sufficient to reach a very low value. The graph indicates that the error was reduced over 90%. With
deliberate time delays included, it took about 3.5 hours for MVMO to execute this identification
problem.

Following a successful convergence of the algorithm, the associated response of the DE model
is compared to those of the detailed network as shown in Figure 6.2 and 6.3. The graphs present
the voltage, active power (P) and reactive power (Q) at the boundary bus of the external grid to the
models i.e. the HV side of the transformer.

Figure 6.2: Fault scenario created by 0.2 pu voltage

Figure 6.3: Fault scenario created by 0.8 pu voltage
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For validation of the DE model, its response to a fault that was not used to define its parameters
were measured. The fault scenario randomly applied to the DE model is 0.4 pu. The model
parameters had been derived using a 0.2 pu fault. Figure 6.4 shows that the response of the DE
is similar to that of the detailed network, thus showing the suitability of the model to respond to
other external disturbances.

Figure 6.4: Random fault scenario created by 0.4 pu voltage

Furthermore, it is important to point out that the DE model reduces computational resources
and also simulation time. Two RTDS racks were required to simulate the detailed network while the
DE model only required one rack. This provides an extra rack for other research work to be done
simultaneously. This advantage cannot be overstated as racks are very limited resource especially
when large transmission systems need to be simulated. The same remark applies to the amount
of time it takes to complete a simulation case. There was a 60% reduction in simulation time used
on the detailed model. It took only about 3 seconds to run the DE model during the optimization
process while it takes the detailed model over 10 seconds to run during normal start up.

The values of the optimized parameters delivered by MVMO at the end of the evaluation process
which had the lowest objective function are given in table 6.1.
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Table 6.1: Optimized parameters for test case 1

Rr 0.147 ZP 38.47 ZPcc2 28.92 ZPcc3 43.53 PVScale 0.69 length 58.89

Rs 0.0205 IP 17.64 IPcc2 41.34 IPcc3 29.05 Vsdref 0.586

Xr 0.0605 PP 39.79 PPcc2 34.61 PPcc3 26.83

Xs 0.0682 ZQ 23.49 ZQcc2 26.68 ZQcc3 34.3

Xm 2.8153 IQ 32.29 IQcc2 32.43 IQcc3 32.14

H 0.99 PQ 36.67 PQcc2 28.51 PQcc3 37.51

ZIP Model PV Model Line (km)IM Model

6.2. TEST CASE 2
In this test case, the contribution of the solar PV generators was increased to about 65% of the overall
demand while the induction motor contribution was reduced to 10%. This can be compared to a
possible future distribution grid where the integration of PV is really high. Just like the first test
case, 27 parameters were optimized and the objective function (see equation 5.2) is based on the
Euclidean distance index which is the sum of the straight line, point to point distances between the
power signals of the detailed and DE model. The termination criteria for the optimization process
was 300 evaluations. After these evaluations, the objective function value was between 0 and 1
which means that there is high similarity between the signals compared. Figure 6.5 shows the plot
of the objective function values against the evaluations. Once again, it can be seen that MVMO
converges fast and reaches very low values after 100 evaluations. Therefore, it can be concluded
that MVMO is a suitable heuristic optimization tool for RTDS-based simulations. Moreover, setting
the number of evaluations to above 300 would result in lower values of the objective function but to
save time, this was not implemented.
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Figure 6.5: Convergence of MVMO algorithm in test case 2

MVMO achieved a 95% reduction of the distance between the signals and Figure 6.6 and 6.7
show their similarities after 0.5 pu and 0.2 pu three-phase faults were applied in the external grid
respectively.
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Figure 6.6: Fault scenario created by 0.5 pu voltage

Figure 6.7: Fault scenario created by 0.2 pu voltage

The DE model parameters were once again validated by checking how the model responds to
a fault that was not used during the optimization. Figure 6.8 shows the result of applying a 0.8 pu
fault scenario to the DE model whose parameters were optimized using 0.5 pu fault. It shows that
the DE is able to mimic the response of the detailed model even to such randomly selected fault.
Therefore, the developed model is an acceptable, simplified representation of the detailed network.
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The slight mismatch noticeable in the power signals can be attributed to the inability to directly use
transmission line impedance and reactance as optimization variables in RTDS/Runtime but only
the line length. Also, the control system of the solar PV generator model does not include reactive
power injection capability which could support the grid voltage during faults.

Figure 6.8: Fault scenario created by 0.8 pu voltage

The optimized parameters delivered by the algorithm after the specified number of evaluations
are listed in table 6.2.

Table 6.2: Optimized parameters for Test case 2

Rr 0.2737 ZP 43.93 ZPcc2 41.63 ZPcc3 36.6 PVScale 0.9 length 71.82

Rs 0.0468 IP 26.75 IPcc2 35.42 IPcc3 34.47 Vsdref 0.4366

Xr 0.0381 PP 25.17 PPcc2 40.91 PPcc3 31

Xs 0.0621 ZQ 38.33 ZQcc2 30.55 ZQcc3 25.26

Xm 2.6902 IQ 36.24 IQcc2 24.91 IQcc3 25.46

H 1.1832 PQ 35.87 PQcc2 32.74 PQcc3 33.78

ZIP Model PV Model Line (km)IM Model



7
CONCLUSIONS & RECOMMENDATIONS

This chapter includes the main conclusions that can be drawn from the research as well as the
answers to the research questions presented at the beginning. Some recommendations are also
given for possible future work that can done.

7.1. CONCLUSIONS
Here are some of the conclusions derived from the research work done:

1. Developing dynamic equivalent models for active distribution networks is paramount for
simplified stability analysis of future grids. Having an adequate aggregated version of large
power networks saves huge computational resources and simulation time. This advantage
was evidence during this research as the DE only required one rack unlike the detailed system
which needed two racks.

2. It is possible to represent solar PV generators with a simple aggregated model in RTDS without
changing it’s control parameters of PV array configuration. A scaling factor enables the output
to be proportioned as required.

3. The dynamic response during disturbances was analysed using the Euclidean distance. The
values derived at the end of the optimization are quite low, thus reflecting that the generated
parameters are nearly accurate.

4. An optimization-enabled EMT simulation is successfully implemented on RTDS by
communicating with MATLAB. The speed of process can be improved by ensuring that both
software are on a very strong local area network.

5. Analyses of larger transmission systems on RTDS can be fostered by representing the
distribution system with the developed DE. The racks of RTDS that would have been used
by the detailed DS can accommodate additional parts of the transmission network.

6. The communication procedure between RTDS and MATLAB can be further explored for other
power system analysis such as software and hardware in the loop applications.
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7.2. RESEARCH ANSWERS
In the first chapter, some research questions were asked. Here are their respective answers based
on insights drawn from the thesis.

1. How can a DE model for a future distribution system, dominated by solar PV generation,
be defined for real-time digital simulation?
The structure of the DE implemented in this thesis i.e. a composite load in parallel with an
aggregated solar PV generator, achieved quite remarkable responses similar to the detailed
ADN. The equivalent PV model can be easily adapted to represent any size of penetration
without changing its configuration as used in this research through the scale factor. However,
the control system of the PV model can be enhanced with low voltage ride through (LVRT)
and reactive power dispatch capabilities. These features are set to be predominant in future
distribution systems.

2. How accurate can be the response of the DE model when disturbance at transmission
system side are simulated?
The DE parameters were optimized and identified for a few disturbances in the equivalent
external transmission grid. Results derived from the DE model suggest that their response is
sufficient. Moreover, the signals of the DE model were closely identical to those of the main
system for other disturbances not used during the optimization process. However, other grids
should be studied as well to further validate the efficiency of the developed DE model.

3. Is it feasible and computationally efficient to apply metaheuristic optimization to perform
the parameter identification in an automated manner in RTDS?
Indeed the application of MVMO for parameter identification resulted in a reduction of the
number of racks utilized for simulating the system. Therefore, computational resources
are minimized due to the use of a metaheuristic optimization technique. Apart from the
time delays that were deliberately included in the optimization script, the technique worked
continuously without user interaction. The convergence plot shows that good results are
achievable after about 100 evaluations. Furthermore, the simulation time for the system is
significantly reduced. It takes less than half the time used for running the detailed model to
run the DE.

7.3. CONTRIBUTIONS TO IEPG
1. Developed a practical understanding of the communication mechanism between MATLAB

and RTDS, thereby implementing an optimization-enabled simulation involving MVMO,
coded in MATLAB, and RTDS/Runtime.

2. A conference paper based on the results of this research was accepted by the Federated
Conference on Computer Science and Information Systems (FedCSIS).

3. Developed a PV model which shall be used for subsequent studies on RTDS involving
integration of solar PV generation.

4. Created a manual with step by step details of how to set up the communication between
MATLAB and RSCAD for solving optimization problems. The manual would be used as a
reference material for the laboratory session of Power System Dynamics (ET-4113) course.
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7.4. FUTURE WORK
Research on developing dynamic equivalent models for active distribution network on RTDS is still
in its early stages. Moreover, setting up an optimization-enabled simulation on RTDS can always
be enhanced for better speed. Furthermore, an actual transmission system model can be used such
that more scenarios can be implemented to validate the dynamic equivalent model. As such, the
following are a few suggestions of what can still be done:

1. A detailed transmission system grid along with its distribution feeders can be simulated
in RTDS. The implementation of disturbances in specific locations in the TS rather than
randomly within an external grid would further validate the adequacy of the DE. Although
many racks might be required to do this, however, successful results would help subsequent
researches to simply use DE to reduce their network’s complexity.

2. RTDS has parallel processing capabilities which means that multiple simulations can be
run on different racks at the same time. The MVMO algorithm can be adapted to perform
optimization on different systems and racks through MATLAB’s parallel computing toolbox.
This would further improve the overall time required to run several test cases sequentially.
Implementation of this process would require computers with multicore processors and
graphics processing unit (GPUs).

3. MVMO could be programmed into Field Programmable Gate Array (FPGA) to enhance how it
is interfaced with RTDS. This would also reduce the time delay caused by the script written in
MATLAB for connecting MVMO to RTDS.

4. Multiple distributed energy sources can be adapted to the detailed reference system to
represent future grid scenarios more adequately. The control system of the solar PV generator
model should include active and reactive power gradient control.





A
IEEE 34-BUS SYSTEM DATASET

The parameters for the IEEE 34-Bus test feeder as published by the IEEE PES Committee in [2] are
given in this appendix. The main distribution network is shown in Figure A.1. The line parameters,
transformer data, load data etc. of the network are listed in the following tables. The load flow
results can be obtained from [2].

 The Institute of Electrical and Electronics Engineers,  Inc. 

IEEE 34 Node Test Feeder 
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Figure A.1: IEEE 34-Bus Standard Test Feeder

Table A.1: Configurations for the Overhead lines

Config. Phasing Phase Neutral Spacing ID

ACSR ACSR

300 B A C N  1/0  1/0 500

301 B A C N #2  6/1 #2  6/1 500

302 A N #4  6/1 #4  6/1 510

303 B N #4  6/1 #4  6/1 510

304 B N #2  6/1 #2  6/1 510

Overhead Line Configurations (Config.)

config
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Table A.2: Line Segment Data

Node A Node B Length(ft.) Config.

800 802 2580 300

802 806 1730 300

806 808 32230 300

808 810 5804 303

808 812 37500 300

812 814 29730 300

814 850 10 301

816 818 1710 302

816 824 10210 301

818 820 48150 302

820 822 13740 302

824 826 3030 303

824 828 840 301

828 830 20440 301

830 854 520 301

832 858 4900 301

832 888 0 XFM-1

834 860 2020 301

834 842 280 301

836 840 860 301

836 862 280 301

842 844 1350 301

844 846 3640 301

846 848 530 301

850 816 310 301

852 832 10 301

854 856 23330 303

854 852 36830 301

858 864 1620 302

858 834 5830 301

860 836 2680 301

862 838 4860 304

888 890 10560 300

Line Segment Data

line data

Table A.3: Transformer Data

kVA kV-high kV-low R - % X - %

Substation: 2500 69 - D 24.9 -Gr. W 1 8

XFM -1 500 24.9 - Gr.W 4.16 - Gr. W 1.9 4.08

Transformer Data

Transformer Data
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Table A.4: Distributed Loads Data

Node Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-3

A B Model kW kVAr kW kVAr kW kVAr

802 806 Y-PQ 0 0 30 15 25 14

808 810 Y-I 0 0 16 8 0 0

818 820 Y-Z 34 17 0 0 0 0

820 822 Y-PQ 135 70 0 0 0 0

816 824 D-I 0 0 5 2 0 0

824 826 Y-I 0 0 40 20 0 0

824 828 Y-PQ 0 0 0 0 4 2

828 830 Y-PQ 7 3 0 0 0 0

854 856 Y-PQ 0 0 4 2 0 0

832 858 D-Z 7 3 2 1 6 3

858 864 Y-PQ 2 1 0 0 0 0

858 834 D-PQ 4 2 15 8 13 7

834 860 D-Z 16 8 20 10 110 55

860 836 D-PQ 30 15 10 6 42 22

836 840 D-I 18 9 22 11 0 0

862 838 Y-PQ 0 0 28 14 0 0

842 844 Y-PQ 9 5 0 0 0 0

844 846 Y-PQ 0 0 25 12 20 11

846 848 Y-PQ 0 0 23 11 0 0

Total 262 133 240 120 220 114

Distributed Loads

distributed load data

Table A.5: Spot Loads Data

Node Load Ph-1 Ph-1 Ph-2 Ph-2 Ph-3 Ph-4

Model kW kVAr kW kVAr kW kVAr

860 Y-PQ 20 16 20 16 20 16

840 Y-I 9 7 9 7 9 7

844 Y-Z 135 105 135 105 135 105

848 D-PQ 20 16 20 16 20 16

890 D-I 150 75 150 75 150 75

830 D-Z 10 5 10 5 25 10

Total 344 224 344 224 359 229

Spot Loads

spot load data
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Table A.6: Total Distribution Load Data

Bus Phase-A Phase-B Phase-C

(KVA) (KVA) (KVA)

802 0 15+j7.5 12.5+j7

806 0 15+j7.5 12.5+j7

808 0 8+j4 0

810 0 8+j4 0

816 0+j0 2.5+j1 0

818 17+j8.5 0 0

820 84.5+j43.5 0 0

822 67.5+j35 0 0

824 0 22.5+j11 2+j1

826 0 20+j10 0

828 3.5+j1.5 0 2+j1

830 13.5+j6.5 10+j5 10+j5

832 3.5+j1.5 1+j0.5 3+j1.5

834 10+j5 12.5+j7 61.5+j31

836 24+j12 16+j8.5 21+j11

838 0 14+j7 0

840 18+j11.5 20+j12.5 9+j7

842 4.5+j2.5 0 0

844 139.5+j109.5 147.5+j111 145+j110.5

846 0 24+j11.5 10+j5

848 20+j16 44+j27.5 30+j21.5

854 0 2+j1 0

856 0 2+j1 0

858 6.5+j3 8.5+j4.5 9.5+j5

860 43+j27.5 35+j24 96+j54.5

862 0 14+j7 0+j0

864 1+j0.5 0 0

890 150+j75 150+j75 150+j75

Total 606+j359 591.5+j348 574+j343
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Table A.7: Voltage Regulator Data

Regulator ID: 1

Line Segment: 814 - 850

Location: 814

Phases: A - B -C

Connection: 3-Ph,LG

Monitoring Phase: A-B-C

Bandwidth: 2.0 volts

PT Ratio: 120

Primary CT Rating: 100

Compensator Settings: Ph-A Ph-B Ph-C

R - Setting: 2.7 2.7 2.7

X - Setting: 1.6 1.6 1.6

Voltage Level: 122 122 122

Regulator ID: 2

Line Segment: 852 - 832

Location: 852

Phases: A - B -C

Connection: 3-Ph,LG

Monitoring Phase: A-B-C

Bandwidth: 2.0 volts

PT Ratio: 120

Primary CT Rating: 100

Compensator Settings: Ph-A Ph-B Ph-C

R - Setting: 2.5 2.5 2.5

X - Setting: 1.5 1.5 1.5

Voltage Level: 124 124 124

Regulator Data

Regulator Data

Table A.8: Capacitor Data

Node Ph-A Ph-B Ph-C

kVAr kVAr kVAr

844 100 100 100

848 150 150 150

Total 250 250 250

Shunt Capacitors

cap data
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