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A B S T R A C T

The gas displacement in porous media is a crucial process with extensive industrial and environmental appli-
cations. A notable example is underground hydrogen storage, where it is important to understand hydrogen
mixing with cushion gas. The current paper explores anomalies in dispersion behaviour of gas mixtures under
opposing flow directions (injection and production) from a modelling perspective. Due to the gaseous nature of
the system, it presents significant complexities due to non-ideal mixing, compressibility, and higher diffusivity
compared to Newtonian fluid transport. The findings reveal distinct dispersion behaviour during injection and
production, where augmenting the mixture non-ideality enhanced the non-unique behaviour. In contrast to
the dispersivity seen in Newtonian fluid flow in porous media, our research identifies that dispersivity in gas
displacement depends not only on the porous medium but also on the gaseous components’ properties.
. Introduction

Dispersion in porous media is the spreading of a substance with
ime due to molecular diffusion and the spatial variability of velocity
ield [1,2]. The Advection–Dispersion Equation (ADE) is commonly
sed for studying the dispersion processes by applying a generalised
ispersion coefficient [3–7]. The body of literature concerning so-
ute transport and mixing in Newtonian liquid and aqueous phases
s extensive and comprehensive [8–15]. Nevertheless, studies focus-
ng on gas-phase dispersion in porous media are relatively limited
n comparison. Gas phase dispersion in porous media has numerous
ndustrial and environmental implications, such as carbon sequestra-
ion [16–18], enhanced gas recovery [19,20], natural gas storage [7,
1–23], underground hydrogen storage (UHS) [24–27], transport in
rain microcirculation [10], and food products [4,28].

Gas phase transport can exhibit differences from the liquid transport
ue to high compressibility and high diffusivity of gases [2]. Com-
ressibility, in particular, can play an important role when a system
ndergoes significant pressure changes; for example, in the case of car-
on capture and storage (CCS), pressurising the system until it reaches
he CO2 critical pressure leads to increased storage capacity due to
aseous supercritical properties, while a liquid CO2 supercritical state
cts in an opposite manner [22]. The diffusivity of gaseous molecules
as also a direct relationship with their molecular weights, meaning
mall gas molecules (such as H2) exhibit larger diffusion coefficients

∗ Corresponding author.
E-mail address: vahid.niasar@manchester.ac.uk (V. Niasar).

that can lead to a greater extent of spreading and loss, for instance
concerning the UHS process [2].

Regarding UHS, there is still limited research in the literature on
H2 gas transport and H2-cushion gas dispersive behaviour. Recently,
few studies aimed at experimentally measuring the dispersion coeffi-
cients/dispersivity of these systems [24,29–31]. Kobeissi et al. [29]
and Yang et al. [24] measured dispersion coefficients of binary H2 -
N2/CH4/CO2 systems using the NMR technique. Their results indicate
that no unique trend exists for the dispersion coefficient of these binary
systems and the initial system pressure dictates the final dispersive
behaviour. Thaysen et al. [30] also measured the dispersivity values for
a H2 - CH4 binary system at varying pressure, temperature, and veloci-
ties, and found that the dispersive behaviour most weakly relies on the
temperature as opposed to pressure of the system. Dabrowski [31] also
investigated the dispersion coefficients of H2 - CH4 mixtures at varying
low pressure, temperature, and velocities using a Raman spectrome-
ter under opposing flow directions. Their results indicate dissimilar
dispersion coefficients when using different invading components.

These studies, while offering preliminary insights into how the
dispersive behaviour of a UHS system can depend on system properties,
do not elucidate the mechanisms controlling the mixing in these binary
systems. Additional modelling and experimental research is needed to
fully understand the extent of mixing, dispersion, and the underlying
causes of the observed dispersive behaviour in binary H2-cushion gas
ttps://doi.org/10.1016/j.cej.2025.160143
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systems. In the present study, our primary objective is to investigate the
physics of miscible gas displacement in porous media assuming binary
gas mixtures from a modelling perspective by addressing the following
objectives within the framework of UHS, when H2 mixes with cushion
gases such as N2, CH4, and CO2.

• To examine the differences and origin of dispersive behaviour of
various binary gas mixtures in porous media.

• To study the influence of gas thermodynamic properties on the
dispersion in porous media.

• To investigate the impact of flow direction (injection/production)
on the dispersion in porous media.

2. Methodology

To accomplish the research objectives presented in the previous
section, a single-phase, multi-component modelling study is conducted
using the advection–dispersion equation [32]. The continuity equation
for the fluid mixture is given by the following equation [33]:
𝜕(𝜙𝜉)
𝜕 𝑡 = −∇ ⋅ (𝜉𝐯) + 𝑞 (1)

, where, 𝜙 is rock porosity, 𝜉 is the mixture molar density, and 𝑞
represents the source/sink term. The mixture velocity, 𝐯 is calculated
using the Darcy’s law [34] as demonstrated in Eq. (2) with 𝜇, 𝜌, 𝐤,
and 𝑝 being the fluid viscosity, mass density, permeability tensor, and
pressure, respectively.

𝐯 = − 𝐤
𝜇
(∇𝑝 − 𝜌𝑔∇𝑧) (2)

.
The fluid mixture is composed of multiple (here two) gas compo-

nents with different concentrations. The conservation of mass of each
component in a fluid mixture is given by Eq. (3) [33], where 𝑥𝑐 is the
mole fraction of the component 𝑐 in the mixture (𝑚), and 𝐉𝑐 is also
the dispersive mass flux that can be represented by Fick’s law [35]
(𝐉𝑐 = −𝜙𝜉𝐃ℎ∇𝑥𝑐) with 𝐃ℎ being the hydrodynamic dispersion coeffi-
cient in the tensorial form. The Stefan-Maxwell formulation [36] could
also be employed to account for the dispersive/diffusive mass flux.
However, since this study focuses on a binary gas system, Fick’s law
can sufficiently represent its diffusive/dispersive characteristics [37].
The hydrodynamic dispersion coefficient is the summation of effective
diffusion coefficient, 𝐷𝑒, and mechanical dispersion, 𝛼|𝐮|. The effective
diffusion coefficient in porous media is known to be smaller than the
molecular (binary) diffusion coefficient (𝐷𝑚) due to the presence of
solid obstacles and would be a function of porous media tortuosity
and porosity [38,39]. In this study, the transversal dispersion has been
ignored and only the longitudinal dispersion have been included, which
reads (𝐷ℎ𝑖 = 𝛼 𝑢𝑖 +𝐷𝑒), where 𝑢𝑖 is the pore velocity in i direction and
𝐷𝑒 =

𝜙
𝜏 𝐷𝑚, with 𝜏 being the porous media tortuosity (𝜏 = 𝜙−0.5[38]).

𝜕(𝜙𝜉 𝑥𝑐 )
𝜕 𝑡 = −∇ ⋅ (𝜉 𝑥𝑐𝐯 + 𝐉𝑐 ) + 𝑞𝑐 (3)

.
It is also known that 𝐷𝑚 in gas mixtures is dependent on tempera-

ture, pressure, and concentration [40]. The low-pressure H2 diffusion
coefficient in binary gas systems was computed utilising the Wilke and
Lee [41] relation (which is based on the Chapman–Enskog theory) [40].
However, this relation is only accurate for gases acting as ideal at
low pressures. To tackle this, the Riazi and Whitson [42] correlation
has been used to calculate the high-pressure diffusion coefficients as
a function of binary mixture viscosity and density as can be seen
in Eq. (4), where the 0 and + signs denote the low-pressure and high-
pressure properties, respectively, and 𝑃𝑟 and 𝑏 and 𝑐 are the reduced
pressure and constants calculated based on the acentric factor, respec-
tively [40,42]. The values of high-pressure diffusion coefficients for the
four binary gas systems at P = 60 bar and 𝑇 = 313 K are shown in Fig. 1.
(𝜉 𝐷𝑚)0 = 1.07(𝜇

+
)𝑏+𝑐 𝑃𝑟 (4)
(𝜉 𝐷𝑚)+ 𝜇0

2 
Fig. 1. The high-pressure diffusion coefficients for the four binary
gas systems at P = 60 bar and 𝑇 = 313 K calculated using
Wilke and Lee [41] and Riazi and Whitson [42] (Eq. (4)) relations.

.
The pure and mixture gas properties, including the compressibility

factors and compressibility values are calculated by Peng–Robinson [43]
equation of state (PR EOS). A discussion on the choice of EOS for
calculating the properties of H2 containing mixtures and the com-
parison between PR [43], PC-SAFT [44], and Gerg 2008 [45,46] EOSs
are presented in Appendix A (see Fig. A.1. Particularly for gaseous
mixtures, care should be taken when defining the mixture molar density
since it depends on the non-ideal properties of the gases, and it can
have a significant impact on the miscible displacement process. Partic-
ularly, using ad-hoc assumptions (such as ideal gas mixture) makes it
impossible to accurately reflect the true behaviour of the gases. In a real
gas mixture, the molar densities are calculated based on Eq. (5), where
𝑍𝑚, 𝑅, and 𝑇 represent mixture compressibility factor, the universal
gas constant and temperature, respectively. It is important to note that
the compressibility factor and compressibility are distinct concepts. The
compressibility factor (𝑍) corrects the volume of a gas to account for
molecular interactions, such as attraction and repulsion, which deviate
from the behaviour of an ideal gas where no such interactions occur. In
contrast, compressibility (𝑐𝑝 = 1

𝜉
𝜕 𝜉
𝜕 𝑃 ) describes how the volume of a gas

changes in response to variations in pressure within the system. Pure
component viscosities are also calculated using the correlation of Chung
et al. [47] with the mixture viscosity computed by applying the Wilke
[48] mixing rule.

𝜉𝑚 = 𝑃
𝑍𝑚𝑅𝑇

(5)

Eq. (1) is first solved to derive the velocity profile of fluid mixture,
Eq. (3) can then be solved for 𝑁𝑐 − 1 components in order to obtain
the concentration profile. In this case, the PDEs are solved using a de-
coupled, finite volume, implicit method, and the transmissibilities are
obtained using an upwinding scheme. Additionally, the average domain
dispersion coefficient (𝐷ℎ) is obtained by post-processing and fitting
the effluent concentration data using the Ogata and Banks analytical
solution [49] as demonstrated in Eq. (6), where 𝐶0, 𝐶𝑖, and 𝜐 represent
the concentration at the upstream boundary, initial concentration, and
pore velocity, respectively.

𝐶(𝑥, 𝑡) = 𝐶𝑖+
1
2
(𝐶0−𝐶𝑖)

[

er f c
(

𝑥 − 𝜐𝑡
2
√

𝐷ℎ𝑡

)

+ exp
(

𝜐𝑥
𝐷ℎ

)

er f c
(

𝑥 + 𝜐𝑡
2
√

𝐷ℎ𝑡

)]

(6)
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Table 1
A summary of basic parameters used in the model. The petrophysical
properties and initial conditions are taken from Oldenburg [22].

Parameter Value

Permeability, mD 1000
Porosity, (–) 0.30
Length, m 1.00
Initial Pressure, bar 60.00
Temperature, K 313.15
Water Diffusion Coefficient [50], m2∕s 10−9

Longitudinal Dispersivity (Grid Size), m 0.005

3. Numerical modelling results

3.1. Model validation

An experimental investigation was carried out to test the validity
of the numerical model, analytical solution, and to examine how the
gas diffusion coefficient affects the dispersion coefficient of binary
gases in porous media Appendix B. The experiments were conducted
at low pressure and temperature conditions, where the highest values
for diffusion coefficients was expected. The further high-pressure ex-
periments and the investigation of the non-ideal gas behaviour was not
feasible due to the setup hardware/equipment limitations as it is further
discussed in Appendix B. Table B.4 and Fig. B.5 yield the following
conclusions: (i) fitted velocity values agree with experimental boundary
conditions, confirming the suitability of the Ogata-Banks solution. This
outcome is essential to ensure validity of post-processing of the simula-
tion data in the further modelling analysis; (ii) the numerical model fits
the experimental data to ensure the numerical accuracy of the model;
and (iii) diffusion controls the flow of gas mixtures in both the tube
and core plug for the experiments. This is an important outcome of
the experiments as compared to the diffusion in liquids, diffusion in
gases are much stronger and thus cannot be neglected in the numerical
simulations of mixing of gases.

3.2. Input data and the numerical domain

Table 1 outlines a list of basic parameters used in the model. The
primary simulation domain is a thin two-dimensional rectangular with
a constant pressure boundary (equal to the pressure of the system)
located at its right side, while injection/production happens at the
left boundary with constant mass rate. The right side also acts as a
zero-gradient concentration boundary during injection, whereas during
production, its concentration is constant (equal to 1). The domain is
considered to be fully homogeneous to focus solely on the impact of
gas mixing properties on dispersive behaviour as heterogeneity and the
correlation lengths strongly affects the transport properties [51–53] and
spreading [54]. It has been shown that for the gas mixing process, the
presence of connate water saturation results in increased dispersion
coefficients [20,55,56]. However, in this study, the impact of water
saturation has been disregarded.

The simulations are conducted assuming binary gas mixtures, where
H2 acts as the main injecting/producing component, and N2/CH4/CO2/
H2 are used as resident gases. The simulations were repeated for
various injecting/producing velocities covering a Péclet Number (𝑃 𝑒 =
𝜐𝑖𝑛𝐿𝑐∕𝐷𝑒) range of about 5-105, defined based on interstitial velocity at
inlet (𝜐𝑖𝑛 = v𝑖𝑛∕𝜙), 𝐿𝑐 as the domain’s length, and the starting effective
diffusion coefficient of each case. It should be mentioned that the Péclet
Number vary between different binary cases as the binary diffusion co-
efficients are calculated based on the gas types, composition, pressure,
and temperature. A grid convergence study was conducted with a range
of 50–400 grids in 𝑥-direction for H2 - CO2 displacement at 𝑃 𝑒 = 100.
From 50 to 200 grids, the relative 𝐷ℎ error compared to the lowest-
grid case fell by around 8%, and by increasing the number of grids over
200, the relative error only changed by around 2%. Therefore, the total
3 
Fig. 2. The schematic of the simulation domain with initial and boundary conditions.

number of grids in 𝑥-direction was set equal 200, which resulted in a
grid size and input dispersivity value of 0.005 m in 𝑥 direction. A simple
schematic of the employed simulation domain and its corresponding
boundary conditions is shown in Fig. 2.

The Ogata and Banks [49] analytical solution was used to fit the
numerically-derived effluent data against 𝐷ℎ and velocity, as shown by
dashed lines in Fig. C.1. As illustrated in Fig. D.1, we have also used a
method of moments approach based on step input [57] to calculate the
dispersion coefficients in order to further validate the values obtained
from the curve fitting. From the figure, it can be deducted that the
values derived from the curve fitting of the analytical solution [49]
are perfectly in line with the dispersion coefficient obtained from the
moment method. Fig. 3 compares the effluent H2 concentration as
a function of dimensionless time, defined as the total injected pore
volume divided to the total available pore volume in the domain,
for different resident gases during H2 injection and production. The
effluent location is considered to be at the right and left boundaries
during injection and production, respectively. According to this figure,
at low velocities, 𝜐 ≤ 1 × 10−5 m∕s (low Péclet numbers), the flow of H2
mainly occurs due to diffusion as the advective force comes into play
at larger time scales compared to the diffusive force and therefore,
the gas flow happens as a result of diffusion only [58] following the
binary diffusion coefficient trend of Fig. 1. Comparing various Péclet
numbers, the distinction between different resident gases becomes
more significant as one approaches larger Péclet numbers, at which
point the flow properties are dictated by advective transport.

Dispersion for Newtonian fluid flow in porous media is introduced
by 𝐷ℎ = 𝛼 𝜐𝛽 +𝐷𝑒, in which 𝛼 is the dispersivity which is a function
of porous media properties, 𝐷ℎ means macroscopic/upscaled disper-
sion coefficient, and 𝛽 accounts for 𝐷ℎ − 𝜐 non-linearity and should be
roughly equal 1 for Newtonian fluids. However, for gases, non-ideal
gas mixing and compressibility control transport. Thus, we introduce a
dispersivity correction factor related to the gas mixtures, 𝛿 = 𝛼𝑔

𝛼𝑤
, which

would read 𝐷ℎ = 𝛼𝑤𝛿 𝜐𝛽 +𝐷𝑒. Fig. 4 outlines the results of the upscaled
dispersion coefficients (𝐷ℎ) and correction factors (derived assuming
𝛽 = 1) for all the studied cases. Fig. 4a, in particular, shows the plots of
𝐷ℎ∕𝐷0 (𝐷0 is the equal to 𝐷𝑒 at the start of injection/production) as a
function of Péclet number for all the cases considered in this study. The
H2 and N2 cases also exhibit comparable dispersion coefficients across
various resident gases, with the scaled behaviour being quite similar
to the water–water displacement. The disparity between the injection
and production scenarios also rises when the resident gas is changed
from H2 to CO2 (H2→N2→CH4→CO2). Fig. 4b also demonstrates the
correction factor, 𝛿, at various Péclet numbers for the different cases
simulated in this study. From this figure, it can also be deducted that
gas dispersivity is not comparable to that of water–water displace-
ment and needs to be corrected for gas mixtures depending on their
properties.
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Fig. 3. Simulation results for effluent H2 mole fractions as a function of time and injected pore volume for different residing gases during injection and production of H2 at
different ascending inlet/outlet velocities.
Fig. 4. (a) The longitudinal dispersion coefficient scaled by diffusion coefficient and (b) gas dispersivity correction factor (𝛿) as a function of Péclet number for different residing
gases during injection and production. 𝛿 is calculated based on a water dispersivity value equal 0.003 m (section 3.4).
3.3. Origin of the non-unique dispersive behaviour

Comparing 𝐷ℎ of different resident gases during H2 injection, it can
be deduced that 𝐷ℎ decreases when changing the cushion gas from
H2 to CO2 (H2 < N2 < CH4 < CO2), while the production scenarios
follow an opposite trend. This dissimilar behaviour between injec-
tion/production processes have been discussed previously for liquid
systems [59,60]. Dabrowski [31] also observed the non-unique disper-
sion coefficient between injection and production scenarios for H2 -
CH4 displacement. Here, it was found that the non-ideal properties of
gases mainly lies at the root of non-unique dispersion coefficients with
the injection scenarios demonstrating a weaker dispersive behaviour.
It should be mentioned that this dispersive behaviour cannot be solely
interpreted in terms of H2 spreading as a result viscosity difference
between advancing and receding components, as N2, CH4, and CO2
demonstrate similar viscosity values (around 1 × 10−5 Pa s) at the
4 
initial temperature/pressure conditions of this study, with N2 having
the highest viscosity amongst the resident gases. The impact of the
viscosity ratio between the advancing and receding components has
been investigated through additional simulations using the ideal gas
mixture assumption for H2 - N2 and H2 - CO2 displacement as presented
in Fig. 5. It was found that for the considered range of viscosity ratios, a
homogeneous simulation domain, and low pressure changes within the
considered system, a somehow unique injection/production dispersive
behaviour exists.

It should also be noted that this behaviour cannot be investigated
in terms of fluid compressibility either, since the range of applicable
inlet/outlet mass rates used in the simulations prohibits any significant
pressure changes within the system (below 0.5 bar). This can be ex-
plained in terms of mixing of real gases with different thermodynamic
properties, here the gas compressibility factor, which account for the
non-ideal behaviour of gases and determine how mixture (or pure)
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Fig. 5. The hydrodynamic dispersion coefficient, scaled by the diffusion coefficient, is plotted against the average domain pore velocity and Péclet number for (a) H2 - N2 and (b)
H2 - CO2 displacements during H2 injection and production. The figure compares the dispersion coefficient for ideal mixture assumptions (where the compressibility factor equals
1 for all gases) with those of real gas cases.
Fig. 6. (a) Mixture compressibility factor (derived from PR EOS [43]) and non-ideal mixture molar density (calculated according to Eq. (4)) as a function of H2 mole fraction for
different combination of binary gas mixtures.
molar densities (Eq. (5)) deviate from the ideal behaviour.
When the compressibility factor is considered, the molar density

difference between the advancing and receding gases becomes more
significant compared to ideal gas conditions, where gases exhibit iden-
tical molar densities (𝜉𝑐 = 𝜉𝑚 = 𝑃

𝑅𝑇 ). This leads to the formation of
a molar density gradient, driven by the gradient in the mixture’s
compressibility factor, which develops and evolves over the course of
the simulation (Fig. 6a). Taking this molar density gradient into consid-
eration, the introduction of H2 results in a negative gradient ( 𝜕 𝜉𝑚𝜕 𝑥 ≥ 0),
while the removal of H2 from the system causes the gradient to become
positive ( 𝜕 𝜉𝑚𝜕 𝑥 ≤ 0). As a result, the dispersion coefficients decrease
during H2 injection and increase during its production. Furthermore,
among the cushion gases, CO2 exhibits the largest variations in com-
pressibility factor, following the order 𝑍𝐶 𝑂2

< 𝑍𝐶 𝐻4
< 𝑍𝑁2

< 𝑍𝐻2
.

This indicates that the H2-CO2 mixture deviates the most from ideal
gas behaviour and experiences the greatest molar density fluctuations
compared to the other gas mixtures (see Fig. 6).

Here, we define a new term called the compressibility factor ra-
tio between advancing and receding components (𝑍𝑟 = 𝑍𝐴𝑑 𝑣∕𝑍𝑅𝑒𝑐).
During injection (𝑍𝑟 > 1), the displacement front would behave more
sharpely compared to the production cases (𝑍𝑟 < 1). The H2 - CO2
mixture would also have the largest 𝑍𝑟 during injection, meaning
the dispersive behaviour will become less significant as opposed to
5 
the production scenarios. Based on the simulation results (Fig. 7), an
exponential relationship exists between the gas dispersivity correc-
tion factors and compressibility factor ratio at advection-dominated
regimes. Therefore, a general correlation is proposed to relate the cor-
rection factor to 𝑍𝑟 at high Péclet numbers (𝑃 𝑒 > 100), as demonstrated
by Eq. (7) and Fig. 7.

𝛿 = 131.98 exp(−4.88𝑍𝑟) ; 0.6 ≤ 𝑍𝑟 ≤ 1.6 (7)

The compressibility factors also present dependence on pressure and
temperature of the system, with varying direction and magnitude for
each component (see Fig. 8a). The figure shows the plot of compress-
ibility factor of pure gas components at a temperature of 313.15 K.
It is evident that when pressure rises, the compressibility factor of H2
slightly increases, whereas that of CH4 and CO2 sharply decreases. The
N2 compressibility factor has likewise remained relatively consistent
throughout the temperature and pressure range under consideration.
This emphasises how important non-ideal properties of gas mixtures
are, particularly for H2 - CH4 and H2 - CO2 displacement, and how
a more enhanced non-unique injection/production behaviour can be
expected at higher pressures (Fig. 8b).
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Fig. 7. Gas dispersivity correction factor (𝛿) versus compressibility factor ratio
(𝑍𝑟 = 𝑍𝐴𝑑 𝑣∕𝑍𝑅𝑒𝑐 ) at different inlet/outlet pore velocities. The H2 injection and pro-
duction cases are denoted by 𝑍𝑟 > 1 and 𝑍𝑟 < 1, respectively, with the H2 - H2
displacement represented by 𝑍𝑟 = 1. The production and injection of H2 in the H2 -
CO2 displacement are also shown by the lowest and highest 𝑍𝑟. The continuous black
line presents the fitted values generated using the correlation shown in Eq. (7). The
values of correlation coefficient (r) and coefficient of determination (R2) is shown on
the graph.

Table 2
Fitted velocity exponent (𝛽) and gas dispersivity correction factor (𝛿) based on the
equation, 𝐷ℎ = 𝛼 𝛿 𝑢𝛽 +𝐷𝑒, for different gas mixtures during injection and production of
H2. The fitted dispersivity value and velocity exponent for water–water displacement
is equal 0.003 m and 0.991, respectively.

Injection, 𝛽 Production, 𝛽 Injection, 𝛿 Production, 𝛿

H2 - H2 1.003 1.003 3.872 3.853
H2 - N2 1.002 0.997 3.349 4.244
H2 - CH4 1.008 0.996 2.114 6.476
H2 - CO2 1.102 0.992 0.831 16.351
H2 - N2, Ideal Gas 1.001 0.999 3.832 3.759
H2 - CO2, Ideal Gas 1.002 0.999 3.848 3.774

3.4. Nonlinear behaviour of dispersion coefficient

It has been argued that the dispersion coefficient does not al-
ways exhibit a linear relationship with velocity and the degree of this
non-linearity depends on the porous media and fluid properties. This
study also investigates the dispersion coefficient-velocity non-linear
behaviour by introducing the exponent 𝛽. 𝛿 (correction factor) and 𝛽
values have been used to fit 𝐷ℎ employing the equation 𝐷ℎ = 𝛼 𝛿 𝑢𝛽 +
𝐷𝑒 [61]. Table 2 shows the values of the these two fitting parameters
for the majority of the simulation cases of this study. The fitting process
for water–water displacements leads to 𝛽 and 𝛿 values equal 0.991
and 0.003 m, respectively. The correction factors for gas mixtures are
also derived based on this value of dispersivity for water. From the
table, the following can be deduced: (i) The H2-H2, H2-N2, and ideal
gas cases exhibit relatively consistent dispersivity values, while the H2-
CO2 and H2-CH4 cases show significant deviations, with production
leading to much higher dispersivities. (ii) The nonlinearity between
dispersion coefficients and system velocities is minimal for the H2-
H2, H2-N2, and ideal gas cases, but becomes more pronounced when
CH4 and CO2 are the resident gases. These nonlinear behaviours and
variations in dispersivity align with previous observations regarding gas
non-ideality, as reflected in the compressibility factors.

4. Conclusions

The present study examined the dispersive properties of binary gas
systems within porous media, specifically focusing on UHS. A numerical
6 
model, able to consider the non-ideal behaviour and compressible
nature of gases, was developed and employed to analyse binary gas
displacement. The comprehensive model and the application of the
analytical Ogata-Banks solution were validated through a proposed
experimental procedure. However, the further use of the experimental
setup was discontinued due to its limitations and a lack of resources.

In summary, it was discovered that different binary gas combina-
tions can behave differently in a displacement process. Increasing the
non-ideality of the gas mixture (enhanced compressibility factor differ-
ence between the components) resulted in enhanced dispersion charac-
teristics, mixing and boosted difference between injection/production
scenarios when comparing different binary gas mixtures. A correction
factor for dispersivity was introduced, which was found to vary de-
pending on the binary mixture used, indicating the influence of fluid
characteristics rather than porous medium physical properties.

In the context of UHS operations, while CO2 exhibited less mixing
with H2 under advective regimes and during injections, the produc-
tion phase showed significantly higher dispersion characteristics. This
makes CO2 a less favourable option for use in such systems. It should
be noted that this study did not take into account the situations where
CO2 will act as a supercritical fluid, in which case, the dispersive
behaviour can be significantly impacted by high viscosity and density
variations [22]. It should also be noted that CO2 may be a less efficient
cushion gas as it enhances the methanogenesis and microbial activities
to consume hydrogen which is out the scope of this study.

Additionally, the effects of diffusion coefficient on the dispersive
behaviour of gases were examined from modelling and experimental
standpoints. The transport properties of gases are majorly controlled by
diffusion in a wide array of applicable Péclet numbers, and therefore,
diffusion time scales are important in determining the H2 purity and
loss. This behaviour will continue to be enhanced, particularly during
shut-in periods and far-well regions where the H2 flow solely occurs as
a result of diffusion [58].

It is important to note that the overall efficiency of the operation
is influenced by the interaction of various additional factors, such as
the effects of gravity, heterogeneity, and compressibility (if applicable).
These factors, along with a more in-depth investigation into the effects
of heterogeneity, should be considered in future research.
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Fig. 8. (a) Impact of pressure on pure gas compressibility factors at a temperature equal 313.15 K, and (b) Upscaled dispersion coefficients as a function of Péclet number at two
different pressures equal 20 and 60 bar for H2 - CO2 displacement.
Fig. A.1. (a) Mixture compressibility factor and (b) mixture molar density calculated using three equations of states (PR [43], PC-SAFT [44], and Gerg 2008 [45,46]) as a function
of hydrogen mole fraction in the binary mixture.
Appendix A. Equation of states

A.1. Comparison between equations of states

This section presents a comparison of the results of different equa-
tions of states, namely PR [43], PC-SAFT [44], and Gerg 2008 [45,46]
EOSs (the reference EOS for H2), in terms of compressibility factor and
mixture molar density. It is widely known that conventional equations
of states do not accurately predict the properties of H2 containing
mixtures, especially under very high pressure and low temperature
conditions [62]. This is due to the unique properties of H2, such as a low
molar mass. In order to confirm the applicability and validity of PR EOS
(used in this study), we have calculated the two main thermodynamic
properties of our model (compressibility factor and mixture molar
density) using the three-mentioned EOSs. It can be seen from Fig. A.1
that PR EOS slightly underestimates the Z factor of the H2 containing
mixtures leading to the slight overestimation of mixture molar densities
when compared to Gerg 2008 and PC-SAFT EOSs. However, in our
view, the observed difference does not justify the introduction of a
more complex EOS into the model. It should also be mentioned that
this study does not deal with cryogenic temperature conditions and
thermal properties of H2 (such as specific heat capacity) where the most
deviations in H properties are observed.
2
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Appendix B. Model validation

B.1. Experimental setup and materials

A gas separation unit originally designed to evaluate the efficiency
of membranes in separating gases [63,64] was modified and employed
for studying the mixing of binary gases through a core plug, represent-
ing a subsurface porous medium. Fig. B.1 illustrates a schematic of the
employed gas separation setup. The rig encompasses, (i) a micro gas
chromatograph (GC) system (Agilent Micro GC, G3581 A) coupled with
a TCD detector and an MS5 A HI column (Ar 99.998% as the carrier)
used to analyse the composition of the effluent gas; (ii) a core holder
containing a sandstone core plug with a length and diameter of 4.7 cm
and 1.1 cm, respectively; (iii) a Mass Flow Controller (MFC) (Alicat
Scientific MC Series) for each gas placed at the inlet for injection of
gases, and one MFC on the outlet to control the rate of outflow gas;
(iv) a three-way valve (V1) placed at the inlet to enable the flow from
the MFCs to exhaust or to the core holder. To reduce gas mixing in
the tubing, the length of the tube connected to the core holder (shown
in red) was minimised. A hydrogen generator (Claind, Hggen 400),
operating at a maximum pressure of 6 bar, supplied H2 (99.9995%)
for the experiments, whereas, CH4 (99.9995%) and N2 (99.998%) were
acquired from BOC company.
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Fig. B.1. A schematic of the gas separation unit modified to study the mixing of binary gas systems in porous media. The setup includes (1) the gas supply unit; H2 is provided
through the H2 generator, while N2 and CH4 are coming from gas cylinders, (2) inlet MFCs for injection of gases, (3) a three-way valve to direct flow to the vent or the sample,
(4) a core holder containing the core plug, (5) outlet MFC, (6) auto-sampler, (7) gas chromatography, and (8) a computer setup to process the GC readings and controlling the
MFCs.
Fig. B.2. An illustration of the GC response and the linear calibration procedure. The figure is adapted from Agilent [65].
B.2. Gas chromatography

A GC analysis was used for the real-time analysis of the permeate
composition. The components were identified according to the thermal
conductivity; the higher the thermal conductivity, the quicker the
component was detected by GC. Consequently, real-time results as a
chromatogram, displaying the retention time - duration needed for each
component to pass through the column and into the detector [65]- on
the 𝑥-axis and the detector response on the 𝑦-axis (Fig. B.2), were gener-
ated. The retention time varies for each gas and depends on instrument
conditions, such as type of column, pressure, and temperatures.

B.3. Calibration of gases

A calibration curve is required to relate the GC peak area to its
corresponding gas concentration. It was performed by running standard
mixtures at various concentrations and plotting the results against
detector response as shown in the subset of Fig. B.2. For the calibration,
the core plug (and the holder) was replaced with a bypass to fully
allow the flow of gases. The calibration process was done separately
for each binary gas mixture (H - N and H - CH ). To guarantee the
2 2 2 4
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repeatability of the GC peak areas, six different GC scans were carried
out at each input concentration. The mean of the final four measured
GC scans was utilised as the final peak area at each concentration.
Fig. B.3 depicts the calibration results for H2 - CH4 and H2 - N2 systems.

B.4. Permeability measurements

The absolute permeability of the core plug was calculated using the
Klinkenberg equation [66] (B.1), where 𝐾𝑔 , 𝐾, and 𝑏 represent gas
permeability, absolute permeability, and the Klinkenberg coefficient.
Gas permeabilities were calculated using Darcy’s law [34] at 4 different
flow rates. As it is shown in Fig. B.4, the absolute permeability of the
core plug (K) was found to be around 34.24 mD, and b = 1.6 bar.

𝐾𝑔 = 𝐾(1 + 𝑏
𝑃
) (B.1)

B.5. Gas-mixing experiments

The experiments were conducted at 22 ◦C using two binary gas
mixtures, H - N and H - CH . The core plug was initially saturated
2 2 2 4
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Fig. B.3. The calibration curves for (a) H2 - N2 and (b) H2 - CH4 showing the mole fraction of the outlet gas as a function of GC peak area.
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Fig. B.4. The Klinkenberg [66] plot -gas permeability versus inverse of mean pressure.
he linear curve fitting data (y = Ax + B) and lower/upper prediction bounds are
etailed in the figure as well.

with either N2 or CH4 at approximately 1.5 bar gauge, and swept by H2
at 1 cc/min (at experimental conditions). The reverse process, involving
the injection of CH4/N2 in an H2-saturated domain, was halted due to
echnical issues, which will be elaborated on in the following sections.
 confining pressure of 30 bar was applied to ensure the rubber sleeve
as securely attached to the core plug’s surroundings, ensuring that
ll the injected gas passed exclusively through the core plug and not
round it. The overall procedure for conducting gas-mixing experiments
hrough a core plug is as follows:

1. Saturate the core plug and connected tubing with N2/CH4 by in-
jecting gases using MFCs. To ensure complete saturation, several
GC scans were conducted.

2. Increasing the pore pressure to around 1.5 bar. Shutting the
outlet and inlet MFCs off.

3. Switch the V1 valve to the vent position. Injecting H2 with a
high flow rate to replace N2/CH4 in the black tube down to the
valve V1. Followed by increasing the pressure in the black line
depicted in Fig. B.1 to around 1.5 bar.
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Table B.3
Dispersion coefficient and velocity definitions.
𝐷1 Sum of dispersion coefficients in tubing and core plug, derived from

fitting of experimental data.

𝑢1 Average velocity of the tubing and core plug, derived from fitting
of experimental data.

𝐷2 Dispersion coefficient of the tubing, calculated from Taylor-Aris
relation [67] (Eq. (B.3)).

𝐷3 Dispersion coefficient of the core plug, derived from Eq. (B.2).
𝑢2 Average core plug velocity, calculated from a parabolic velocity

distribution with a maximum equal 𝑢1.
𝐷4 Dispersion coefficient of the core plug, derived from fitting of

simulated breakthrough curves.
𝑢3 Average core plug velocity, calculated from fitting of simulated

breakthrough curves.

4. Switch the V1 valve, allowing H2 to enter the core plug, simulta-
neously setting the MFCs in the inlet and the outlet to the desired
flow rates, and start GC scans.

5. Employ the calibration data (Fig. B.3) to calculate the mole
fractions of gases measured at the outlet of the core holder.

B.6. Analysing the experimental data

Fig. B.5 illustrates breakthrough curves (H2 mole fraction as a func-
tion of experimental time) for H2 - N2 and H2 - CH4 systems. As men-
tioned earlier, H2 was injected into a core plug saturated with N2/CH4.
Each experiment was performed twice to ensure reproducibility of the
results as shown in Fig. B.5a.

As Eq. (B.2) presents, the dispersion coefficient derived from the
xperiment could be due to the mixing of gases occurring in the
ore plug and tubing (coloured in red in Fig. B.1). The velocity and

dispersion coefficient terms used in the remaining part of this section
are listed in Table B.3. Steps below were followed to eliminate the
ffect of mixing in tubing, and derive the pure dispersion of the porous
edium.

1. The average velocity and dispersion coefficient of the experi-
ment (D1 and 𝑢1) were quantified by the inverse application
of Ogata-Banks analytical solution [49] using the breakthrough
data shown in Fig. B.5a. The curve fitting results are presented
in Fig. B.5b.

2. As Eqs. (B.2) and (B.3) show, the dispersion coefficient of the
core plug (𝐷3) was derived by subtracting the total experiment
dispersion coefficient (𝐷 ) from the tubing dispersion coefficient
1
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Fig. B.5. (a) The breakthrough curves for H2 - N2 and H2 - CH4 systems with H2 as the advancing component. The generation of the breakthrough curves are done for two repetitions
f the experimental procedure. (b) The experimentally-measured breakthrough curves along with the fitted Ogata-Banks [49] analytical solution. (c) The final breakthrough curves

for the core plug. The data is based on the (1) forward application of Ogata-Banks solution from the experimental data (dashed lines) and (2) the numerical model depicted in
the ‘Methodology’ section (continuous lines). The RMSE values show the fitting errors (root mean square error) of the concentration profiles.
(𝐷2, derived using Taylor-Aris formulation [67,68]). The binary
diffusion coefficients (𝐷𝑚) are also calculated using the Wilke
and Lee correlation [41] separately for H2 - N2 and H2 - CH4
systems at 𝑇 = 297.15 K andP = 1.5 bar.

𝐷1 = 𝐷2 +𝐷3 (B.2)

𝐷2 = 𝐷𝑚 +
𝑟2𝑢21
48𝐷𝑚

(B.3)

3. A parabolic velocity profile was generated at the inlet of the core
plug, with its maximum velocity, matching the fitted velocity
from step 1 (𝑢1). The average of the parabolic velocity profile
(𝑢2) was then used to derive the breakthrough curve of the core
plug. The breakthrough curve of the core plug was regenerated
by the forward application of the Ogata-Banks solution [49] us-
ing the core plug dispersion coefficient (𝐷3) and the mentioned
average velocity (𝑢2) as inputs.

4. The numerical simulations were conducted using the same
parabolic velocity profile (step 3) as its input. The numerical
average domain velocity (𝑢3) and dispersion coefficient (𝐷4)
were calculated by the fitting of Ogata-Banks solution [49]. It
should be noted that the core plug simulations were conducted
considering an effective diffusion coefficient definition, meaning
𝐷𝑒 = 𝜙

𝜏 𝐷𝑚, where 𝜏 represents the tortuosity of porous media
(𝜏 = 𝜙−0.5) [38,69,70]. The porosity of the core plug was 0.1.
It should be mentioned that calculating tortuosity values based
solely on the porosity of the porous media is flawed as it would
yield equal tortuosity values for porous mediums having equal
10 
porosity but different porous structures. However, experimen-
tally calculating the tortuosity of the porous medium is not a
straightforward task to achieve. Moreover, the aforementioned
correlation yields adequate results for this study’s application.

5. The numerical simulation results were validated against the core
plug breakthrough data of the experiments (steps 1–4), as shown
in Fig. B.5c.

Table B.4 additionally displays the dispersion coefficients and final
velocity values that were determined by the experiments (tubing + core
plug), analytical solution (experimental core plug) and the numerical
model (core plug). It can be deducted that the (i) fitted velocity
values are in line with experimental boundary conditions endorsing the
adequacy of the Ogata-Banks solution (1 cc/min injection results in a
velocity equal (1.75 × 10−3 m∕s) and ii) the numerical model combined
with the Ogata-Banks analytical solution give accurate results when
compared to the experimental data.

B.7. Discussion on the experimental challenges

The conducted experiments could not represent the actual flow
conditions in an underground storage system and provide insights into
the real-life differences between the gases due to limitations of the ex-
perimental apparatus and complications in performing the experiments
as follows:

• Firstly, the pore pressure was limited and could not be elevated
to represent an actual storage system due to the pressure rating



F. Nazari et al.

.

Chemical Engineering Journal 507 (2025) 160143 
Table B.4
The values of dispersion coefficient and velocity for the total experimental length, core plug, and those derived from the numerical model. The indices are explained in Table B.3

Experiment: Tube + Core Plug Experiment: Core Plug Numerical: Core Plug

Mixture 𝐷1, m2∕s 𝑢1, m/s 𝐷3, m2∕s 𝑢2, m/s 𝐷4, m2∕s 𝑢3, m/s

H2 - CH4 4.56 × 10−5 1.64 × 10−3 2.59 × 10−6 9.60 × 10−4 2.29 × 10−6 9.94 × 10−4

H2 - N2 5.45 × 10−5 1.40 × 10−3 2.52 × 10−6 8.40 × 10−4 2.16 × 10−6 8.74 × 10−4
Fig. C.1. Simulated and fitted effluent concentrations versus time for different residing gases during injection and production of H2. The effluent concentration data are fitted
against the dispersion coefficient and velocity using the Ogata and Banks [49] analytical solution. 𝑢𝑎 represents the fitted pore velocity based on the analytical solution.
of system components (hydrogen generator and MFCs).
• The increase in injection velocity was also ceased due to the low

pore volume of the core plug.
• Despite the authors’ best efforts to minimise tubing length (shown

in red in Fig. B.1), it significantly contributed to gas mixing and
dispersion due to its volume compared to the low pore volume of
the core plug.

• The presence of the GC introduced further complications. Ac-
curate concentration measurements required frequent and long
sampling times. However, these experiments were limited in both
regards. Frequent samplings and sampling times longer than one
11 
second were impractical due to the core plug’s low pore volume.
Additionally, GC sampling caused pressure fluctuations.

• Although the experiments were repeatable in each gas system,
implementing identical boundary conditions for different gas sys-
tems was not possible due to (i) various pressure drops induced
by the GC scans in different gas systems, (ii) different responses
of the outlet MFC to resident gases, as it was calibrated only for
the N2 gas, and (iii) high compressibility of the gaseous systems.

• The current experimental setup also failed in terms of the reversed
process direction, where the introduction of gases other than H2
into an H - filled system was not possible due to the backflow
2
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Fig. D.1. A comparison between the dispersion coefficients quantified by the method of moments [57] and computed based on curve fitting with the Ogata and Banks analytical
solution [49].
of H2. The reason behind such behaviour is not yet known to the
authors.

For future experiments, modifications can be carried out to enable
the setup of performing gas-mixing experiments at real-life conditions
for hydrogen storage. These modifications include: (i) utilising core
plugs with higher pore volumes, much larger than the volume of the
connected tubing, and the amount of GC scans. This reduces the effect
of tubing in the determination of correct dispersion coefficient, and the
fluctuation caused by GC scans. Moreover, it provides the capability of
performing experiments at higher Péclet numbers. (ii) Replacing MFCs
and gas sources with the ones that withstand and operate at higher
pressures (iii) Calibrating the outflow MFC for different gases.

Appendix C. Curve fitting results

Fig. C.1 presents the numerical and analytical effluent concentration
data for the homogeneous simulation cases of this study at different
Péclet numbers and for different combinations of gas mixtures. The
numerical effluent data are fitted against average-domain dispersion
coefficient and pore velocity using the Ogata and Banks [49] ADE ana-
lytical solution. The effluent is located at the right and left boundaries
during injection and production, respectively. The fitted dispersion
coefficients, pore velocities, and root mean square error (RMSE) for
each case is shown in the corresponding plots.

Appendix D. Method of moments

Fig. D.1 compares the results of dispersion coefficients calculated
based on the curve fitting of analytical solution [49] and the method of
moments (based on step inputs) developed by Yu et al. [57]. The results
show good agreement across all velocities, especially for the production
cases.

Data availability

The data provided in this paper can be accessed at Nazari [71] in
compliance with the CEJ’s publishing policy.
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