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EXTENDED ABSTRACT 

In an increasingly autonomous world, it is becoming clear that one thing we cannot delegate to 
machines is moral accountability. Machines cannot be held morally accountable for their actions 
(Bryson, 2010; Johnson, 2006; van Wynsberghe & Robbins, 2018). This becomes problematic when a 
machine makes a decision that has a significant impact on human beings. Examples of such machines 
which have caused such impact are widespread and include machines evaluating loan applications, 
machines evaluating criminals for sentencing, autonomous weapon systems, driverless cars, digital 
assistants, etc. The question that governments, NGOs, academics, and the general public are asking 
themselves is: how do we keep meaningful human control (MHC) over these machines?  

The literature thus far details what features the machine or the context must have in order for MHC 
to be realized. Should humans be in the loop or on the loop? Should we force machines to be 
explainable? Lastly, should we endow machines with moral reasoning capabilities? (Ekelhof, 2019; 
Floridi et al., 2018; Robbins, 2019b, 2019a; Santoni de Sio & van den Hoven, 2018; Wendall Wallach & 
Allen, 2010; Wendell Wallach, 2007). Rather than look to the machine itself or what part humans have 
to play in the context, I argue here that we should shine the spotlight on the decisions that machines 
are being delegated. Meaningful human control, then, will be about controlling what decisions get 
made by machines.  

This proposal, of course, simply kicks the can down the road and forces us to ask how to carve up the 
decision space in such a way that we can ensure meaningful human control. I propose here that 
machines currently make three types of decisions: descriptive, thick evaluative, and thin evaluative 
(Väyrynen, 2019; Williams, 2012). For example, an image classification algorithm could classify the 
image (or items within the image) in these three types. Descriptively, the algorithm could decide that 
the image is of a ‘man’ and a ‘black bag’ and that the image was taken ‘inside’. The algorithm could 
also classify the man as ‘dangerous’ and ‘suspicious’. These would be thick evaluative decisions. Finally, 
the algorithm could also classify the man as ‘bad’ which is a thin evaluative description.  

I argue that keeping meaningful human control over machines (especially AI which relies on opaque 
methods) means restricting machines to descriptive decisions. It must always be a human being 
deciding how to employ evaluative terms as these terms not only refer to specific states of affairs but 
also say something about how the world ought to be. Machines which are able to make decisions 
based on opaque considerations should not be telling humans how the world ought to be. This is a 
breakdown of human control in the most severe way. Not only would we be losing control over specific 
decisions in specific contexts, but we would be losing control over what descriptive content grounds 
evaluative classifications.  

Restricting machines to making decisions about the descriptive would allow humans to keep control 
over what is meaningful: value. This can best be seen when looking at thick evaluative decisions like 
classifying a person as ‘suspicious’. ‘Suspicious’ is a ‘thick’ evaluative term because it includes both 
descriptive elements and evaluative elements. If I called someone suspicious it might include the 
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description ‘solitary person with ski mask on loitering and biting their fingernails’. It would also include 
the evaluative element ‘bad’. It is important that if I describe someone as suspicious that there is good 
reason to do so as it has both short term and long term consequences which could result in harm. For 
example, if a white neighbourhood consistently calls the police because there is a ‘suspicious’ person 
around then there is a good chance that both: that person will be forced to have an interaction with 
the police AND it will be signalled that the look and behaviour of that person is unwanted in that 
neighbourhood. If the only reason that the person was labelled suspicious is because that person was 
black, then unjustified harm has been done. Those people wielding such labels should be held 
accountable for their unreasonable use.  

Allowing machines to make such thick evaluative decisions means delegating to machines the reasons 
that lead to a negative or positive evaluation. Examples of this happening in a harmful way are plentiful 
(e.g. Denying women jobs (Dastin, 2018)). For true meaningful human control, humans should rely on 
the aid of machines to make descriptive decisions that can, if needed, be verified. Instead of labelling 
a person as ‘suspicious’, a machine should label a person as ‘loitering’ and ‘solitary’ and then allow a 
human being to reach the evaluative conclusion that the person is suspicious. This leaves a human 
being in meaningful control over what is important thereby keeping clear human accountability for 
important decisions.  

The further upshot of this proposal for meaningful human control is that it is in line with the idea that 
humans and machines should work together rather than machines replacing humans (see e.g. 
Rosenfeld, Agmon, Maksimov, & Kraus, 2017). The most important part of any collaboration is 
understanding what your, and your partner’s, strengths are. 
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