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Three-dimensional stacked ICs (3D-SICs) technology based on
Through-Silicon Vias (TSVs) provides numerous advantages as com-
pared to traditional 2D-ICs. TSVs are holes going vertically through
the chip silicon substrate filled with a conducting material. A po-
tential application is a 3D-SIC where one or more memory dies are
stacked on a logic die; thereby increasing the memory density, en-
hancing its throughput, and reducing its latency and power con-
sumption as compared to planar ICs.
However, testing the TSV interconnects between the memory and
logic die is challenging, as both memory dies and logic dies might
come from different manufacturers. Currently, extended versions of
two 2D standards might be applicable to test these interconnects.
The first (Boundary Scan Based) method extends JTAG in which
Boundary Scan Cells (BSCs) are placed on both TSVs ends providing
full TSV controllability and observability to the TSVs. The second
(Logic Based) method that can be applied is an extended form of
the IEEE 1581 standard. In this standard, interconnects are tested
by bypassing the memory. In the test mode, memory outputs are a
direct logic function of the inputs. Both methods, however, result in

extra area overhead, inflexible, and fail to address dynamic and time-critical faults (at speed testing). In
addition, memory vendors have been reluctant to put JTAG or additional DfT structures on their memory
devices.
In our Memory Based Interconnect Testing (MBIT) approach, we perform a post-bond memory based
test where we test the interconnects by converting the developed test patterns to memory read and write
operations. This method results in (1) zero area overhead, (2) the ability to detect both static fault and
dynamic faults, (3) at speed testing, and (4) flexibility in applying the test patterns, as this can be executed
by the CPU on the logic die.
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Introduction 1
The successive generations of smaller technology nodes driven by Moore’s law led to chips
with increased transistor density. Scaling down into sub 28nm technologies resulted
in several issues, such as [25, 26]: (1) the exponential lithography cost increase with
scaling becomes economically impractical beyond a certain pitch, (2) power dissipation
budget limits the clock frequency, and (3) increase in dynamic power dissipation as the
interconnect length is increasing relatively to reduced feature sizes. 3D integration is one
of the potential candidates that can be used to alleviate these problems [27]. Figure 1.1
depicts a general structure of a three-dimensional stacked ICs (3D-SICs) where a memory
is stacked on logic (CPU). The connection between both dies go through TSVs.

3D-SICs based on TSVs are one of the promising solutions to alleviate the afore-
mentioned problems. Through Silicon Vias (TSVs) are vertical electrical connections
between stacked dies that go through the silicon substrate and are filled with a conduct-
ing material such as copper or tungsten. These short vertical interconnects (TSVs) have
several advantages [27, 28, 3, 29, 30] such as:

• Reduced power consumption due to reduced wire length as the wires between
components do not have to travel across large chip area’s.

• Short global interconnect delay due to short vertical interconnects.

• High communication bandwidth is achievable, as the vertical interconnects between
dies are perpendicular to the area surface and not only on the perimeter of the chip.

• Improved form factor.

Figure 1.1: General structure for 3D stacked IC (Memory-on-Logic)

1



2 CHAPTER 1. INTRODUCTION

• Heterogeneous die integration, as each die can be manufactured in a different tech-
nologies and optimized for specific requirements such as area (DRAM) and speed
(CPU).

3D-stacking is an emerging field with several challenges that require more research,
such as (1) heat dissipation in stacked dies may negatively reduce the reliability of
IC [31], (2) the TSV size is relatively huge compared to transistors and may lead to
area overhead [2], and (3) testing 3D-SICs are challenging from a quality and cost point
perspective [32, 33].

1.1 Project Goals

Figure 1.2 shows the scope of this thesis. It depicts different digital IC types for both
2D and 3D. In 2D ICs, usually dies are either optimized for speed (CPU+SRAM) or
area (DRAM) as combing them is expensive [12, 50]. However, due to the possibility
of heterogeneous stacking, a good candidate of 3D-SICs is to stack memories on logic
which are among the first 3D-SICs to enter the market [30]. One of the main challenges
is to test interconnects between such dies. The reason is that multiple dies, likely from
different manufacturers, are stacked on each other.

The objective of this thesis is to develop a new memory based methodology for inter-
connect testing in 3D stacked memories which has overall similar or better capabilities as
the state-or-the-art methodologies; for example it should: (1) be ignorant to the internal
implementation details of the stacked dies due to Intellectual property (IP) constraints,
(2) be able to detect both static faults and dynamic faults, (3) perform at-speed testing,
(4) perform testing with minimum time and area overhead, , and (5) be scalable with
the number of interconnects independent of the technology.

Figure 1.2: Thesis Scope

1.2 State-of-the-Art

Different research investigated the testability of 3D-SICs. For example, the authors in
in [34, 35, 36, 37, 20] present different test approaches for 3D-SICs.
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In [34], the authors studied the construction of a scan chain for 3D-SICs using differ-
ent approaches. In [35, 36], the authors presented an optimized technique to minimize
the test time for 3D core-based SOCs. In [20], the author(s) proposed a modular DfT
test access architecture for 3D-SICs. In their approach, different components can be
tested at several test phases including pre-bond, mid-bond, and post-bond test phase.
The proposed approach allows testing several modules separately, such as separate dies,
TSV-interconnects between dies, and external I/Os.

IEEE 1581 (Test Logic) [40, 23] is targeting the detection of static fault for intercon-
nects in 2D-ICs. The primary focus is complex memories such as Flash, SDRAM, and
DDR-SDRAM. In test mode, interconnects are tested by bypassing the memory. During
test, the outputs of the memory are a logic function of its inputs. The standard is JTAG
compliant, i.e., the test logic can function with a CPU that has JTAG.

Currently, standards for 3D-SICs testing do not exist yet. However, they are under
development and many of these developed features of [20] are on-going activities in the
IEEE P1838 working group [38, 22, 39].The state-of-the-art in 3D-SIC testing is based on
the presence of JTAG in all dies. However, memory vendors are not in favor of integrating
JTAG on their devices [23]. Recently, JEDEC which is the global leader in developing
open standards for the microelectronics industry, has released a standard for Wide-I/O
Mobile DRAMs which specifies the interface of memory stacked on logic [30]. They
support JTAG. Moreover, IEEE 1581 approach may be extended for 3D-SICs where the
bottom (logic) die will be JTAG compliant and where the top die (memory) will contain
the test logic.

1.3 Main Thesis Contributions

The following contributions can be assigned to this thesis:

• An overview of the manufacturing steps of 3D-SICs is provided.

• An overview of the granularity partitioning of memory stacked on logic is provided.

• Research has been performed in identifying defects in 3D-SICs; these defects are
classified based on their location in the stack.

• Classified fault models for 2D-ICs are extended to 3D-SICs.

• Test patterns, both for static and dynamic faults are introduced to test for defects
in TSV arrays.

• The Development of a Memory Based Interconnect Test (MBIT) methodology
that detects both static and dynamic faults in 3D-SICs interconnects for memory
stacked on logic.

• The evaluation of the MBIT approach using MIPS simulator.

• Comparison of MBIT with state-of-the-art solutions.

• A paper will be submitted to the DATE 2013 conference.
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1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 introduces the basics of
3D stacking. In this chapter the different 3D stacking steps are explained. In addition,
partitioning granularities are provided that allow planar-memories to be mapped differ-
ently into the third dimensional. Chapter 3 introduces the failure mechanisms for both
2D and 3D ICs. It explains also terminology that is related to IC reliability and qual-
ity. The defects in 3D-SICs have been classified based on their locations, and the fault
models in 2D-ICs have been extended for 3D-SICs. Chapter 4 explains the main idea of
interconnects testing in memory stacked on logic by performing read and write opera-
tions. The detections conditions for the targeted fault models have been developed, and
subsequently converted to test patterns. Chapter 5 discusses the experimental results
of a study case where the MBIT is implemented in MIPS and compares them with the
state-of-the-art approaches in this field. Each methodology is explained and examined
on general defined interconnect test requirements. Chapter 6 summarizes this thesis and
presents the future work.
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This chapter addresses some basics in 3D-stacked ICs and focus mainly on memories.
Section 2.1 introduces the 3D-stacking concept. Section 2.2 discusses different 3D ICs
manufacturing processes. Section 2.3 explains the functionality and implementation of
2D memories. Section 2.4 describes how to extend the 2D memories into 3D, with
different partitioning granularities. Finally, Section 2.5 summarizes the chapter.

2.1 3D ICs: The Concept

Figure 2.1 shows the main forms of 3D integration over time. Figure 2.1(a) shows a
Printed Circuit Board (PCB) in which multiple heterogeneous ICs are integrated. Wires
are used for the communication between ICs, relatively with low performance and high
power consumption. In Figure 2.1(b) a Multi-Chip Package (MCP) is shown. Here
multiple heterogeneous dies are placed close to each other in a single package.

Figure 2.1(c) shows a System-in-Package (SiP); the IC exploits the vertical dimension
and multiple naked dies are stacked vertically in a single package. Therefore, it reduces
the footprint. Communication between dies in both MCP and SiP is through wiring.
SiP is widely used in mobile devices due to its small footprint compared to PCB and
MCP. The last configuration, the 3D-SIC, shown in Figure 2.1(d) is similar to SiP in its
concept. Moreover, here the interconnections go through the silicon of the dies instead of
using external wires. TSVs are smaller in size as compared to wire bonding. Relatively
speaking, wire bonding is slow, and energy-inefficient [1]. TSVs on the other hand have
a much higher interconnection density, although at higher manufacturing cost.

3D integration is considered as More than Moore’s with several advantages over
planar ICs, such as high speed, less power consumption, small form factor, and hetero-
geneous integration [27, 28, 3, 29]. In addition interconnect delay is a limiting factor
in today’s IC’s performance, and short interconnections in 3D-ICs can alleviate this
problem.

Figure 2.1: 3D integration forms [1]

5
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Figure 2.2: TSV-formation: Via-First [2]

2.2 3D ICs: Manufacturing Process

3D-SIC manufacturing process is performed by stacking of planar dies in the vertical
dimension. Each die can be designed and manufactured simultaneously using different
fabrication labs; therefore it can also be called parallel process. The 3D stacking process
includes three main steps: (1) TSV formation, (2) wafer thinning, and (3) wafer or die
bonding. 3D ICs manufacturing process has different approaches depending on TSV
integration scheme, bonding types, and stacking process [29, 12, 3]. We will discuss each
of these options.

2.2.1 TSV Formation

TSVs can be classified into three groups, based on their time of manufacturing, during
IC fabrication process; (1) before FEOL (transistor) formation, and called via-first, (2)
after FEOL (transistor) formation and before BEOL (metal layer) formation, and called
via-middle, (3) after IC fabrication process and this is called via-last which has different
options shown below. These three classes are described next, where they have different
TSVs size, conductivity, and filling material.

1. Via-First

Via-first approach has the TSVs fabricated along with the fabrication of active
circuitry and before thinning, dicing, and assembly. The filling material is polysili-
con, because the copper is not a good choice for high temperature used in front-end
CMOS. Via-first allows the use of high thermal budget materials for high voltage
applications [41]. TSV diameter is about 1µm-5µm [42] as shown in Figure 2.2.

Via-first has many advantages. First, TSVs will be visible after thinning, and
can be used to align the masks for additional backside process step. Moreover,
Via-first approach will minimize the thin wafer handling and processing steps.
Via-first has disadvantages such as; the manufacturing cost is high and requires
adding constraints on design rules of transistor scaling. Also, it is better with wafer
stacking only, because thin die handling is costly [3].

2. Via-Middle

Via-middle approach has the TSVs fabricated after the fabrication of active cir-
cuitry and before metal layers deposition, thinning, dicing, and assembly. The
filling material may be copper, or polysilicon.
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Figure 2.3: TSV-formation: Via-Last [2]

3. Via-Last

Via-last TSV formation approach has the TSVs fabricated after the fabrication of
active circuitry and back-end layers and before dicing and assembly. The filling
material is copper. This approach has many advantages. First, the cost of Via-
last manufacturing is potentially lower than other methods, and can be used for
both wafer and die stacking. Also, TSVs fabrication after fabricating the active
circuitry will avoid conflict with standard process flow. Moreover, Via-last reduces
overall manufacturing cost, because it does not require expensive equipments. On
the other hand, TSV last goes through all metal layers in addition to device and
substrate, and this is considered as a routing obstacle [42]. In addition, the TSV
diameter is large, which is around 5µm-20µm as shown in Figure 2.3, where large
TSV suffers from large pitch, large Keep-out-zone, low speed, and high power [42].

2.2.2 Wafer Thining

3D integration demands wafer thinning to a thickness around 100µm. Handling such thin
wafer with high diameter is challenging. Therefore, wafers are mounted on temporary
handle wafers (carrier wafers). On one hand, the IC wafer is mounted face-down into the
handling wafer, and bonded to 3D IC stack after thinning as shown in Figure 2.4(b), on
the other hand, the IC wafer can be bonded directly to the 3D IC stack, then thinned
where the handling wafer is not needed as shown in Figure 2.4(a) [3]. Throughout this
thesis, the terms chip and die are interchangeable.

2.2.3 Wafer or Die Bonding

Wafer or die bonding, has different options regarding bonding type and orientation, each
explained below.

Bonding Types

There are three different stacking methods to manufacture 3D-SICs, as shown in Fig-
ure 2.5; (1) Wafer-to-Wafer, (2) Die-to-Wafer, and (3) Die-to-Die [3, 43]. Each bonding
method has its advantages and disadvantages. Each method is explained next.

1. Wafer-to-Wafer (W2W)

In W2W stacking, entire wafers of dies are stacked on top of each another. This
approach has several advantages, such as high throughput as dies on the wafers are
processed simultaneously. In addition, bonding a complete wafer makes it possible
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Figure 2.4: Wafer thinning (a) direct after bonding, (b) using ’handle wafer’ before bonding [3]

Figure 2.5: Bonding types [4]

to handle small dies [44]. This approach has also disadvantages. W2W stacking
requires dies to be of the same size [3]. Nevertheless, candidates for this approach
are memories due to their regularity. DRAM memory stacking is based on this
method because it provides increased production speed and throughput [43]. A
second drawback of this approach is the compound yield, as there is no flexibility
to stack individual dies. The method compound yield reduces exponentially with
stack size [3]. Figure 2.5(a) shows an example flow of W2W bonding for four
wafers.

2. Die-to-Wafer (D2W)

In D2W stacking, individual dies of the top wafer are stacked on a bottom wafer
as depicted in Figure 2.5(b). This method has several advantages such as: the
manufacturing throughput is not as good as in W2W stacking, but it allows Know-
Good-Die (KGD) stacking. In addition, dies with different dimensions can be
stacked, as long as the top die is smaller than or equal to the bottom die. Therefore,
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Table 2.1: 3D Bonding Types

Criteria W2W D2W D2D

Different Wafer size Same size No limitation No limitation
Different chip size Same size No limitation No limitation
Different Fabs Less likely Likely Most likely
Number of Stacked layers Many Few Few
Modular Design Enabled Enabled Enabled
Yield Lowest High Highest
Throughput Highest Moderate Lowest

Figure 2.6: Face-to-Face [5]

this approach is the most favorable one from yield point of view where it has a
yield similar to D2D [44]; and is the most relevant from an industry point of view.

3. Die-to-Die (D2D)

In D2D bonding, dies are stacked individually after both top and bottom wafers
are diced, as depicted in Figure 2.5(c). This bonding method is considered as the
most flexible one. A high compound yield can be obtained in case Known-Good-
Dies (KGD) are stacked. The throughput will be less than other methods [44],
as aligning required for individual dies. Moreover, small dies are hard to handle.
Therefore it is less preferred than other methods in industry [43].

Table 2.1 summarizes the main criteria’s for different types of bonding.

Bonding Orientation

3D stacking can be implemented based on wafer and/or die stacking orientation. There
are three different approaches. Each stacking orientation differs in its fabrication pro-
cesses and its inter-die via requirements. These three types of stacking are distinguished
based on the face and back side of the stacked dies. The face side is the side of die
where the metal layers reside, and the back side is the side of the die where the substrate
resides [45, 46]. The three possible orientations are: (1) F2F, where the face of one die
is stacked on the face of the other die, (2) F2B, where the face of one die is stacked on
the bottom of the other die, and (3) B2B, where the back side of one die is stacked on
the back side of the other die. Each of them is described next.

1. Face-to-Face (F2F)

In F2F, the face side of the bottom die is stacked with the face side of the top
die. Since the active sides for stacked dies are connected directly, F2F is the sim-
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Figure 2.7: Face-to-Back [5]

Figure 2.8: Back-to-Back [5]

plest process for 3D integration, and requires minimum changes in the fabrication
process [47]. Figure 2.6 shows the concept of F2F stacking. The external commu-
nication to the outside occurs either through TSV or wire bonds.

Wire-bonding requires some extra space, therefore the bottom die have to be
slightly larger than the top one as shown in Figure 2.6(a). If the external communi-
cation goes through flip-chip bumps, TSVs are needed as depicted in Figure 2.6(b).
The TSVs are used to pass data through the silicon bulk to I/O’s of the chip. Note
that this configuration requires die thinning of the bottom die, to expose the TSVs
to the I/O pads.

F2F is not scalable to stacks consisting of more than two dies [32, 5, 3]. Therefore,
if additional layers need to be stacked, either F2B or B2B must be used. These
schemes are explained next.

2. Face-to-Back (F2B)

In F2B, the face side of bottom die is stacked with the bottom side of the top
die. This is depicted in Figure 2.7. F2B stacking may have all dies in the stack
faced-up, in which external communication is done through wire bonding. The
bottom die must be slightly larger than to provider wiring space as shown in
Figure 2.7(a). F2B stacking may have all dies in the stack faced-down. Here, the
external communication goes through flip-chip bonds at the bottom die as shown
in Figure 2.7(b). F2B is scalable, where an arbitrary number of die layers can be
stacked [32, 3].

3. Back-to-Back (B2B)

In B2B, the back sides of both dies are stacked together. Both stacked dies require
TSVs to form the interconnects. This is depicted in Figure 2.8. Hence, being more
expensive than F2F and F2B. The external communication goes either through
wire bonds if connected from the top die as shown in Figure 2.8(a), or through
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Figure 2.9: Mixed stacking orientation

Table 2.2: 3D integration processing sequence [3]

Process IC Wafer Step#1 Step#2 Step#3

A FEOL TSV (vias first) Wafer thinning (on handle) Face-up bond (metal bonding) —
B FEOL TSV (vias first) Face-down bond (metal bonding) Wafer thinning (on 3D stack) —
C BEOL TSV (vias middle) Wafer thinning (on handle) Face-up bond (metal bonding) —
D BEOL TSV (vias middle) Face-down bond (metal bonding) Wafer thinning (on 3D stack) —
E No TSV TSV from front (vias last) Face-down bond (metal bonding) Wafer thinning
F No TSV TSV from front (vias last) Wafer thinning (on handle) Face-up bond (metal bonding)
G No TSV Face-down bond (all methods) Wafer thinning (on 3D stack) TSV from back (vias last)
H No TSV Wafer thinning (on handle) Face-up bond (all methods) TSV from front (vias last)
I No TSV Wafer thinning (on handle) TSV from back (vias last) Face-up bond (metal bonding)

Figure 2.10: 3D integration processing sequence

flip-chip bumps connected at the bottom die as shown in Figure 2.8(b). Like in
F2F, B2B is not scalable to stacks consisting of more than two dies [32, 5, 3].

4. Other combinations

Dies can be mixed with any combination of the previous orientation. For example,
stacking depicted in Figure 2.9 have four dies; where dies 1 and 2 are stacked in
B2F fashion, dies 2 and 3 are stacked in B2F fashion, while die 3 and 4 stacked in
B2B fashion.
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2.2.4 Process Sequence for 3D Integration

The main steps for 3D manufacturing process based on TSV-formation could be per-
formed in different orders and thus it made trade-offs. Different flows for 3D integration
process according to the sequence of executed steps are summarized in Table 2.2 and
depicted in Figure 2.10.

Process A and B are considered via-first, where the first step is bulk etching and
TSV-metal deposition then transistor formation (FEOL) and metal deposition (BEOL)
through lithographic process. The second step for process A requires flipping the wafer
and bonding it to handle wafer in order to thin down the silicon until TSV tips are
visible from the backside. The third step is bonding the thinned dies. Process B has the
bonding and thinning steps in reverse order compared to process A; the second steps is
bonding the dies while the third is thinning the wafer on 3D stack. Process C and D
and considered via-middle and are similar to process A and B respectively except that
the TSV formation in the first step is performed between transistor formation (FEOL)
and deposition of metal (BEOL) layers.

Process E and F are via last, where the first step is TSV formation after transistor
formation (FEOL) and metal deposition (BEOL). Process E involves metal bonding
then wafer thinning, while process F involves wafer thinning using handle wafer then
bonding.

The first step in process G is die bonding, then wafer thinning on the 3D stack, and
the last step is TSV-formation based on via-last. The first two steps are reversed for
process H compared to process G ; it involves wafer thinning using handle wafer then
bonding and the last step is TSV-formation based on via-last. Both process G and H are
via-after-bonding since via formation is after bonding. Process I involves wafer thinning
using handle wafer, then TSV-formation based on via-last, and the last step is metal
bonding.

2.3 2D Memory

In the previous section, we explained the different 3D ICs manufacturing processes. This
section discusses the functionality and implementation of 2D memories. Section 2.3.1
introduces the general modeling hierarchy used to describe the various levels of memory
abstraction. Subsequent, Sections 2.3.2, 2.3.3, and 2.3.4 shows the behavioral model,
functional model, and electrical model for memories, respectively. Finally, Section 2.3.5
explains the layout model and process technology.

2.3.1 Modeling of Memory

Random access memories (RAMs) which are depicted in Figure 2.11, are able to access
any piece of data independent to its physical location with constant access time. It can
be divided into two types: (1) read-write memories (RAM ), and (2) read-only memories
(ROM ). RAMs which will be our focus in this thesis, include static RAMs (SRAMs) and
dynamic RAMs (DRAMs). ROMs have different types: (1) masked ROMs, (2) one time
programmable ROMs (OTP ROMs), (3) erasable programmable ROMs (EPROMs), (4)
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Figure 2.11: Memory classification

Figure 2.12: Models and levels for ICs representation

electrically erasable programmable ROMS (EEPROMs), and (5) flash memories. Next,
different models for both SRAMs and DRAMs will be explained.

This section describes SRAM and DRAM memories using a layered modeling ap-
proach commonly used to describe modern and complex IC systems. The abstraction
levels of this modeling approach are shown in Figure 2.12 [8, 6, 7].

Modeling is the simplification and structuring of an entity and its environment.Models
are used to describe only the relevant phenomena such as; events, properties, and
changes [7]. Each modeling level in Figure 2.12 is called an abstraction level. In the
figure, a model represented by a larger block has a lower level of abstraction than a
model represented by a smaller block. A higher level of abstraction contains more ex-
plicit information about the way a system is expected to function and less about its
construction.

As we move from the layout model (lowest level of abstraction) toward the behavioral
model (highest level of abstraction) in Figure 2.12, the models become less representative
of the physical system and go toward a description of how system behaves. In other
words, the models become less physical and more abstract. The lowest level is represented
by the largest block in the figure and is the most closely related to the actual physical
system.

It is possible to represent the system with a model that contains components from
different levels of abstraction; this approach is referred to as Mixed-Level Modeling. With
mixed-level modeling, one may focus on low-level details in certain areas of interest, while
maintaining high-level models for the rest of the system. The modeling levels shown in
Figure 2.12 will be described briefly next.

• The Behavioral Model : This model is the highest modeling level and is based on
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the specifications of the system. The only information given is the relation between
input and output signals while the internal system is considered as a black box.
At this level, there is practically no information given about the internal structure
of the system or possible implementations of the performed functions. A model at
this level usually makes use of timing diagrams to convey information about the
system behavior. The behavioral model specifically for memories is described in
Section 2.3.2.

• The Functional Model : This model defines the system in functions. The system
is divided into several interacting subsystems each with a specific function. Each
subsystem is basically a black box called a functional block with its own behavioral
model. The internal signals of the system are partially visible, and this model is
referred to as gray-box Model. The collective operations of the functional blocks
result in the proper operation of the system as a whole. The functional memory
model is described in Section 2.3.3.

• The logical Model : This model presents the memory in terms of logic gates. At
this level, simple boolean relations are used to describe the system. It is not very
common to model memories exclusively using logic gates, although logic gates are
often present in models of a higher or lower level of abstraction to serve special
purposes. Therefore, no exclusive memory logical model is given in this chapter
for this abstraction level.

• The Electrical Model : This model describes the memory system in terms of ba-
sic electrical components. The components are mostly transistors, resistors and
capacitors. The internal structure of the system is completely visible, and this
model is referred to as white-box/glass-box Model. At this level, we are not only
concerned with the logical interpretation of an electrical signals but also with the
actual electrical values of it (e.g., voltage or current levels). This memory model
is presented in Section 2.3.4.

• The Layout Model : This model presents the actual physical implementation of the
system. At this level, all aspects of the system are taken into consideration; even
the geometrical configuration plays a role, such as the length and thickness of signal
lines that is called design rule set. Section 2.3.5 briefly discusses this model and
explains the flow to obtain the physical implementation from the layout model.

Taking a closer look at the behavioral and the functional models reveals that there is
a strong correspondence between the two. In fact, the behavioral model can be treated
as a special case of the functional model, with the condition that only one function is
presented, namely the function of the system as a whole. Therefore, some authors prefer
to classify both modeling schemes as special cases of a more general model called the
structural model. The structural model describes a system as a number of connected
functional blocks. According to this definition, a behavioral model is a structural model
with only one function, while a functional model is a structural model with more than
one function [8, 6].
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Figure 2.13: Memory block diagram

Figure 2.14: Memory main components

2.3.2 Behavioral Model

The behavioral model treats the memory as black box, and its focus lies on input and
output signals and their timing specification. Therefore, it describes the external behav-
ior of the memory; the internal implementation details and structure are not considered.
Timing diagrams are used to describe the memory operations such as reading and writing
to memory cells. Each operation adheres to a specific timing requirement.

The block diagram in Figure 2.13 shows an example memory, where the memory has
two inputs and one bi-directional I/O bus. The input Address of width N specifies the
address of each cell. The control signals Control of width C specify the operation type
(e.g, read/write). The bi-directional line of the memory Data Input/Output of width B
contains the cell values of the accessed cells for reading or writing.

To save pins memories usually have two types of multiplexing: (1) data multiplexing,
where Input-data and Output-data are multiplexed to form bi-directional data lines as
shown in Figure 2.13, and (2) address multiplexing.

When the memory includes a clock signal, read and write operation are synchro-
nized according to this clock. The memory block diagram can be explained further by
considering the main two components of memory as shown in Figure 2.14, these two
components are: (1) the memory cell array used for data storage with a unique address
for each storage element (memory cell), and (2) the memory ports which represents the
real interface between the memory cell array and the external world that the memory is
located in. SRAM and DRAM have some differences in the timing diagram for the read
and write operations. Both are described next.
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Figure 2.15: SRAM block diagram

Figure 2.16: SRAM (a) Read operation, (b) Write operation timing diagram

Behavioral SRAM Model

An example of a behavioral SRAM model is shown in Figure 2.15. The memory has four
inputs and one bi-directional I/O bus. The inputs are the (Address) with N bits, and
three control signals; chip select (CS), output enable (OE), and write enable (WE). CS
selects the chip, and OE enables the output, and WE enable the chip to perform read
or write operations. Note that these control signals are active low. The output is B bit
bi-directional data bus.

Timing diagrams are used to depict the input and output signals of correct memory
operation over time. The timing diagram shows the dependencies between memory
signals, and the timing conditions for the operations to be performed properly. The read
and write operation timing diagrams for SRAM are discussed next.

• Memory read operations are symbolized by r0 and r1, where the value 0 or 1
represents the expected value to be read from memory. Figure 2.16(a) gives an
example of an SRAM read operation. The read operation is initiated by its address;
where the address must be valid for the period of tRC (read cycle time). After that,
the signals CS and OE must be defined. Valid data will appear on the data line
after a period of tOE (output enable access time), measured with respect to the
high-to-low transition of the OE signal. The address tAA ( access time) is measured
from the beginning of the valid address that appears on the address lines to the
appearance of valid data on the data lines. The time, tCO, measures the chip enable
access time, which is the time for the valid data to appear after the high-to-low
transition of the chip select signal CS.

• SRAM write operation is shown in Figure 2.16(b). Memory write cycle is initiated
by it’s address. The address needs to be stable for the specified duration of tWC
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Figure 2.17: DRAM block diagram

Figure 2.18: DRAM (a) Read operation, (b) Write operation timing diagram [6]

(write cycle time). After that, the CS and the WE signals are activated. The
write enable signal WE is activated only after a minimum time tAS (address setup
time) measured from the beginning of the valid address. The time for which the
WE signal remains active is known as the tWP (write pulse width). After the WE
signal becomes active, the data is written into the data lines. The WE signal must
remain valid for a minimum time duration tDW (data write) after data is applied
at the data input lines. Once the WE signal is deactivated, the data must remain
valid for a time, tDH (data hold).

Behavioral DRAM Model

An example of a behavioral DRAM model is shown in Figure 2.17. The memory has four
inputs and one bi-directional I/O bus. The command bus has three components: RAS,
CAS, and R/W which are used to control the memory. The address is divided into two
parts: row address and column address, and set up consecutively on the address pins.

The control signal row address strobe (RAS)is used to indicate that the row address
is ready on the address lines, and the column address strobe (CAS) is used to indicate
that the column address is ready on the column lines. The read and write operation
timing diagrams for DRAM are discussed next.

• Memory read operations are symbolized by r0 and r1, where the value 0 or 1
represents the expected value to be read from memory. Figure 2.18(a) gives an
example for DRAM read operation with tCK = 10 ns. On the top of the Figure
the commands (Active, Read, No operation, and Precharge) represent the DRAM
internal commands for each clock cycle.

The first step in read operation is setting the row address (first half of the address)
on the address bus for a time period with minimal value equal to tIS (time input
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setup) before the rising edge of the clock, so the address will be stable on the inputs.
After the clock, the address should be held on the inputs for tIH (input hold time)
so the address on the address bus can be read properly. The user has to pull RAS
down, and pull R/W up, so the memory will know that the address is ready on
the inputs. A minimum period of time tRCD (row-column delay time) should pass
between providing the row address and providing the column address. CAS has
to be pulled down to initiate the provided column address. To state that this is a
read operation, R/W has to be pulled up at the same rising edge. After setting up
the address (row address and column address) and issuing the read command, it
needs a time period of CL (CAS latency) so that the data stored on the addressed
cell will appear on data bus. Figure 2.18(a) have CL with a value equal 3 ∗ tCK .
The read operation ends by pulling down the signals that were pulled up at the
beginning of read operation, both RAS and R/W must be pulled down.

The parameter tRAS (row address strobe time) that is the maximum and minimum
time between two RAS pulses for a single operation in memeory is used to determine
the length of the whole read operation. Consecutive memory read operations have
a minimum period of time tRP (row precharge time) between them. Each read
operation must have at least a period tRC (row cycle time) to start another read
operation.

• Memory write operations referred to as w0 and w1, where the value 0 and 1
represents the value to be written by a successful write operation into specific
memory cell. Figure 2.18(b) gives an example of an DRAM write operation.
For memory write operation, the row address setup and cloumn address setup
are similar to read operation with the same timing parameters. When the column
address is on the address bus, memory write operation must be specified by pulling
down the R/W signal. On the next clock cycle, the data to be written into memory
cell should be on the data bus and left for tDS (data setup time) to stabilize befor
the rising edge of the clock, also should stay at the data bus for tDH (data hold
time) after the rising edge of the clock.
Before ending the write operation (by pulling down RAS siganl), the memory needs
enough time to write the required voltage into the cell and this minimum period
is called tWR (write recovery time). tWR is also called write back window.

2.3.3 Functional Model

The memory functional model can be consisting of functions that interact with each
other. The general memory functional model shown in Figure 2.19 includes SRAM and
DRAM; for SRAM the refresh logic would be omitted. The main functional blocks are:

• Memory cell array : The memory cell array is arranged in an array of rows and
columns, and used for data storage. It is considered the largest part in memory.
For example, DRAM cell array occupies around 60% of the chip area [6, 48].

• Address latch: The address latch contains the input address, which will be divided
into row and column part.
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Figure 2.19: Memory functional block diagram [7]

• Row address decoder : The row address decoder selects an appropriate row (WL)
in the memory cell array and takes the MSB bits of the address as input.

• Column address decoder : The column address decoder selects the required columns
(BL) in the memory cell array and uses the LSB bits of the address as input. The
number of columns selected depends on the chip data line width.

• Sense amplifier: The content of the selected cell during read operation are amplified
by sense amplifier.

• Data register : The data register holds the read data during read operation from the
sense amplifier, then present it on the data-output lines. During write operation,
the data register holds the data from the data-input lines before written to the
memory cell array through the write driver.

• Refresh logic: For DRAM memory, during refresh, the refresh logic disables the
data register. The row decoder selects the row based on the content of the address
latch. The column decoder selects all columns. All bits in the selected row are
read and refreshed simultaneously.

2.3.4 Electrical Model

This section describes the electrical model of the memory. The basic building blocks of
such a model include transistors, resistors and capacitors, etc. This model has many
components similar in both SRAMs and DRAMs, which are explained below.
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Figure 2.20: SRAM cell: (a) generalized cell, (b) resistive load, (c) NMOS load, and (d) PMOS
load [8]

Electrical SRAM Model

The electrical properties of the functional model blocks will be explained. The main
blocks are memory cells, address decoders, and Read/Write circuits.

• SRAM memory cell : The SRAM memory cell consists usually of a bi-stable flip-
flop circuit that drives the cell into one of two possible states. Generally, the SRAM
cell has three possible configurations shown in Figure 2.20.

The generalized SRAM cell (Figure 2.20(a)) has two load elements (LT and LF ),
two pass transistors (PT and PF ), and two storage elements (ST and SF ). Tran-
sistor ST and load element LT together form an inverter. Similarly, SF and load
element LF form also an inverter. Together, all four elements produce a latch.
Transistors PF and PT are used to access the latch for read and write operation.

The read operation is performed as follows: both BL and BL are pre-charged
to a high level by the bit-line pre-charge, then the desired WL is selected, this
allows the two access transistors (PT and PF ) to pass the internal value (T) and
its complement (F) on BL and BL. The difference between the lines BL and BL
is sensed and amplified. The SRAM read operation is non-destructive, so after the
read operation is finished the memory cell content remains unchanged.

To write a memory cell, a value must be placed on the BL, and its complement
placed on BL. By activating the word-line (WL), BL and BL form a direct con-
nection with T and F. Applying the write value long enough will force the internal
cell to the desired value.
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Figure 2.21: Static row decoders [8].

The generalized SRAM memory cell (Figure 2.20(a)) has two load elements, that
can be implemented by NMOS transistors, or PMOS transistors. Figure 2.20(b)
shows the implementation with resistors. This structure needs less area than the
other designs but has a higher idle current because a small amount of current
continuously flows through the resistors. Figure 2.20(c) uses an NMOS depletion
load. This results in better switching performance, and less sensitive to variations
in power supply. Figure 2.20(d) shows PMOS transistors as load devices. In this
configuration, the static current is very low. However, it needs more processing
steps compared to the other methods.

• Row decoder : The task of row decoder is to activate a single WL at a time. There
are two types of static row decoders PMOS-load decoder and CMOS decoder. Both
decoders have the address bits A0....Ak−1 (or complement values) as inputs. In the
PMOS-load decoder depicted in Figure 2.21(a), the address lines are connected to
NMOS transistors only, while in the CMOS decoder depicted in Figure 2.21(b), the
address lines are connected both to NMOS and PMOS transistors. The PMOS-
load decoder has relatively a lower load delay as the load capacitance is lower,
needs less area, but has a higher static current dissipation.

To improve the performance of the static decoders, dynamic (clocked) row decoders
are proposed as shown in Figure 2.22(a). It has almost zero static current con-
sumption as the power is consumed only during the period of address transition
(short period), also it has a compact layout.

• Column decoder : The column decoder is used to activate a single BL at a time.
The column decoder selects B bit-lines out of the memory width. Figure 2.22(b)
shows the column decoder based on PMOS load decoder. The decoder output goes
to an inverter for amplification, and then to the column switches MOS transistors.

• Write Circuitry : Figure 2.23(a) shows a write circuit, where the Data-in value
is forced on the BL and Data− in on BL in case Write is high. The circuit in
Figure 2.23(b) uses a different structure, where two NAND gates are used.



22 CHAPTER 2. 3D MEMORY

Figure 2.22: (a) Simple dynamic row decoder, and (b)PMOS based column decoder

Figure 2.23: Memory writes circuites

• Pre-charge circuit : Before accessing the signal lines in the memory we have to
set them to a given pre-defined voltage, and this is called pre-charging. The pre-
charging process aims to ensure correct read operation. The pre-charge circuit
is relatively easy to design. Figure 2.24 shows an implementation using three
transistors. The precharge signal controls the three transistors and determines
when the pre-charge action will happen. The signal ’Pre-charge’ goes high before
the read operation, so the three transistors work. Transistors T1 and T2 precharge
both BL and BL to VDD/2. Transistor T3 represents the balance (equalization
transistor) and helps to speed up the pre charging process.

• Sense amplifier : The sense amplifier is a part of the read circuitry and used to
amplify small signals on large capacitive bit-lines to a normal logic level. A simple
inverter can be used, and in most cases a cross-coupled inverter is used for ampli-
fication. The sense amplifier can be voltage or current based, where the current
mode sense amplifiers operate faster than the voltage mode sense amplifiers. When
designing a sense amplifier, the aim is to have an amplifier that satisfy few require-
ments such as can fit in bit-line pitches, have high speed, highly stable, and can
easily hold the data. Figure 2.25 depicts a voltage based sense amplifier. When the
value of BL is 1, the transistor M1 is conducting, therefore the transistor Q2 drives
the Out line to 1. When the value of BL is 0, the transistor M2 is conducting and
drives the Out line to.
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Figure 2.24: The precharge and equalization circuit

Figure 2.25: Sense amplifier

Electrical DRAM Model

The electrical DRAM memory model presents the memory in electrical schematic. The
model contains several components listed below.

• DRAM memory cell : There are a different number of ways to construct a DRAM
memory cell. The simplest way is by using one transistor DRAM cell, which con-
sists of a pass transistor and capacitor, as shown in Figure 2.26(a). The transistor
works as a switch that is controlled (turned ON or OFF) by the WL, and the
cell capacitor is connected to BL. This capacitor stores the memory call value.
The single pass-transistor (either PMOS or NMOS) has a disadvantage as it fails
to provide a full voltage level (Vdd for NMOS and ground for PMOS) to BL. A
transmission gate as replacement for the pass-transistor was proposed to solve this
problem [8], but it is expensive in term of the silicon area needed.

• The sense amplifier depicted in Figure 2.26(b) is responsible for sensing the stored
logic levels at the memory cell, then amplifying these voltages before forwarding
to the output circuit. All types of sense amplifiers work according to the same
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Figure 2.26: DRAM (a) cell schematic, (b) sense amplifier [6]

Figure 2.27: 6T-RAM cell (a) electrical model, (b) layout model [9]

principle; the sense amplifier will amplify a positive voltage differential to a full
voltage high, and amplify a negative voltage differential to a full voltage low.

• Pre-charge circuit : As described in SARM.

• Address decoder (Row and Column decoder): As described in SARM.

2.3.5 Process Technology

In this section we will briefly discuss the layout model, and the process steps to realize its
physical implementation. Figure 2.27 shows the electrical representation of 6T-SRAM
cell and its layout model. This layout model will be mapped on silicon during the
manufacturing process. Similarly, a layout model exists for the remainder components
of the memory. The manufacturing consists of several steps explained below.

The base material for semiconductor memories manufacturing process is called wafers.
Wafer is obtained by cutting slices of lightly doped silicon, which is grown from a single
crystalline seed. Wafers will have thickness around 400um and diameter around 30cm.

The process used to selectively pattern parts on a bulk of substrate is called UV
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Figure 2.28: Process steps for patterning of SiO2 [10]

lithography, where a light is used to transfer geometric patterns from opaque plate which
has holes to allow light to pass through specified patterns to a light sensitive photoresist.
Figure 2.28 depicts the main steps for patterning SiO2. The most interesting operations,
during the UV lithography (photolithography) process, include:

• Oxidation: Exposing the wafer to a mixture of oxygen and hydrogen at 1000
Celsius, so a thin layer of SiO2 will form over the complete wafer, which used as
an isolation layer and to form the transistor gates.

• Photoresist coating : A light sensitive polymer of a thickness of 1µm will cover the
silicon oxide OSi2.

• Stepper exposure: A patterned mask containing the patterns to be transferred to
the silicon is based over the wafer, then an UV light is exposed to the photoresist.
Where the mask is opaque, the photoresist becomes soluble.

• Photoresist development and bake: Non-exposed areas of photoresist are removed
by developing the wafer in either an acid or base solution. Then, soft-bake the
wafer at low temperature to make the remaining photoresist harder.

• Acid etching : Selectively remove materials from the wafer, where areas are not
covered by photoresist.

• Spin, rinse, and dry : The wafer is cleaned with deionized water then dried with
nitrogen, this process is done in ultra-clean room to prevent dust from destroying
the circuitry. The wafers are cleaned constantly after each process step to avoid
contamination.

• Photoresist Removal : Selectively remove the remaining photoresis without damag-
ing the device layers using a high-temperature plasma.
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Figure 2.29: 3D-stacked dies [11]

2.4 3D Memory Stacked ICs

3D integrated memories have several advantages over 2D memories such as high speed,
less power consumption, small form factor, and the ability to apply heterogeneous in-
tegration. 3D-stacked memory architecture based on TSV is a promising solution to
Memory-Wall problem, because it can provide a wide and high frequency memory bus
interface.

In [45], Gabriel et al. showed that a considerable speedups in performance can be
gained if the system’s main memory is placed on top of the processor, even though
they considered the commodity DRAMs only. In [11], the researchers went further than
commodity DRAMs in stacking and investigated the effect of highly parallel memory
organization that was used in stacking over logic. Figure 2.29 shows 3D-ICs stacking
with four layers, where each layer has a die produced in a typical 2D technology. The
most promising vertical interconnect is Through-Silicon-Via (TSVs) which are able to
combine different process technologies to stack memory on logic.

2.4.1 3D-Memory Classification

Partitioning memory across multiple layers can be implemented with different granu-
larities [49]: (1) stacked banks that stack complete memory systems, (2) cell arrays
stacked on logic, and (3) bit-partitioning. Each memory granularity has benefits and
drawbacks [45]; they are explained next.

2.4.2 Stacked Banks

Stacking memory banks requires minimum changes in the overall memory design. Hence,
several memory dies are directly stacked. Figure 2.30 shows an example of bank stacking,
where the 3D-stacking consists of four layers of DRAM memory stacked on a traditional
2D processor core.

Each memory bank includes a complete memory system (memory cell array, row
decoders, columns decoders, write derivers, and sense amplifiers). By stacking banks
the global interconnect distance required is reduced [45]. As a result, power and de-
lay will be reduced significantly. Samsung manufactured a 3D DRAM based on this
configuration [50].
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Figure 2.30: Memory banks stacked on logic [11]

Figure 2.31: True 3D memory [11]

2.4.3 Cell Array Stacked-on-Logic

In this partitioning configuration, peripheral circuits (row decoders, columns decoders,
write derivers, and sense amplifiers) are separated from the memory cell array, i.e, re-
siding on different layer in the stack. This is referred to as True 3D memory, where the
peripheral logic could be optimized for speed using a separate technology. The cell array
can be customized and optimized for density, capacity, footprint, or thermal [49].

Tezzaron corporation has announced true 3D DRAM design strategy, where separate
dies contain the DRAM cell arrays and DRAM peripheral circuits. Hence, the overall
silicon area reduced and the speed is improved by implementing the peripheral circuit
on a high performance logic die [28, 11, 51].

Figure 2.31 shows an example of this configuration. It shows that the various control
and access circuits (row decoders, columns decoders, write derivers, and sense amplifiers)
are implemented on the bottom layer, while the top layers contain stacked arrays. This
organization reduces the length of word line, bit line, and internal bus to have reduced
memory access latency. The splitting of bit cell arrays can further be classified into two
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Figure 2.32: Column-stacking (3D-divided word-line) [12]

sub-types, to obtain further power and latency improvements [49]:

1. Column-stacking or 3D-divided word-line: Here, each word-line is splitted
over two or more layers as shown in Figure 2.32. By reducing the length of word-
line, latency and power will be reduced. In this configuration, the row decoder has
to drive word-lines in both dies. Therefore each word line requires one TSV via [12].
Moreover, additional vias are needed, because the column select multiplexors have
been split across multiple dies. The number of vias used in this configuration
is greater than that of the bank-stack organization because each bit line and its
complement must be routed to the sense amplifier.

2. Row-stacking or 3D-divided bit-line: Here, each bit-line is splitted over two
or more layers as shown in the Figure 2.33. A direct consequence of this stacking
approach is that row decoders can be split among multiple layers. Therefore,
latency and power will be reduced. In this configuration, word-lines have similar
lengths and loads as in the planar organization. However, bit-lines have reduced
length [49]. Word-lines are divided and mapped on different layers, and each
layer will has a word-line driver. However, duplication in number of drivers is
compensated by resized drivers [52]. Bit-lines switch faster because the bit-line
length and number of pass transistors for each bit-line are reduced.

The sense amplifiers can be duplicated across different layers and this will reduce
the access times, or the sense amplifiers can be shared among layers and this
is suitable for reducing the number of transistors and leakage current. Sharing
sense amplifiers will increase the number of 3D TSVs, because all bit-lines and
BL require one via to connect the sense amplifier. Duplicated sense amplifiers
reduced the number of TSVs by half, but require more transistors, and result in
extra leakage [52].

Cell-array stacked on logic partitioning introduces a finer granularity than the stack-
banks partitioning method, and provides a greater performance and power reduction.
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Figure 2.33: Row-stacking (3D-divided bit line) [12]

Figure 2.34: Bit partitioning 3D register file [12]

However, requires a redesign of the memory. The exact partitioning strategy (column-
stacking or row-stacking) depends on the design objective; bit-line length reduction
mainly minimizes the energy consumption, and word-line length reduction mainly re-
duces the latency [12, 49].

2.4.4 Intra-Cell (Bit) Partitioning

This memory partitioning technique is considered as the finest granularity level of par-
titioning, as it targets to split the cell over multiple layers. This can be the cell itself
or its access port. For example, any of the six transistors of the 6T-SRAM cell can be
assigned to different layers. The success of this partitioning depends on the TSV size
and density, as compared to SRAM cell size. If the cell area is in the same order as the
TSV dimensions, splitting cell across multiple layers in a beneficial way will be difficult
or impossible.

In [12], this strategy is used in register files (as an example of multi-port SRAM),
as shown in Figure 2.34, where the access transistors of the cells are partitioned across
multiple layers. Bit partitioning may reduce the wire length and the gate load of word-
lines. Thus, reducing energy and latency.

Bit partitioning may have other forms; for example, each inverter in the SRAM cell
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Table 2.3: 6T-SRAM cell dimensions for various technologies

Technology[nm] 90 65 45 32 22 16

Area[um2] 1 0.570 0.340 0.143 0.100 0.039
Height[um] n.a. 0.460 n.a. 0.270 0.554 0.300
Width[um] n.a. 1.240 n.a. 0.530 0.180 0.130
Reference [53] [54] [55] [56] [57] [58]

Table 2.4: TSV dimensions

Manufactured ITRS prediction/year

TSMC IMEC LETI 2009-2012 2013-2015
Diameter[um] 6.5 5.2 3 1 -2 0.8- 1.5
Pitch[um] n.a. 10 n.a. 2-4 1.6-3.0
Reference [59] [60] [61] [62] [62]

can be placed on a different layer, or NMOS and PMOS transistors could be splitted over
different layers. However, such approach requires at least one additional TSV per 6T-
SRAM cell; where the TSV size may exceeds the size of SRAM cell [45]. Table 2.3 shows
the dimensions for 6T-SRAM cell for different technologies, and Table 2.4 shows TSV
dimensions according to International Technology Roadmap for Semiconductors (ITRS)
predictions and leading manufacturing companies. Since TSV size is greater than 6T-
SRAM cell size, bit-partitioning seems impractical with current TSV technology.

2.5 Summary

This chapter introduced 3D memories. The main topics discussed are the following:

• Introduction to Three-Dimensional Stacked Integrated Circuits (3D-SICs), where
we discussed it’s definition, drivers, and its benefits over 2D-ICs.

• Explanation of the 3D ICs manufacturing process consisting of three main steps we
described: (1) TSV manufacturing process, (2) wafer thinning, and (3) the bonding
process.

• Description of the functionality and implementation of 2D memories, where mem-
ory models including behavioral, functional, and electrical were explained for
SRAM and DRAM.

• Explained the various ways 2D memories can be extended in the third dimension
according to different partitioning granularities such as: bank partitioning, and cell
partitioning.
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In this chapter, we discuss the failure mechanisms both in 2D and 3D ICs and their
fault models. Section 3.1 defines key terminologies related to ICs quality and reliability,
and the relationship among them. Section 3.2 classifies defects; either related to 2D
or 3D processing. Section 3.3 presents a fault classification of defects according to their
manifestation over time. Section 3.4 shows the fault models that can be applied to model
defects in 2D-ICs, and how to extend them for 3D related defects. Finally, Section 3.5
summarize the chapter.

3.1 Key Terminologies

This section defines key terminology regarding IC failures in Section 3.1.1. Section 3.1.2
subsequently explains the difference between quality and reliability.

3.1.1 Defects, Faults, Fault Models, and Failures

Figure 3.1 summarizes the relation between key terminology related to IC failures. Each
of them is explained next [14, 63].

• Failure mechanism: Failure mechanisms cause defects which depend on the process
technology and complexity of the circuit layout. For example, warpage-induced
stress in thinned dies and TSV pop-out due to Coefficient of Thermal Expansion
(CTE) mismatch will cause defective ICs [64].

Figure 3.1: Key terminologies

31
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Figure 3.2: Defect example: (a) bridge defect, and (b) open defect [13]

• Defect : A defect is an unintended difference between the implemented hardware
and the intended design [13, 14]. The authors in [65] define a defect as a physical
anomalous emerged from the manufacturing process that was not originally defined
in the design circuit. On one hand, physical anomalous due to unintended particles,
such as an extra or missing material caused by contamination, are called hard
defects. On the other hand, latent defects are hidden changes in IC material
due to minor process variation, are becoming crucial in nanotechnology such as
insufficient doping and material impurities.

The probability of defects in ICs increases with decreased feature size [66, 67, 32].
These defects may occur during IC manufacturing (such as ion contamination
and atom gradient) or operational usage (such as Hot Carrier Injection (HCI),
Electromigration (EM), and Time Dependent Dielectric Breakdown (TDDB)) [14,
68]. Two examples of defects are depicted in Figure 3.2. Part (a) shows a bridge
defect due to impurities, and part (b) shows open defects due to Electromigration
phenomena.

• Fault : A fault is the way the defect manifest itself at electrical level; therefore it
is an electrical representation of the behavior of the physical defect, such as SA0,
and SA1 fault. Fault abstraction reduces the complexity since as many defects
have the same fault behavior.

• Fault Model : A fault model is a collection of faults with similar properties; such
as Stuck-At-Fault SAF model that encompasses SA0 fault and SA1 faults. Fault
models should accurately reflect the behavior of defects; as they are used for gener-
ating and evaluating test patterns [17]. Having a single fault model that accurately
reflects the behavior of all possible defects is difficult. Therefore, various fault mod-
els are used.

• Test pattern: An input vector for the Circuit-Under-Test (CUT) that causes the
present of a fault to be observed at a primary output.

• Testing : Testing is a process performed after manufacturing to ensure the correct-
ness of the IC. The target is to distinguish between good, bad and weak ICs. Tests
with high fault coverage are able to detect strong and weak defects, thus providing
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good quality. Weak defects can be detected by testing under harsh environmental
conditions such as high temperature [65].

• Failure: A failure occurs when the service provided by the IC differs from the
expected service [13, 14, 7]. The failure can produce incorrect results, no results at
all, or violations of design parameters (e.g., a correct but delayed result) [65]. Not
all defects lead to failures; for example, partial opens, or defects that are masked
by redundant hardware.

As depicted in Figure 3.1, different defects are originated because of different failure
mechanisms. Each defect is manifested as a fault at electrical level where faults with
similar properties are collected as one fault model that reflect the behavior of the original
defects. Fault model is used for test patterns development. Then these test patterns are
applied to the Circuit-Under-Test (CUT) to detect defective ICs. All defective ICs will
be detected without any escapes if proper fault modeling was performed. Thus, high
quality is guaranteed.

3.1.2 Quality vs. Reliability

The previous section explained key terminology related to IC quality. The quality of the
chip is determined at the manufacturing test. However, defects may also occur during
normal operation. A chip should work reliable enough during its prescribed life time,
also referred to as reliability. Next we define both terms.

Quality : Quality is the metric used to quantify defective ICs that escape the man-
ufacturing test measured in Defect Part Per Million (DPPM). Generally, a low number
of customer returns indicates a high quality [65, 63].

Reliability : Reliability is the metric used to quantify the ability of a system in oper-
ating correctly for a specific period of time under specific conditions (e.g. temperature,
voltage, etc). Reliability is measured by Failure In Time FIT (time=109 working hours).
The time-frame a system functions correctly indicates the level of reliability [65, 63].
The failure rate of IC over the product life time typically follow the trend of the graph
depicted in Figure 3.3, also known as Reliability Bathtub Curve. This curve is made up
of three individual regions [14, 15]:

1. Infant mortality: This stage represents the failure rate for initial operation of the
IC. It has relatively a high failure rate as weak chips (that passed the test) start
to fail quickly. The number of failures reduces over time in this stage.

2. Normal life: In this stage, failures occur sporadically. The failure rate is very low
as compared to the previous stage.

3. Wear-out: After the normal life time, more and more ICs start failing due to wear
out, e.g., due to electromigration, etc. This stage is less important for ICs, as its
life-time is reached.
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Figure 3.3: Reliability bathtub curve [14, 15]

Figure 3.4: 3D defects nature

3.2 Defect Classification

Defects can be classified into two categories; either originating from wafer manufacturing
(2D defects) or from the stacking process (3D defects). Here, 2D-defects are subset of
3D-defects as depicted in Figure 3.4.

3.2.1 Defects in 2D-ICs

Traditional defects that may happen in 2D-ICs are numerous; examples are [14, 15, 7]:

• Broken component; broken metal line or transistor.

• Incorrect mask.

• Incorrect connection.

• Error in functional design.

• Short between metal lines and VDD or VSS .

• Electromigration that may cause voids, or splinters between lines.

• Open defects due to missing conducting material or extra insulating material.

• Gate-oxide shorts due to electric field stress or Electro Static Discharge (ESD).
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Figure 3.5: Defect location within 3D-SIC structure

3.2.2 Defects in 3D-ICs

3D integration includes new manufacturing steps that may cause additional 3D process-
related defects [3, 32]. Figure 3.5 depicts a general 3D-SIC integration with possible
defect locations. These defects can be classified according to their locations: (1) Intra-die
defects within a die, and (2) Interconnect-based defects that form vertical interconnects
between two dies. The defects are explained next.

Intra-Die Defects

Dies within 3D-SICs not only have the same traditional defects as in 2D-dies, but also new
intra-die defects may be introduced by 3D processes such as wafer thinning, alignment,
and bonding. For example, wafer thinning may cause degradation of transistor I-V
characteristics [69]. Thermo-mechanical stress due to Coefficient of Thermal Expansion
(CTE ) mismatch may cause dies malfunction [69]. Defects inside the die, within a
3D-SIC can also be classified according to their location into three classes:

1. Defects related to Back-End-Of-line (metal layer): Examples of such defects in-
clude:

• stress induced by copper TSVs affect the BEOL interconnections [70].

• Delamination and cracks [70].

• Damage due to TSV copper filling [70].

2. Defects related to Front-End-of-Line (transistor layer): Examples of such defects
include:

• Increased leakage copper from TSV [70].

• Mechanical stress induced drift [70].

3. Defects related to substrate: Examples of such defects include:
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Figure 3.6: (a) TSV voids, and (b) TSVs pinch-off [16]

• CTE mismatch between copper, silicon, and silicon-oxide (SiO2) causes a
local stress in Si that changes the MOS mobility. This might cause timing
violations and increased critical path delay [16].

• Cracks and fractures [16].

Interconnect-Based Defects

Interconnects in 3D-stacking are considered as a potential source of defects. These defects
may occur during manufacturing, bonding, or life-time of 3D-SICs. Interconnects defects
can be classified into:

1. Defects related to Through-Silicon-Via (TSV): Examples of such defect include:

• An incomplete fill of TSVs (voids) that may originate from insufficient wetting
of the vias during the plating as shown in Figure 3.6(a). Moreover, voids may
originate also from electromigration. Voids cause partial opens and lead to
increased TSV resistance [5, 71, 72, 16].

• Pinch-off of TSVs due to plating, which also increase the TSV resistance. It
may create a partial open as shown in Figure 3.6(b) [16].

• TSV missing contact with transistors layer or metal layer [43, 16].

• Ineffective removal of the seed layer during TSV formation that may cause a
short between neighboring TSVs.

• Pinhole defects that occur along the TSV wall and cause a short between
TSV and substrate. Pinholes form a low resistance path between the TSV
and the ground. Therefore, the signal quality between two dies will have
either complete or partial degradation [5, 16, 71, 72].

• TSV misalignment with µ-bumps during the bonding process increases the
path resistance and causes TSV opens. Misalignment can be of two types; a
misalignment shift that causes a high resistance path, and a complete mis-
alignment that causes a complete open [16, 71, 72].

• TSV cracks and sidewall delamination due to CTE mismatch between copper
and substrate. Delamination occurs in the conducting material and continues
to expand to the substrate and the insulation layer causing the path resistance
to increase [73, 74, 71, 75, 72].
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Table 3.1: Summary: TSV Defects and their electrical models

Defect Electrical model

Void Resistive Open
TSV-to-TSV short Resistive Bridge
Pinch-off Resistive Open
Delamination and Crack Resistive Open
Pinhole in liner Resistive Short
TSV missing contact with BEOL/FEOL Resistive Open
TSV misalignment Resistive Open
Small distance between TSVs Capacitive Coupling

Table 3.2: Summary: µ-bump Defects and their electrical models

Defect Electrical Model

µ-bump to µ-bump short Resistive Bridge
Voids and cracks Resistive Open
Damage in underlying BEOL Resistive Open/Bridge
Weak bonding Resistive Open

• Crosstalk between different TSVs due to the short distance in between [72,
76, 77].

Table 3.1 summarizes the TSV defects and their electrical models, i.e., how the
defect behaves electrically.

2. Defects related to µ-bumps: Examples of such defects include:

• Damage in underlying BEOL resulting in opens or bridges [70].

• Weak bonding due to buckled (bend over) thinned Si chip resulting in resistive
open [70].

• TSVs height variation, which may cause tin to be squeezed out from µ-bump.
This could cause shorts between µ-bumps [69].

• misalignment with TSV during bonding causes TSV open that increase TSV
resistance [72].

• Electromigration can cause voids and cracks in the joints. The resulting voids
and cracks can increase the resistance of µ-bump, and voids sometimes lead
to complete opens [78].

• µ-bump cracks due to CTE mismatch between copper, silicon, and silicon-
oxide [16].

Table 3.2 summarizes the µ-bump defects and their electrical models.
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Figure 3.7: IC faults classification [14, 15]

3.3 Fault Classification

Faults are logical level representations of the behavior of physical defects. Faults can be
classified according the way defects manifest themselves over time; either permanent or
temporary faults [7, 15] as shown in Figure 3.7. This classification is applicable to both
2D-ICs and 3D-SICs. Each is described below.

3.3.1 Permanent Faults

Permanent faults are known as Hard or Solid faults. These faults are a consequence of
irreversible physical processes. For example, they may occur due to hard defects and
wear-out phenomenon. Permanent faults are permanent in nature and will not vanish;
therefore testing such faults can be repeated with same results [13].

3.3.2 Temporary Faults

Temporary faults occur more frequent than permanent faults [15] and show up randomly
for unknown but finite amount of time. This makes their detection difficult as the faults
may not show up during the test. Temporary faults can be divided into two subtypes as
shown in Figure 3.7 [14, 7]:

1. Transient Faults: Transient faults are caused by environmental conditions which
originate from outside the IC such as radiations, temperature, humidity, pres-
sure, power supply fluctuation, ground loops, and vibration [7]. Therefore, it is
important to increase the IC’s noise immunity. Transient faults have obscure and
ambiguous influence on logical values; making it hard to model them. For example,
soft errors might cause an undesired transition in wires and memory cells [7].

2. Intermittent Faults: Intermittent faults are caused by non-environmental condi-
tions, such as signal interference, variation in resistances and capacitances, aged
components, parameter degradations, and loose connections. Similarly as transient
faults intermittent faults are temporary in nature and therefore hard to detect.
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Figure 3.8: 2D-IC fault models classification

3.4 Fault Models

In general, models are used to simplify and reduce the complexity of physical systems. In
ICs, many physical defects map to the same fault at higher abstraction level. Therefore,
a test that targets a specific fault can be used to detect many defects without testing
each defect separately. Faults with similar properties are collected in a fault model.
Imperfect modeling may result in improper fault models that fail to include all defects
or test for non-existing defects. This section introduces the most important fault models
used in 2D-ICs and 3D-ICs.

3.4.1 2D Fault models

Figure 3.8 shows a general classification of 2D-IC fault models. The faults can be cate-
gorized in static and dynamic fault models. Each fault model is explained below.

Static fault models

Static fault models are time independent. Sensitizing such faults requires at the most
one operation; i.e., single write operation sensitizes the fault. Static fault models include:

• Stuck-At-Fault (SAF) model

The single SAF model is the simplest fault model used to represent different phys-
ical faults at gate level. In this model, a single line is assumed to be faulty at a
time with permanent value 0 or 1 (stuck-at-0 or stuck-at-1 fault). A circuit with
N-lines will have at most 2N single stuck-at faults; the gates are assumed to be
defect-free. Besides the single stuck-at fault, also multiple coexisting faults can be
considered (multiple SAF model). For example, a circuit with N-lines can have
3N − 1 multiple stuck-at faults. Practically, the single SAF model is nearly an
effective as the multiple SAF model [63].

• Transistor Stuck-Open Fault (TSOF) model

The transistor stuck-open is a fault model at transistor level where a missing or
extra material will cause a non-conducting transistor which result in a disconnected
branch. If open fault happened at fan-out, it will cause several open transistors.
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Figure 3.9: Bridging fault models [17]

• Transistor Stuck-Short Fault (TSSF) model

The transistor stuck-short is a fault model at transistor level. Defects that cause the
transistor to conduct permanently are modeled by a stuck-short fault model [17].

• Bridging fault model

The bridging is a fault model at transistor level or gate level. A bridging fault
represents an undesirable short between wires, for example as a result of extra
unintended conducting material. Bridging faults may occur after fabrication due
to electromigration, oxide surface conduction, and lateral charge spreading [15].
Bridges are technology-dependent, and based on that may be modeled with differ-
ent fault models.

Figure 3.9 illustrates commonly used bridging faults, where AD and BD represent
the behavior of the two shorted signals AS and BS . The fault models are: (a)
wired-AND/wired-OR bridging fault model; in this model both wires take the
same value after the defect described by the AND/OR behavior of the defect free
case, (b) dominant bridging fault model; here one driver is assumed to dominate
the logic value on the shorted nets, therefore it is more difficult to detect because
the faulty behavior shows up on one net only, and (c) dominant-AND/dominant-
OR bridging fault model. Here one driver dominates the logic value of the shorted
nets for one logic value only. When a wire is shorted to VDD or VSS , the bridging
fault is equivalent to the SAF fault.

• Suck Open Fault (SOF) model

A stuck open fault model assumes the wire to be completely broken, here the
end side of the wire floats. The broken wire has two possibilities [17]: (1) the
broken wire interconnecting gates (inter-gate open). Therefore, behaves like stuck-
at fault(SAF) and modeled at gate level, and (2) the broken wire interconnecting
transistors inside the gate (intra-gate open). Therefore, behaves like transistor
stuck open fault (TSOF), and modeled at transistor level.
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Figure 3.10: Delay fault model

Dynamic fault models

These fault models are time independent. Dynamic faults require more than one opera-
tion sequentially in order to be sensitized. It includes:

• Path Delay Fault (PDF) model

The PDF model at gate level. Delay faults (DFs) affect the temporal behavior of
the circuit while logically the circuit is fault-free as depicted in Figure 3.10; here
the fault-free signal arrives after the determined time (circuit clock period) and
therefore causes a delay fault. Two types of delay fault are usually used [14, 17]:
(1) the gate-delay fault (GDF), where a single gate has a slow transition low-to-
high (0-1) or high-to-low (1-0) from input to output, and (2) the path-delay fault
(PDF), where a complete path from primary input to primary output has a slow
low-to-high (0-1) or high-to-low (1-0) transition. The PDF model is more general
than the GDF model as it models the cumulative delay along the path including
gate and wire delay.

• Crosstalk fault model

Crosstalk is a fault model at interconnects level. Crosstalk effect increases in
nanometer technology [79]. In crosstalk, values of wires are affected by their neigh-
bors. This crosstalk is modeled usually by the Maximum Aggressor Fault (MAF)
Model; here lines may cause two main types of faults as shown in Figure 3.11:

1. A crosstalk switch in which switching on the aggressor lines cause the victim
to be affected due to coupling. Figure 3.11 (a) shows a positive glitch and
(b) shows a negative glitch fault due to the up and down transitions on the
aggressor lines.

2. A crosstalk delay where transition on aggressor lines delays a simultaneous
opposite transition in the victim line. Figure 3.11 (c) shows a falling delay
in the victim line due to simultaneous switching of the aggressor lines in the
opposite direction, and (d) shows a rising delay fault.
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Figure 3.11: Crosstalk faults:(a) Positive glitch,(b) Negative glitch, (c) Falling delay fault,
and(d) Rising delay fault [18, 19]

Figure 3.12: Interconnect fault models classification

3.4.2 3D Fault models

3D stacking requires extra processing steps that may add new defects; hence, potentially
new faults, and fault models. Figure 3.4 showed that 2D defects are subset of 3D defects.
Hence, 3D fault models include the classical 2D fault models in addition to possible new
fault models. A 3D stack consists of vertically staked dies interconnected by TSVs.
Defects in the die have already been discussed. Here we focus on new defects in the
vertical interconnections. Figure 3.12 classifies the interconnect faults. They are divided
into two types: static fault models and dynamic fault models. Both are explained next.

Static fault models

These fault models are time independent (applying a set of inputs at any instance of time
will give the same output). Their sensitization may require at most one test pattern.
They include:

• Stuck-at-1 (SA1) fault model: Regardless on the value applied on interconnect; it
always transfers a 1.
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Figure 3.13: Dynamic faults; (a) golden case, (b) and (c) single line faults, and (d) (e)
and (f) multi line faults

• Stuck-at-0 (SA0) fault model: Regardless on the value applied on interconnect; it
always transfers a 0.

• Bridge wired-AND fault model: Here two lines or more are shorted together, and
their behavior is 0-dominant; the value of all shorted lines will be 0 if at least one
of them has value 0.

• Bridge wired-OR fault model: Here two lines or more are shorted together, and
their behavior is 1-dominant; the value of all shorted lines will be 1 if at least one
of them has value 1.

Dynamic fault models

These fault models are time dependent (i.e., defects impact the timing operation, such
as delay). Their sensitization requires applying more than one operation sequentially as
they are time dependent. Dynamic faults as shown in Figure 3.13 can be classified based
on the number of lines and based on fault cause.

1. Single line faults: Where the fault involves only a single faulty line.

• Path Delay Fault (PDF): The line has a high resistance that causes delay
along the path.

• Stuck Open Fault (SOF): The line is completely open due to infinite resistance.

2. Multi line faults: Where the fault involves more than one line. They consist of:

• Crosstalk fault: Each fault-free wire can be affected by coupling of multi-
ple neighbors simultaneously. Here, we can apply the MAF model used for
crosstalk explained in the previous section. Each TSV could have crosstalk
effect from eight surrounding neighbors at maximum, where the effect of non-
neighbors TSVs is isolated by the direct neighbor TSVs.

• Path Delay Fault with Crosstalk: The line has a high resistance that causes
a delay, and it suffers from coupling with neighbors.

• Stuck Open Fault with Crosstalk: The line is completely open and the voltage
on the floating point of the open depends on the coupling with the neighboring
interconnects .
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3.5 Summary

This chapter explained the failure mechanisms in both 2D and 3D ICs and the fault
models used for test patterns development. The main topics discussed are:

• Defining the key terminology related to ICs quality and reliability such as failure
mechanisms, defects, faults, fault models, test patterns, testing, and failures.

• Classification of defects according to the IC technology; 2D or 3D and the defect
location.

• Classification of faults according to how defects manifest themselves over time at
system level; either permanent faults or non-permanent faults.

• Discussion of fault models used to model the faults in 2D-ICs, and the emerging
models in 3D-SICs.

• Explanation of the main emerging fault models related to interconnects in 3D
integration.

.



Testing Memory-on-Logic
Interconnect 4
Our main idea to test interconnects between stacked memories and logic is by performing
read and writes operations to the memory. These read and write operations must sat-
isfy several requirements, such as being able detect the interconnect faults. Section 4.1
discusses the targeted fault models. Section 4.2 explains their detection conditions both
for static and dynamic fault models for general stacked ICs. Section 4.3 discusses the
applicable detection conditions specific for faults in memory stacked on logic. Section 4.4
describes how test patterns are derived from these detection conditions. Finally, Sec-
tion 4.5 provides a chapter summary.

4.1 Targeted Fault Models

A set of test patterns that detect interconnect faults must satisfy several requirements
such as: (1) small number of testing vectors to reduce cost, (2) high fault coverage,
and (3) both detection and diagnosis capabilities to detect faults and identify their
exact locations [80]. In this thesis, we focus on the detection of 3D-SICs interconnects
faults; more specifically on their test optimization and test quality. As already shown in
Figure 3.12, interconnect faults can be classified into two main types:

• Static faults: Which have four different types:

– SA0: The interconnect transfers a 0.

– SA1: The interconnect transfers a 1.

– Wired-AND: The bridge behavior between two interconnects is 0-dominant.

– Wired-OR: The bridge behavior between two interconnects is 1-dominant.

• Dynamic faults: This can be further categorized into two subclasses:

– Single line faults: Where faults affect only a single line. They consist of:

∗ Path Delay Fault (PDF): A fault due to a partial resistive open line.

∗ Stuck Open Fault (SOF): A fault due to a complete open line.

– Multi line faults: Where faults affect multiple lines. They consist of:

∗ Crosstalk Fault: Faults on victim lines caused by crosstalk from aggressive
neighbors.

∗ Path Delay Fault with Crosstalk: Faults on partial resistive opens affected
by crosstalk from neighbors.

∗ Stuck Open Fault with Crosstalk: Faults on complete open lines affected
by crosstalk from neighbors.

45
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Figure 4.1: Master-slave stacking and possible interconnects types

Figure 4.1 depicts the general connection wires between two dies. The wires are
of three kinds: Bi-directional master-slave (Bi-M-S ) represented as l, uni-directional
master-slave (Un-M-S ) as ↑, and uni-directional slave-master (Un-S-M ) as ↓. Examples
of communication that takes place on such wires are: (1) Bi-M-S l interconnects could
be bidirectional data lines, (2) Un-M-S ↑ interconnects could be address lines, input data
lines, or control lines, and (3) Un-S-M ↓ interconnects could represent output data lines
or memory output control signals. Testing these wires is based on the following basic
assumptions:

• Master (die with logic) and slave (memory die) are fault free.

• Each wire is (directly or indirectly via the memory) fully controllable and observ-
able.

• We assume a single fault at a time for the interconnects.

• All faults must be collected at the master side; a fault must be detected on the
master side or propagated back to the master in case detected on the slave side.

Throughout this thesis the following terminologies are interchangeable; net, line, inter-
connect, and wire.

4.2 General Detection Conditions

The detection conditions for each targeted fault, which depend on the wire type, are
described next. In general, the detection conditions adhere to the following steps:

1. Fault sensitization (activation): Sensitize the fault in a particular wire to create a
different behavior between the faulty and fault free circuit.

2. Fault propagation: Propagate the fault effect to the master (if needed).

3. Line justification: Back trace the values of the signals to the input of the circuit,
such that the fault is sensitized.

Next, we describe the general detection conditions for each wire. Sensitizing the fault
for Un-M-S interconnects happens directly by the master, after sensitization, the value
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Table 4.1: Fault detection steps (fault propagation and line justification) for different intercon-
nect wires

Un-M-S ↑ Un-S-M ↓ Bi-M-S l
Fault
propagation

Propagate the fault ef-
fect to the master using
the line l or ↓

No action
required

Tested in M-S direction:
Propagate the fault ef-
fect to the master using
the line l or ↓

Tested in S-M direction:
No action required

Line
justification

No action required Justify the
line l or ↑

No action required Justify the line l or ↑

must be propagated back from the slave to the master by using either Un-S-M or Bi-M-S
interconnects.

The detection condition for Un-S-M interconnects is as follows: Sensitize the fault
on Un-S-M interconnect and propagate the sensitized value from slave to master, then
justify the line by using a Bi-M-S or Un-M-S interconnect to reach the slave side.

The detection condition for Bi-M-S interconnects happens by using one of the ap-
proaches for Un-M-S or Un-S-M such that: (1) to test the Bi-M-S interconnect for
master-to-slave direction, sensitize the value on the interconnect through the master
then propagate back the value from slave to master by using Un-S-M , and (2) to test
the Bi-M-S interconnect for slave-to-master direction, sensitize the fault on Bi-M-S in-
terconnect and propagate back the sensitized value from slave to master, then make a
line justification by using another Bi-M-S or Un-M-S interconnect to reach the slave side.

Fault sensitization is based on the fault model; however, fault propagation and line
justification are common shared steps of the detection conditions independent of the fault
model. These common steps are summarized in Table 4.1. In Section 4.2.1 and 4.2.2
we describe the fault sensitization part of the detection condition of static and dynamic
faults, respectively.

4.2.1 Static Faults

Static faults are time independent and consist of four types (SA0, SA1, wired-AND/OR).
Note that each fault could occur on the different interconnect types. The detection
conditions for the static faults are described next.

SA0 (SA1)

A stuck at fault on a single wire forces that wire on a specific value; either 0 (SA0) or 1
(SA1). Therefore, to sensitize a stuck-at fault an opposite value must be applied to the
wire, i.e., a ’1’ for SA0 and a ’0’ for SA1. Tables 4.2 show the fault sensitization for SA0
faults for the interconnect types, while fault propagation and line justification steps are
similar as in Table 4.1.

For example, there are two detection conditions for SA0 fault at Bi-M-S l interconnect
as shown in Table 4.1 and 4.2. In both cases the fault is sensitized on l. In the first
case, the sensitized line l is used to transfer data from master to slave. In this case ↓ or
l must be used to propagate value back to the master. In the second case, the line l is
used to transfer data from slave to master, to justify the line, a value of 1 must be set
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Table 4.2: Fault sensitization for SA0 faults

Un-M-S ↑ Un-S-M ↓ Bi-M-S l
Fault sen-
sitization

Set the line ↑ to 1 Set the line
↓ to 1

Tested in M-S direction:
Set the line l to 1

Tested in S-M direction:
Set the line l to 1

Table 4.3: Interconnect types and their fault models

Case Wired-AND Wired-OR

1 Bi-M-S/Bi-M-S Bi-M-S/Bi-M-S
2 Bi-M-S/Uni-M-S Bi-M-S/Uni-M-S
3 Bi-M-S/Uni-S-M Bi-M-S/Uni-S-M

4 Uni-M-S/Uni-M-S Uni-M-S/Uni-M-S
5 Uni-M-S/Uni-S-M Uni-M-S/Uni-S-M

6 Uni-S-M/Uni-S-M Uni-S-M/Uni-S-M

Figure 4.2: Wired-AND/OR for different interconnect types

on ↑ or l from master to slave. Detection conditions for SA1 fault are similar to SA0
with minor changes; where fault sensitization requires forcing the line to have a value of
0 instead of 1.

Wired-AND (OR)

In wired-AND/OR faults, bridged interconnects may be of the same or different wire
types. Tables 4.3 summarize the combinations between them which are also depicted in
Figure 4.2. There are six distinguishable cases, which are short between (1) l and l, (2)
l and ↑, (3) l and ↓, (4) ↑ and ↑, (5) ↑ and ↓, and (6) ↓ and ↓. There are different fault
models that represent bridging faults as discussed is section 3.4.1. Here, we are targeting
the wired-AND/OR bridge fault models depicted in Figure 3.9(b).

To sensitize a bridge fault, two opposite values must be specified on each pair of lines.
Fault sensitization for different bridged interconnects requires setting one line to a value
of X that represent a logical value of (0 or 1) and the other line to a value of X that
represent its complement (1 or 0). Fault propagation and line justification are similar to
Table 4.1 where a propagated value of 0 indicates a wired-AND fault and a value of 1
indicates a wired-OR fault. For example, the detection of wired-AND/OR fault between
two interconnects one of type l and the other of type ↑, requires the following detection
conditions steps illustrated in Figure 4.3:

1. Fault sensitization: Force both the lines l and ↑ to have a value of X and X through
the master, respectively.



4.2. GENERAL DETECTION CONDITIONS 49

Figure 4.3: Wired-AND/OR detection conditions

Table 4.4: Fault sensitization for path delay faults

Un-M-S ↑ Un-S-M ↓ Bi-M-S l
Fault sen-
sitization

Set the line ↑ to have a
transition from X to X

Set the line
↓ to have
a transition
from X to
X

Tested in M-S direction:
Set the line l to have a
transition from X to X

Tested in S-M direction:
Set the line l to have a
transition from X to X

2. Fault propagation: Propagate back both values from slave to master; propagate
the value on line l through l or ↓, and propagate the value on line ↑ using l or ↓.

3. Line justification: No line justification is needed since the sensitization occurred
at the master.

4.2.2 Dynamic Faults

Dynamic faults are time dependent and are classified based on the number of intercon-
nects that are involved. The detection conditions for each dynamic fault are explained
below.

Single Line Faults

Here, faults are affected by a single line only, such as path delay and stuck open faults;
they are described next.

Path Delay Fault

A path delay fault causes an additional unintended delay on a line without being im-
pacted by neighbors. In this fault model, we assume that the delay exceeds the normal
clock cycle with at most one clock cycle. To sensitize a path delay fault, a (0→1) and
(1→0) transition must occur on each wire. Table 4.4 explains the fault sensitization for
path delay faults for the different interconnects, where X represent a logical value of 0
or 1. Fault propagation and line justification go in a similar way as for the SA0/SA1 as
shown in Table 4.1, but now with transitions.
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Stuck Open Fault

This model is the same as the previous, except that the faulty interconnect is completely
open. During short time intervals we assume that the non-driven part of the open does
not change its value. The defect can be detected now by consecutively testing for a SA0
and SA1 or vice versa.

Multi Line Faults

Here, faults are affected by multiple lines, such as crosstalk faults, path delay faults with
crosstalk, and stuck open faults with crosstalk; they are described next.

Crosstalk Fault

Crosstalk due to capacitive coupling between interconnects affects signal quality nega-
tively. As described in Section 3.4.1 MAF model encompasses different faults to represent
the crosstalk. Each has a different fault sensitization. They are:

• Positive glitch: Apply a (0→1) transition on aggressor(s) and keep the victim
stable with 0.

• Negative glitch: Apply a (1→0) transition on aggressor(s) and keep the victim
stable with 1.

• Falling delay: Apply a (0→1) transition on aggressor(s) and apply a (1→0) tran-
sition on the victim.

• Rising delay: Apply a (1→0) transition on aggressor(s) and apply (0→1) transition
on the victim.

Victim line and aggressor line may be of any interconnect type; this gives 31+K possi-
ble combinations for a single victim with K neighbor aggressors. The fault sensitization
in all cases requires a (X→X) transition on the aggressor(s) and applying an opposite
transition (X→X) on the victim or keeping the victim stable with a value (X) similar to
the initial value of aggressor. Fault propagation and line justification for the victim are
in all cases similar as described in Table 4.1.

Path Delay Fault with Crosstalk

To increase the detection probability of path delay faults in the presence of crosstalk,
aggressors must be set such that worst case stress conditions are applied on the victims.
This is achieved by performing opposite transitions on the victim and its aggressors.
Therefore, the fault sensitization is exactly the same as for the falling and rising delay
of the MAF model.
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Figure 4.4: Memory stacked on logic

Stuck Open Fault with Crosstalk

The detection conditions for stuck open fault with crosstalk require maximum possible
stress on the open line which can be applied either by keeping the value of the victim
stable and creating a transition on the aggressors or by keeping the aggressors stable and
creating a transition on the victim. Thus we have four possibilities of fault sensitization:

• Apply a (0→1) transition on the victim and keep the aggressor(s) stable with 0.

• Apply a (1→0) transition on the victim and keep the aggressor(s) stable with 1.

• Apply a (0→1) transition on aggressor(s) and keep the victim stable with 0.

• Apply a (1→0) transition on aggressor(s) and keep the victim stable with 1.

Fault propagation and line justification are similar to Table 4.1.

4.3 Specific Detection Conditions

In the previous section, we explained the detection conditions for different faults based
on three different interconnect types; Bi-M-S, Un-M-S, and Un-S-M in general without
restricting ourselves to memories. The restricted and more specific structure for memory
stacked on logic is depicted in Figure 4.4. Here, Un-M-S represents control and address
lines, and Bi-M-S interconnect represent bi-directional data lines. Note that in our
considered memory architecture no Un-S-M lines are used. This simplifies the general
detection conditions as Un-S-M lines are not used. Table 4.5 shows the fault propagation
and line justification for the memory signals depicted in Figure 4.4. With respect to the
controllability and observability of the TSVs for memory stacked on logic of Figure 4.4
we make the following assumptions:

• Data lines can be directly controlled and observed, either through master or
through the output of the memory.

• Address lines can be directly controlled, and indirectly (through data lines) ob-
served.

• Control lines are ignored and assumed to be tested implicitly.

In the next section, we convert the detection conditions into test operations.



52 CHAPTER 4. TESTING MEMORY-ON-LOGIC INTERCONNECT

Table 4.5: Fault detection steps (fault propagation and line justification) for applicable inter-
connects

Un-M-S ↑ Bi-M-S l
Fault prop-
agation

Propagate the fault effect
to the master using the
line l

Tested in M-S direction:
Propagate the fault effect
to the master using the
line l

Tested in S-M direction:
No action required

Line justifi-
cation

No action required No action required Justify the line l

Figure 4.5: Interconnect structure in 3D-SICs for a 4x4 matrix of TSVs

4.4 Test Patterns

To identify defective ICs from fault-free ones each IC is tested for defects. During
these tests, test patterns are applied that are derived from the detection conditions. By
comparing the output of the applied test patterns with the golden reference (or fault-
free output) defective ICs can be identified. The test patterns are derived from the fault
models in such that they detect the faults of the fault model, i.e., the patterns sensitize
the faults and propagate them to the output.

Each interconnect in a 3D-SIC is surrounded by multiple neighbors as depicted in
Figure 4.5. We assume these interconnects to be grouped in an array to optimize the
area. Each interconnect has three, five, or eight neighbors. Some faults, such as multi line
dynamic faults are layout dependent; therefore, the test patterns change with different
layout, but the approach remains the same.

In order to test the interconnects; test patterns are applied in the form of read write
operations. Furthermore, in our examples we assume the following:

• We assume that the memory has a bi-directional 16-bit data bus and 16-bit address
bus as depicted in Figure 4.6. Both the data bus data and address bus are assumed
to have a 4 by 4 TSV layout (Figure 4.5).

• The Data Mask (DM) signal is a control signal which is used to mask bytes during
a memory write operation.

• The memory is only index addressable and the DM signal can be used to write
specific bytes of the index word.
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Figure 4.6: Interconnect for memory-on-logic

Table 4.6: Test patterns to detect SA0 fault at data lines

TP Operation Address Data

TP1 W AddressX F F F F

TP2 R AddressX F F F F

• As interconnects are tested by applying functional memory operations, we ignore
testing of control lines. They are assumed to be detected implicitly.

In general, we denote data width with Ld, address width with La, control width with
Lc, read word operation with R, write word operation with W, read byte operation with
Rb, write byte operation with Wb, and test pattern with TP.

4.4.1 Test Patterns for Static Faults

In this section, we are going to derive test patterns that are able to detect static faults
SA0, SA1, wired-AND, and wired-OR. Moreover, a proof of correctness is given for each.

SA0 Fault

The test patterns to detect SA0 faults at data lines and address lines differs completely,
both are discussed next.

Test patterns to detect SA0 fault at data line

Table 4.5 summarized fault propagation and line justification for SA0 fault at Bi-M-
S l, and Un-M-S ↑ lines. To generate proper test patterns it is required to sensitize
the fault by forcing a 1 on all data lines from the slave side. This can be achieved by
performing write and read operations as summarized in Table 4.6 where the address
AddressX represents any valid memory address. First a pattern of all 1’s (FFFF in
hex) on the data line is written to a particular address (AddressX). Next, the same
value is read from this address. SA0 fault will be detected as all 1’s are expected at the
output. This requires two memory instructions. The proof of the test patterns is shown
in Table 4.7 where we assume that the Lowest Significant Bit (LSB) of data the line
contains a SA0.
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Table 4.7: Proof of test patterns to detect SA0 fault at data lines

TP Operation Address Fault-free data Faulty data

TP1 W AddressX F F F F F F F E

TP2 R AddressX F F F F F F F E

Table 4.8: Test patterns to detect SA0 fault at address lines

TP Operation Address Data

TP1 W 0000 0000 0000 0000 Initial Data

TP2 W 0000 0000 0000 0001 Data1

TP3 W 0000 0000 0000 0010 Data2

. . . . . . . . . . . .

TP16 W 0100 0000 0000 0000 Data15

TP17 W 1000 0000 0000 0000 Data16

TP18 R 0000 0000 0000 0000 Initial Data

Table 4.9: Proof test patterns to detect SA0 fault at address lines

TP Operation Fault-free address Faulty address Fault-free data Faulty data

TP1 W 0000 0000 0000 0000 0000 0000 0000 0000 Initial Data Initial Data

TP2 W 0000 0000 0000 0001 0000 0000 0000 0000 Data1 Data1

TP3 W 0000 0000 0000 0010 0000 0000 0000 0010 Data2 Data2

. . . . . . . . . . . . . . . . . .

TP16 W 0100 0000 0000 0000 0100 0000 0000 0000 Data15 Data15

TP17 W 1000 0000 0000 0000 1000 0000 0000 0000 Data16 Data16

TP18 R 0000 0000 0000 0000 0000 0000 0000 0000 Initial Data Data1

Test patterns to detect SA0 fault at address line

Detecting SA0 faults at address lines is a bit more complex than detecting them at data
lines. Faulty TSV address lines will affect the memory address. For example, writing
the data pattern of all 1’s to the address with all 1’s and subsequently reading from the
address with all 1’s will not detect SA0’s on the address lines, as the output in the fault
free case is the same. This is because both read and write operations are affected in the
same way by the SA0 fault. In order to test memory address lines each line should be
tested separately. For example, by using a walking-1 sequence as depicted in Table 4.8.
Detecting SA0 at address lines requires La+2 memory instructions. The proof of the test
patterns are shown in Table 4.9 assuming that the LSB bit of the address line contains
a SA0.

First, the memory is initialized by writing a particular data (Initial Data) to address
cell 0 (all 0’s). Note that the presence of a SA0 in the address line does not affect this
initialization. By applying a walking-1 sequence on the address, a SA0 on the particular
line where the bit is set to 1 of the walking sequence will make that address map to
the initialization (all 0’s address). In the example, data Initial Data will be overwritten
by Data1 during TP2. A read operation on the initialized address will detect any SA0
on the address lines at TP18. In order for this test to work successfully the following
condition(s) must hold: DataX 6= InitialData, 1 ≤ X ≤ La.
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Table 4.10: Test patterns to detect SA1 fault at data lines

TP Operation Address Data

TP1 W AddressX 0 0 0 0

TP2 R AddressX 0 0 0 0

Table 4.11: Proof test patterns to detect SA1 fault at data lines

TP Operation Address Fault-free data Faulty data

TP1 W AddressX 0 0 0 0 0 0 0 1

TP2 R AddressX 0 0 0 0 0 0 0 1

Table 4.12: Test patterns to detect SA1 fault at address lines

TP Operation Address Data

TP1 W 1111 1111 1111 1111 Initia lData

TP2 W 1111 1111 1111 1110 Data1

TP3 W 1111 1111 1111 1101 Data2

. . . . . . . . . . . .

TP16 W 1011 1111 1111 1111 Data15

TP17 W 0111 1111 1111 1111 Data16

TP18 R 1111 1111 1111 1111 Initial Data

SA1 Fault

To obtain the test patterns for SA1 fault a similar approach is used as for SA0. Again,
a distinction is made between data and address lines.

Test patterns to detect SA1 faults at data line

Table 4.10 shows the test patterns required to detect SA1 fault at data lines, here all 1’s
of the SA0 fault on the data lines are replaced by all 0’s. Detecting SA1 at data lines
requires two memory instructions. Table 4.11 shows the proof of for this.

Test patterns to detect SA1 faults at address line

Table 4.12 shows the test patterns required to detect SA1 fault at address lines. Here, all
address bits are flipped with respect to SA0 fault. Detecting SA1 faults at address lines
requires also La+2 memory instructions. Table 4.13 shows the proof where we assume
the LSB bit of the address line contains SA1 fault. In the Table, TP2 will cause Data1
to overwrite Initial Data, therefore detectable at TP18.

Bridge Fault

A bridge fault may have a wired-AND or wired-OR behavior, and may happen between:
(1) data lines, (2) between address lines, and (3) between data and address lines. Each
category is described next.
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Table 4.13: Proof test patterns to detect SA1 fault at address lines

TP Operation Fault-free address Faulty address Fault-free data Faulty data

TP1 W 1111 1111 1111 1111 1111 1111 1111 1111 Initial Data Initial Data

TP2 W 1111 1111 1111 1110 1111 1111 1111 1111 Data1 Data1

TP3 W 1111 1111 1111 1101 1111 1111 1111 1101 Data2 Data2

. . . . . . . . . . . . . . . . . .

TP16 W 1011 1111 1111 1111 1011 1111 1111 1111 Data15 Data15

TP17 W 0111 1111 1111 1111 0111 1111 1111 1111 Data16 Data16

TP18 R 1111 1111 1111 1111 1111 1111 1111 1111 Initial Data Data1

Table 4.14: Test patterns to detect bridge fault at data lines

TP Operation Address Data

TP1 W AddressX P1

TP2 R AddressX P1

TP3 W AddressX P2

TP4 R AddressX P2

. . . . . . . . . . . .

TP2∗Log(Ld+2)−1 W AddressX PLog(Ld+2)

TP2∗Log(Ld+2) R AddressX PLog(Ld+2)

(1) Test patterns to detect bridge faults between data lines

Bridge faults between data lines will cause one of the lines to flip based on the bridge
type. Therefore, detecting bridge fault between data lines require that every pair of data
lines must at least have either the combination 01 or 10 between the two lines. Modified
counting sequence (MCS) satisfies the requirements of detecting bridge faults at data
lines with Log(Ld+2) test patterns [81].

MCS has test vectors of the form P1=(1,0,1,0,1,0,1,...), P2=(0,1,1,0,0,1,1,...), P3=
(0,0,0,1,1,1,1,0,0,0,0,1,1,1,1,...) and so on. Therefore, Pj has the following form; a
sequence of 0’s of length 2(j−1)-1, followed by a sequence of 1’s of length 2(j−1), followed
by a sequence of 0’s of length 2(j−1) and so on. Table 4.14 shows the test patterns for
detecting bridge faults at data lines with 2* log(Ld+2) memory instructions where the
address AddressX represents any memory address. A proof for such test patterns is not
shown as it is proven in literature [81].

(2) Test patterns to detect bridge faults between address lines

Bridge faults between address lines cause one of the bit lines to flip, which may result
in two behaviors:

1- Wired-AND bridge fault: Detecting bridge faulst between address lines
with wired-AND behavior can be detected by applying a walking-1. This is similar
to detecting SA0 fault at address lines we discussed previously. The test patterns are
shown in Table 4.8. Any wired-AND bridge fault in the patterns TP2 till TP17 will
overwrite the Initial Data of TP1. This fault will be detected by TP18, when the
initialized value of index 0 is read.
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Table 4.15: Test patterns to detect wired-AND bridge that flip data lines

TP Operation Address Data

TP1 W 0000 0000 0000 0000 F F F F

TP2 R 0000 0000 0000 0000 F F F F

Table 4.16: Proof test patterns to detect wired-AND bridge that flip data lines

TP Operation Address Fault-free data Faulty data

TP1 W 0000 0000 0000 0000 F F F F F F F E

TP2 R 0000 0000 0000 0000 F F F F F F F E

2- Wired-OR bridge fault: Detecting bridge faults between address lines with
wired-OR behavior can be detected by applying a walking-0. This is similar to detecting
SA1 fault at address lines discussed previously in Table 4.12. Any wired-OR bridge
fault in the patterns TP2 till TP17 will overwrite the Initial Data of TP1. This fault
will be detected by TP18, when the initialized value of index 0 is read.

(3) Test patterns to detect bridge faults between data lines and address lines

Bridge faults between data lines and address lines may be wired-AND or wired-OR, and
may flip data lines or address lines. In total, there are four different cases for which are
described next.

1- Wired-AND bridge that flips a data line: Table 4.15 provides test patterns
that detect wired-AND bridges that cause data lines to flip from 1 to 0. Any data bit
that suffers from a wired-AND with address bits will cause the data to flip to zeros on
the data side, which is easily detectable. These test patterns are similar to SA0 at data
lines if the AddressX of Table 4.6 has the value 0. The proof of the test patterns is
shown in Table 4.16 where it is assumed that the LSB bit of the data lines is bridged to
the LSB bit of the address lines.

2- Wired-AND bridge that flips an address line: Table 4.17 provides the test
patterns that are needed to detect wired-AND bridges that cause address bit lines to
flip. A walking-1 pattern on the address lines ensures the detection of these types of
defects. In TP1, the address consisting of all 0’s is initialized with all 1’s data (FFFF
in hex). Note that for the initialization pattern (TP1) the address is not impacted in
the presence of wired-AND defects. Any short on the walking-1 pattern (TP2 up to
TP17) will overwrite the original initialization, i.e., in case a defect occurs. Therefore,
the last read (TP18) from address 0 results in data all 1’s data in the case of non-faulty
interconnects and all 0’s in case these types of faults are present. The test patterns in
Table 4.17 are similar to the test patterns in Table 4.8 for detecting SA0 fault at address
lines if Initail Data = FFFF and DataX = 0000, where 1≤ X ≤ La. Table 4.18 shows the
proof where it is assumed that the LSB bit of the data line and LSB bit of the address
lines are bridged.

3-Wired-OR bridge that flips a data line: Table 4.19 provides the test patterns
to detect wired-OR bridge that cause data lines to flip. Here, writing to the memory cell
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Table 4.17: Test patterns to detect wired-AND bridge that flip address lines

TP Operation Address Data

TP1 W 0000 0000 0000 0000 F F F F

TP2 W 0000 0000 0000 0001 0 0 0 0

TP3 W 0000 0000 0000 0010 0 0 0 0

. . . . . . . . . . . .

TP16 W 0100 0000 0000 0000 0 0 0 0

TP17 W 1000 0000 0000 0000 0 0 0 0

TP18 R 0000 0000 0000 0000 F F F F

Table 4.18: Proof test patterns to detect wired-AND bridge that flip address lines

TP Operation Fault-free address Faulty address Fault-free data Faulty data

TP1 W 0000 0000 0000 0000 0000 0000 0000 0000 Initial Data Initial Data

TP2 W 0000 0000 0000 0001 0000 0000 0000 0000 0 0 0 0 0 0 0 0

TP3 W 0000 0000 0000 0010 0000 0000 0000 0010 0 0 0 0 0 0 0 0

. . . . . . . . . . . . . . . . . .

TP16 W 0100 0000 0000 0000 0100 0000 0000 0000 0 0 0 0 0 0 0 0

TP17 W 1000 0000 0000 0000 1000 0000 0000 0000 0 0 0 0 0 0 0 0

TP18 R 0000 0000 0000 0000 0000 0000 0000 0000 Initial Data 0 0 0 0

Table 4.19: Test Patterns to detect wired-OR bridge that flip data lines

TP Operation Address Data

TP1 W 1111 1111 1111 1111 0 0 0 0

TP2 R 1111 1111 1111 1111 0 0 0 0

Table 4.20: Proof test patterns to detect wired-OR bridge that flip data lines

TP Operation Address Fault-free data Faulty data

TP1 W 1111 1111 1111 1111 0 0 0 0 0 0 0 1

TP2 R 1111 1111 1111 1111 0 0 0 0 0 0 0 1

with address all 1’s and setting the data lines to be all 0’s ensures detecting these faults
when we read from the same cell as bridges will cause data bits to flip to 1. These test
patterns are similar to SA1 at data lines if the AddressX of Table 4.10 has the value of
all 1’s. Table 4.20 shows the proof where it is assumed that the LSB bit of the data line
and LSB bit of the address lines are bridged.

4- Wired-OR bridge that flips an address line: Table 4.21 provides the test
patterns needed to detect wired-OR bridges that cause the address bit lines to flip. A
walking-0 pattern on the address lines ensures the detection of these types of defects. In
TP1, the address of all 1’s is initiated with all 0’s data. Note that for the initialization
pattern (TP1) the address of all 1’s will not be impacted in the presence of these defects.
Any short on the walking-0 pattern (TP2 up to TP17) will overwrite the original ini-
tialization, i.e., in case a defect occurs. Therefore, the last read (TP18) from address of
all 1’s result in data 0000 in case non-faulty interconnects and FFFF in case these types
of faults are present. The test patterns in Table 4.21 are similar to the test patterns in
Table 4.12 for detecting SA1 fault at address lines if Initail Data = 0000 and DataX =
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Table 4.21: Test patterns to detect wired-OR bridge that flip address lines

TP Operation Address Data

TP1 W 1111 1111 1111 1111 0000

TP2 W 1111 1111 1111 1110 F F F F

TP3 W 1111 1111 1111 1101 F F F F

. . . . . . . . . . . .

TP16 W 1011 1111 1111 1111 F F F F

TP17 W 0111 1111 1111 1111 F F F F

TP18 R 1111 1111 1111 1111 0 0 0 0

Table 4.22: Proof test patterns to detect wired-OR bridge that flip address lines

TP Operation Fault-free address Faulty address Fault-free data Faulty data

TP1 W 1111 1111 1111 1111 1111 1111 1111 1111 Initial Data Initial Data

TP2 W 1111 1111 1111 1110 1111 1111 1111 1111 F F F F F F F F

TP3 W 1111 1111 1111 1101 1111 1111 1111 1101 F F F F F F F F

. . . . . . . . . . . . . . . . . .

TP16 W 1011 1111 1111 1111 1011 1111 1111 1111 F F F F F F F F

TP17 W 0111 1111 1111 1111 0111 1111 1111 1111 F F F F F F F F

TP18 R 1111 1111 1111 1111 1111 1111 1111 1111 Initial Data F F F F

FFFF, where 1≤ X ≤ La. Table 4.22 shows the proof where it is assumed that the LSB
bit of the data line and LSB bit of the address lines are bridged.

Static Faults Summary

The number of memory operations required for detecting all possible static faults are
summarized in Table 4.23. However, these patterns can be optimized. Table 4.24 shows
which test patterns lead to the same fault detection under specific conditions for cer-
tain addresses and data values. For example, the test patterns for SA0 at data lines
in Table 4.6 equal the pattern set for wired-AND of Table 4.15 if AddressX of Ta-
ble 4.6 is set to all 0’s. The total number of test patterns for detecting static faults is
2*Log(Ld+2)+2*Ld+8.

4.4.2 Test Patterns for Dynamic Faults

This section discusses the test patterns for detecting dynamic faults. Dynamic faults
may require several test patterns for fault sensitization, as they are time dependent.
Dynamic faults can be classified based on the number of interconnects: single line faults
and multi line faults. Single line faults include path delay faults (PDF) and stuck open
faults (SOF). Multi line faults include crosstalk faults, PDF with crosstalk, and SOF
with crosstalk. The test patterns for detecting all dynamic faults at data lines and
address lines are discussed next.

Single Line Faults

Single line faults that include path delay and stuck open faults will be discussed next.
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Table 4.23: Summary of test patterns for static faults

Type of Static Fault # of memory
operations

SA1 data line 2

SA1 Address line La+2

SA0 data line 2

SA0 Address line La+2

Bridge Fault at Data line (Wired-AND/OR) 2*Log(Ld+2)

Bridge Fault at Address line (Wired-AND) La+2

Bridge Fault at Address line (Wired-OR) La+2

Wired-AND bridge between data and address lines that flip data line 2

Wired-AND bridge between data and address lines that flip address
line

La+2

Wired-OR bridge between data and address lines that flip data line 2

Wired-OR bridge between data and address lines that flip address line La+2

Table 4.24: Summary of optimized test patterns for static faults

Equivalent Faults Condition # of opera-
tions

SA0 at data lines/Wired-AND bridge between
data and address lines that flips data line

Set AddressX in Table 4.6 to all 1’s as in Table 4.15 2

SA1 at data lines/Wired-OR bridge between data
and address lines that flip data line

Set AddressX in Table 4.10 to all 0’s as in Table 4.19 2

SA0 Address line/Wired-AND bridge between
data and address lines that flip address
line/Bridge Fault at Address line (Wired-AND)

1- Set InitialDatainTable 4.8toall1′sasinTable 4.17
2-Set DataX in Table 4.8 to all 0’s for all DataX as in
Table 4.17

La+2

SA1 Address line/Wired-OR bridge between data
and address lines that flip address line/Bridge
Fault at Address line (Wired-OR)

1-Set InitialDatainTable 4.12toall0′sasinTable 4.21
2-Set DataX in Table 4.12 to all 1’s for all DataX as in
Table 4.21

La+2

Bridge Fault at Data line (Wired-AND/OR) 2*Log(Ld+2)

(1) Path Delay Fault (PDF)

This single line fault is due to a partial resistive open defect with low to moderate
resistance value. Delays on a line with more than one clock cycle are tested as complete
open lines, which are discussed later. The test patterns to detect PDF faults require
both 0→1 and 1→0 transitions (see detection conditions in Section 4.2.2).

Test patterns to detect PDF faults at data lines

Interconnects between the master and slave do not only include TSVs, but they also need
drivers in both dies as depicted in Figure 4.7. These drivers charge or discharge the lines
based on the desired value. Therefore, testing must also consider these components as
delays can also originate from defects in these drivers. This means that the bidirectional
data lines must be tested in both directions; from master to slave and from slave to
master. A defect in one of the pull-up networks will cause 0→1 transition fault, and a
defect in the pull-down networks will cause 1→0 transition faults. Therefore, we have
the following test cases:

• 0→1 transition from master to slave.
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Figure 4.7: Data line with read and write drivers

Table 4.25: Test patterns for PDF faults at data lines

TP Operation Address Data

TP1 Write Address1 0000 0000 0000 0000
TP2 Write Address2 1111 1111 1111 1111
TP3 Write Address1 0000 0000 0000 0000

TP4 Read Address1 0000 0000 0000 0000
TP5 Read Address2 1111 1111 1111 111
TP6 Read Address1 0000 0000 0000 0000

• 1→0 transition from master to slave.

• 0→1 transition from slave to master.

• 1→0 transition from slave to master.

Tests patterns as shown in Table 4.25 satisfy the previous requirements; the first
part of the table (TP1-TP3) have both transitions from master to slave and the second
part of the table (TP4-TP6) have both transitions from slave to master. The proof that
these six test patterns detect PDF faults are shown in Table 4.26 for all four transitions
(the six test patterns are replicated four times). For simplicity, we use only the 4 LSB
bits of the data. The first time the patterns are used to demonstrate a 0→1 transition
fault from master to slave. TP1 writes a value of all 0’s to data lines then TP2 makes a
0→1 transition and writes a value of all 1’s to Address2. With a 0→1 PDF fault at the
LSB bit of the data lines from master to slave, the value written will be all 1’s except a
0 for the LSB bit. This will be detected during the read operation in TP4. The other
transition faults work in a similar manner.

In case the read and write drivers in both dies are fault-free, for example when tested
in the pre-bond phase, testing requires only a (0→1) transition from master to slave and
0→1 transition from slave to master, thus, skipping TP3 and TP6 in Table 4.25.

Test patterns to detect PDF faults at address lines

Detecting a path delay fault at address lines requires both 0→1 and 1→0 transitions
on address lines. Here, we assume also a maximum delay of one clock cycle. A delay
larger than one clock cycle requires the delay to be tested as stuck open fault. The test
patterns are shown in Table 4.27, where the first part of the table (TP1-TP5) tests for
0→1 transition and the second part (TP6-TP10) tests for 1→0 transition.



62 CHAPTER 4. TESTING MEMORY-ON-LOGIC INTERCONNECT

Table 4.26: Proof test patterns for PDF faults at data lines

TP Operation Address Fault free Data Faulty Data Note

TP1 Write Address1 0000 0000 0→1 transition
TP2 Write Address2 1111 1110 fault from master
TP3 Write Address1 0000 0000 to slave

TP4 Read Address1 0000 0000
TP5 Read Address2 1111 1110 Fault detected
TP6 Read Address1 0000 0000

TP1 Write Address1 0000 0000 1→0 transition
TP2 Write Address2 1111 1111 fault from master
TP3 Write Address1 0000 0001 to slave

TP4 Read Address1 0000 0001 Fault detected
TP5 Read Address2 1111 1111
TP6 Read Address1 0000 0001

TP1 Write Address1 0000 0000 0→1 transition
TP2 Write Address2 1111 1111 fault from slave
TP3 Write Address1 0000 0000 to master

TP4 Read Address1 0000 0000
TP5 Read Address2 1111 1110 Fault detected
TP6 Read Address1 0000 0000

TP1 Write Address1 0000 0000 1→0 transition
TP2 Write Address2 1111 1111 fault from slave
TP3 Write Address1 0000 0000 to master

TP4 Read Address1 0000 0000
TP5 Read Address2 1111 1111
TP6 Read Address1 0000 0001 Fault detected

With the presence of a PDF fault at the address lines, TP1 and TP2 ensure a fault-
free initialization. The second write (TP2) will initialize address with all 1’s to Data3,
even if the previous operation failed due to the presence of a PDF fault. A 0→1 transition
is subsequently created by TP3 and TP4. In case any bit fails to make the transition,
TP5 will read a wrong value Data3 as Data2 is expected. Therefore, Data2 and Data3
must be different. Detecting a PDF with 1→0 transition fault using TP6-TP10 goes in a
similar way as TP1-TP5, but with flipped address bits. The proof for such test patterns
are shown in Table 4.28. For simplicity, again we use only the 4 LSB address bits.

(2) Stuck Open Fault (SOF)

The stuck open fault is considered as an extreme case of a partial resistive fault in which
the line is completely open. This fault may happen at data lines or address lines; both
are described below.

Test patterns to detect SOF faults at data lines

Detecting stuck open faults at data lines as shown in Figure 4.8 requires writing a value
of all 0’s and all 1’s to data lines. The test patterns are shown in Table 4.29. It contains
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Table 4.27: Test patterns for PDF faults at address lines

TP Operation Address Data Note

TP1 Write 1111 1111 1111 1111 Data3
TP2 Write 1111 1111 1111 1111 Data3 Initialization

TP3 Write 0000 0000 0000 0000 Data1 0 to 1 transition
TP4 Write 1111 1111 1111 1111 Data2
TP5 Read 1111 1111 1111 1111 Data2

TP6 Write 0000 0000 0000 0000 Data3
TP7 Write 0000 0000 0000 0000 Data3 Initialization

TP8 Write 1111 1111 1111 1111 Data1 1 to 0 transition
TP9 Write 0000 0000 0000 0000 Data2
TP10 Read 0000 0000 0000 0000 Data2

Table 4.28: Proof of test patterns for PDF faults at address lines

Operation Data Fault free address Faulty address Fault free data Faulty data Note

Write Data3 1111 111x — — Initialization
Write Data3 1111 1111 — —

Write Data1 0000 0000 — — Fault on 0→1
Write Data2 1111 1110 — — transition on LSB

Read — 1111 1111 Data2 Data3 Fault detected

Write Data3 0000 000x — — Initialization
Write Data3 0000 0000 — —

Write Data1 1111 1111 — — Fault on 1→0
Write Data2 0000 0001 — — transition on LSB

Read — 0000 0000 Data2 Data3 Fault detected

two write operations (write all 1’s subsequently followed by write all 0’s) and two read
operations to verify them. During the two read operations (TP3 and TP4), we assume
that the floating values could be one of the following three:

1. The line is stable with value 0 during both read operations. Therefore, TP4 detects
this fault.

2. The line is stable with value 1 during both read operations. Therefore, TP3 detects
this fault. This value 1 could actually be charge that was left from the write
operation TP2.

3. The line has leaking value (initially 1 during TP3 which goes down to 0 during
TP4). This fault is detected by both TP3 and TP4.

In case the line has a rising value (initially 0 during TP3 which goes up to 1 during
TP4), the test cannot detect the defect; however, the probability that a floating line will
make this transition is unlikely. The proof of test patterns for detecting SOF at data
lines is shown in Table 4.30. The table shows three replications of the test patterns and
shows the proofs for a stable float 0, stable float 1, and for a leaking float, for a fault at
the LSB bit position.

Test patterns to detect SOF faults at address lines

A stuck open fault at address lines can be tested based on walking patterns. Similarly,
as for the data lines, two 0→1 transitions are created. One with write values and one
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Figure 4.8: Data line with stuck open fault

Table 4.29: Test patterns for SOF faults at data lines

TP Operation Address Data

TP1 Write Address1 0000 0000 0000 0000
TP2 Write Address2 1111 1111 1111 1111

TP3 Read Address1 0000 0000 0000 0000
TP4 Read Address2 1111 1111 1111 1111

Table 4.30: Proof patterns for SOF faults at data lines

Fault-free writing Faulty writing Reading
TP Operation Address Master/Slave Master Slave Fault free data Faulty data Note

TP1 Write Address1 0000 0000 000X LSB is open and
TP2 Write Address2 1111 1111 111X stable at 0
TP3 Read Address1 — — — 0000 0000
TP4 Read Address2 — — — 1111 1110 Fault detected

TP1 Write Address1 0000 0000 000X LSB is open and
TP2 Write Address2 1111 1111 111X stable at 1
TP3 Read Address1 — — — 0000 0001 Fault detected
TP4 Read Address2 — — — 1111 1111

TP1 Write Address1 0000 0000 000X LSB is open and
TP2 Write Address2 1111 1111 111X have 1→0
TP3 Read Address1 — — — 0000 0001 Fault detected
TP4 Read Address2 — — — 1111 1110 Fault detected

Table 4.31: Test patterns for SOF faults at address lines

TP Operation Address Data

TP1 Write 0000 0000 0000 0000 Data1
TP2 Write 0000 0000 0000 0001 Data2
TP3 Read 0000 0000 0000 0000 Data1
TP4 Read 0000 0000 0000 0001 Data2

with read values. However, here each bit line must be tested separately as shown in
Table 4.31. Any float on an address lines will be detected due to the quick transition
made on them. The proof for an open fault at the LSB bit of the address lines is shown
in Table 4.32 for a stable float 0 , stable float 1, and a leaking float (three possible cases).

Multi Line Faults

Based on the TSV array structure of 3D-SICs depicted in Figure 4.5, each interconnect
may have coupling with its direct neighbors. Interconnects that are far away from
each other are assumed to have no coupling and thus can be tested simultaneously in
a group. We assume that only direct neighboring TSVs impact each other. Therefore,
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Table 4.32: Proof test patterns for (SOF) faults at address lines

TP Operation Data Fault free
address

Faulty ad-
dress

Fault free
data

Faulty data Note

TP1 Write Data1 0000 0000 — — open line fault
TP2 Write Data2 0001 0000 — — with stable 0
TP2 Read — 0000 0000 Data1 Data2 Fault detected
TP4 Read — 0001 0000 Data2 Data2 —

TP1 Write Data1 0000 0001 — — open line fault
TP2 Write Data2 0001 0001 — — with stable 1
TP3 Read 0000 0001 Data1 Data2 Fault detected
TP4 Read 0001 0001 Data2 Data2 —

TP1 Write Data1 0000 0001 — — open line fault
TP2 Write Data2 0001 0001 — — 1→0 leaking at TP3→TP4
TP3 Read 0000 0001 Data1 Data2 Fault detected
TP4 Read 0001 0000 Data2 XXXX —

TP1 Write Data1 0000 0001 — — open line fault
TP2 Write Data2 0001 0001 — — 1→0 leaking at TP2→TP3
TP3 Read 0000 0000 Data1 XXXX Fault detected
TP4 Read 0001 0000 Data2 XXXX —

TP1 Write Data1 0000 0001 — — open line fault
TP2 Write Data2 0001 0000 — — 1→0 leaking at TP1→TP2
TP3 Read 0000 0000 Data1 Data2 Fault detected
TP4 Read 0001 0000 Data2 Data2 —

Figure 4.9: Interconnect groups in 3D-SICs for a 4x4 matrix of TSVs

interconnects may be divided into four groups as depicted in Figure 4.9. All victims
that are part of the same group can be tested in parallel. Next, the three multi line
faults will be described, which are (1) crosstalk fault, (2) path delay fault with crosstalk,
and (3) stuck open fault with crosstalk. We assume that data lines and address lines
are separated without coupling between them. Therefore, each have a TSV array as
depicted in Figure 4.5.

(1) Crosstalk Fault

The crosstalk fault shown in Figure 3.13(d) can be modeled by the Maximum Aggressor
Fault (MAF) model. The MAF model, shown in Figure 4.10, has different faults: (1)
glitch-up, (2) glitch-down, (3) falling delay, and (4) rising delay. The required transitions
on victim and aggressor lines to activate the faults are given in Table 4.33. Each fault
has a specific fault behavior, while all of them represent the same phenomena. Therefore,
selecting the minimum number of faults that reflect the problem will optimize the test.
As detecting delay faults is easier than detecting glitch faults. Both the rising and the
falling delay will be discusses next based on test patterns shown in Table 4.34. This
Table shows for each of the 16 TSVs the transitions that must occur for victims of the
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first group of Figure 4.9 .

Figure 4.10: Maximum Aggressor Fault (MAF) model

Table 4.33: Crosstalk fault models and the transition on victim and aggressors

Victim Aggressor
From To From To Fault

0 0 0 1 Glitch-Up

0 1 1 1 —

1 1 1 0 Glitch-Down

1 0 0 1 Falling Delay

0 1 1 0 Rising Delay

Test patterns to detect falling delay at data lines

Test patterns to detect a falling delay at the data lines are shown in Table 4.35. The
test patterns belong to the first group. Similarly, patterns can be created for the other
three groups. TP1 and TP2 create a 1→0 transition on the victim data lines and 0→1
transitions on the aggressor data lines. We demonstrate the detection by assuming a
fault in one of the lines. For example, in case the LSB bit of the data lines fails to make
the transition due to the neighbors, TP4 will read a wrong value. The proof of this is
shown in Table 4.36. For simplicity, we agian use only the 4 LSB bite of the data. Note
that the transitions are made in both directions from master to slave and vice versa
inspired by Figure 4.8.

Test patterns to detect falling delay fault at address lines

Test patterns to detect falling delay fault at the LSB bit of the address lines are show
in Table 4.37. TP1 initialize an address of all 1’s with a known data (Data3 ). TP1 and
TP2 create a (1→0) transition on the victim address line and (0→1) transitions on the
aggressor data lines. In case LSB of address lines fails to make the transition because
of the opposite transition of the neighbors, TP3 overwrites the original initialization,
therefore, the read operation (TP4) from an address of all 1’s result in data value of
Data3 in case of non-faulty interconnects and data value of Data2 in case this type of
faults present. The proof of these test patterns is shown in Table 4.38. For simplicity,
we use only the 4 LSB of the data.
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Table 4.34: Test patterns for crosstalk fault/1st group

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

Table 4.35: Test patterns to detect falling faults at data lines

TP Operation Address Data

TP1 Write Address1 1010 0000 1010 0000
TP2 Write Address2 0101 1111 0101 1111
TP3 Read Address1 1010 0000 1010 0000
TP4 Read Address2 0101 1111 0101 1111
. . . . . . . . . . . .

TP1 Write Address1 1010 0000 1010 0000
TP2 Write Address2 0101 1111 0101 1111
TP3 Read Address1 1010 0000 1010 0000
TP4 Read Address2 0101 1111 0101 1111

Table 4.36: Proof of test patterns for falling delay faults at data lines

TP Operation Address Fault free Data Faulty Data Note

TP1 Write Address1 0001 0001 Falling delay
TP2 Write Address2 1110 1111
TP3 Read Address2 1110 1111 Fault detected

Table 4.37: Test patterns to detect falling delay fault faults at address lines

TP Operation Address Data Note

TP1 Write 1111 1111 1111 1111 Data3 Initialization
TP2 Write 0000 0000 0000 0001 Data1 —
TP3 Write 1111 1111 1111 1110 Data2
TP4 Read 1111 1111 1111 1111 Data3 Data2 if faulty

Table 4.38: Proof of test patterns for falling delay faults at address lines

TP Operation Address Fault free address Faulty address Fault free data Faulty data Note

TP1 Write Data3 1111 1111 — — Initialization
TP2 Write Data1 0001 0001 — — —
TP3 Write Data2 1110 1111 — — —
TP4 Read — 1111 1111 Data3 Data2 Fault detected

Test patterns to detect rising delay fault at data lines

Table 4.39 shows the test patterns required to detect rising delay fault at the LSB bit of
the data lines, here all the transitions of the victim line and aggressor lines are flipped
compared to the falling delay fault on the data lines. Table 4.40 shows the proof of the
test patterns.
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Table 4.39: Test patterns to detect rising delay faults at data lines

TP Operation Address Data

TP1 Write Address1 1111 1111 1111 1110
TP2 Write Address2 0000 0000 0000 0001
TP3 Read Address2 0000 0000 0000 0001

Table 4.40: Proof of test patterns for rising delay faults at data lines

TP Operation Address Fault free Data Faulty Data Note

TP1 Write Address1 1110 1110 Rising delay
TP2 Write Address2 0001 0000
TP3 Read Address2 0001 0000 Fault detected

Table 4.41: Test patterns for rising delay faults at address lines

TP Operation Address Data Note

TP1 Write 0000 0000 0000 0000 Data3 Initialization
TP2 Write 1111 1111 1111 1110 Data1 —
TP3 Write 0000 0000 0000 0001 Data2
TP3 Read 0000 0000 0000 0000 Data3 Data2 if faulty

Table 4.42: Proof of test patterns for rising delay faults at address lines

TP Operation Address Fault free address Faulty address Fault free data Faulty data Note

TP1 Write Data3 0000 0000 — — Initialization
TP2 Write Data1 1110 1110 — — —
TP3 Write Data2 0001 0000 — — —
TP4 Read — 0000 0000 Data3 Data2 Fault detected

Test patterns to detect rising delay fault at address lines

Table 4.41 shows the test patterns required to detect rising delay fault at the LSB bit of
the address lines, here all the transitions of the victim line and aggressor lines are flipped
compared to the falling delay fault on the address lines. Table 4.42 shows the proof of
the test patterns.

Multiple data lines can be tested together as one group because a defected data line
will be detected directly through the read value and will not mask another data line.
In 3D-SICs, as shown in Figure 4.5, data lines are testable in four groups. The test
patterns for crosstalk fault detection at one group of data lines are shown in Table 4.43.
The write operations are not directly verified by a read operation, for example, after
writing Address2 (TP2), we continue first with writing Address3 (TP3). By start reading
after finish writing, we test the data lines in both directions using the same test patterns.
Testing multiple address lines at a time as one group is not possible because each possible
faulty address line will map to different address, therefore each address line must be
tested separately based on walking-pattern. The number of memory operations to detect
crosstalk at data lines is 20 operations, and 8*La memory operations for detecting address
line faults.
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Table 4.43: Optimized test patterns for crosstalk faults at data lines

TP Operation Address Data

TP1 Write Address1 1010 0000 1010 0000

TP2 Write Address2 0101 1111 0101 1111

TP3 Write Address3 1010 0000 1010 0000

TP4 Read Address2 0101 1111 0101 1111

TP5 Read Address3 1010 0000 1010 0000

(2) Path Delay Fault (PDF) with Crosstalk

Test patterns for detecting path delay fault with crosstalk require maximum possible
stress. The maximum possible stress can be achieved through forcing an (X→X) transi-
tion on the victim line and an opposite transition (X→ X) on the aggressor lines, where
X represents a logical value of 0 or 1. The test patterns to detect this fault are similar
to the test patterns to detect falling delay and rising delay faults which we discussed.

(3) Stuck Open Fault (SOF) with Crosstalk

Testing interconnects for stuck open fault with crosstalk requires applying maximum
possible stress which can be tested either be keeping the victim line stable and make
a transition on aggressor lines or by keeping the aggressor lines stable and making a
transition on the victim line. The different choices for applying transition on lines are
depicted in Figure 4.11. Figure 4.11(A) shows the victim line stable with a value of 0 and
the aggressor lines have a (0→1) transition. Figure 4.11(B) shows the victim line stable
with a value of 1 and the aggressor lines have a (1→0) transition. Figure 4.11(C) shows
the victim with a (0→1) transition while the aggressor lines are stable with a value of 0.
Figure 4.11(D) shows the victim with a (1→0) transition while the aggressor lines are
stable with a value of 1.

The test patterns for the different possibilities for applying transitions are shown in
Tables A.1, A.2, A.3, and A.4. For the test patterns to detect SOF fault with crosstalk
at data lines and address lines, we will consider the test patterns in Table A.4 that make
transition on victim while keeping the aggressors stable because this represent the case
with the least changing in aggressors between consecutive test patterns to make the lines
stable as long as possible in order to increase the possibility of fault detection.

Test patterns to detect (SOF) with crosstalk at data lines

As depicted in Figure 4.12 the open data lines have a crosstalk capacitance during
the write operations different than the crosstalk capacitance during the read operation.
Therefore, both cases must be tested. Table 4.44 shows such test patterns. Table 4.45
show the proof of the test patterns.

TP1-TP4 have a (0→1) transition on the victim line and the aggressor lines are stable
at 0. Write operation (TP1 and TP2) make the transition from master to slave while
read operation (TP3 and TP4) make the transition from slave to master. TP1 will cause
the victim data line to have a value of 0 at master side, and at the slave side the data
value will be 0 due to coupling with neighbors. TP2 will cause the victim data line to
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Figure 4.11: Stuck open fault with crosstalk

Figure 4.12: Stuck open data line with crosstalk

have a value of 1 at master side while the slave side will have a value of 0 due to coupling
with neighbors. Reading from memory (TP3) will give a value of 0 at the victim line
due to the coupling with neighbors. Reading from memory (TP4) will give a value of
0 at the victim which is due to coupling with neighbors and differs from the expected
value. Thus the fault is detected.

TP5-TP8 have a (1→0) transition on the victim line and the aggressor lines are stable
at 1. Write operation (TP5 and TP6) make the transition from master to slave while
read operation (TP7 and TP8) make the transition from slave to master. TP5 will cause
the victim data line to have a value of 1 at master side, and at the slave side the data
value will be 1 due to coupling with neighbors. TP6 will cause the victim data line to
value of 0 at master side but the slave side will have a value of 1 due to coupling with
neighbors. Reading from memory (TP7) will give a value of 1 at the victim line which
is due to the coupling with neighbors. Reading from memory (TP8) will give a value of
1 at the victim which is due to coupling with neighbors and differs from the expected
value. Thus the fault is detected. Multiple data lines can be tested together as one
group, and Table 4.46 shows the test patterns for one group.
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Table 4.44: Test patterns for (SOF) with crosstalk at data lines

TP Operation Address Data

TP1 Write Address1 00 0 00
TP2 Write Address2 00 1 00
TP3 Read Address1 00 0 00
TP4 Read Address2 00 1 00

TP5 Write Address3 11 1 11
TP6 Write Address4 11 0 11
TP7 Read Address3 11 1 11
TP8 Read Address4 11 0 11

Table 4.45: Proof of test patterns for (SOF) with crosstalk at data lines

TP Operation Address Fault free Data Faulty Data Note

TP1 Write Address1 00 0 00 00 0 00
TP2 Write Address2 00 1 00 00 0 00
TP3 Read Address1 00 0 00 00 0 00
TP4 Read Address2 00 1 00 00 0 00 Fault detected

TP5 Write Address3 11 1 11 11 1 11
TP6 Write Address4 11 0 11 11 1 11
TP7 Read Address3 11 1 11 11 1 11
TP8 Read Address4 11 0 11 11 1 11 Fault detected

Table 4.46: Test patterns for (SOF) with crosstalk at data lines/ 1st group

TP Operation Address Data

TP1 Write Address1 0000 0000 0000 0000
TP2 Write Address2 1010 0000 1010 0000
TP3 Read Address1 0000 0000 0000 0000
TP4 Read Address2 1010 0000 1010 0000

TP5 Write Address1 1111 1111 1111 1111
TP6 Write Address2 0101 1111 0101 1111
TP7 Read Address1 1111 1111 1111 1111
TP8 Read Address2 0101 1111 0101 1111

Test patterns to detect (SOF) with crosstalk at address lines

Testing multiple address lines at the same time is not possible which imposes testing each
address line individually based on walking-patterns. Table 4.47 show the test pattern to
detect SOF with crosstalk at single address line. TP1 initialize the memory by writing
a specific data value (Data1 ) to a fault-free address (all 0’s). TP2 after TP1 makes a
(0→1) transition on the victim address line while the aggressor lines are stable at 0. TP3
will read a value of Data1 for fault-free case, and Data2 if the victim line failed to make
(0→1) transition. TP4 initialize the memory by writing a specific data value (Data3 )
to a fault-free address (all 1’s). TP5 after TP4 makes a (1→0) transition on the victim
address line. TP6 will read a value of Data3 for fault-free case, and Data4 if the victim
line failed to make (1→0) transition. Table 4.48 shows a proof of the test patterns.
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Table 4.47: Test patterns for stuck open fault with crosstalk faults at address lines

TP Operation Address Data

TP1 Write 00 0 00 Data1
TP2 Write 00 1 00 Data2
TP3 Read 00 0 00 Data1

TP4 Write 11 1 11 Data3
TP5 Write 11 0 11 Data4
TP6 Read 11 1 11 Data3

Table 4.48: Proof of test patterns for (SOF) with crosstalk at address lines

TP Operation Writing data Fault free address Faulty address Fault free data Faulty data Note

TP1 Write Data1 00 0 00 00 0 00 – –
TP2 Write Data2 00 1 00 00 0 00 – –
TP3 Read — 00 0 00 00 0 00 Data1 Data2 Fault detected

TP4 Write Data3 11 1 11 11 1 11 – –
TP5 Write Data4 11 0 11 11 1 11 – –
TP6 Read — 11 0 11 11 1 11 Data3 Data4 Fault detected

Byte Addressable Memory

During the previous discussions, the test patterns were based on the assumption of
indexed memory. In indexed memory, memory operations can read and write complete
words. Moreover, the Data Mask control signal is used to mask data bytes during memory
write operation. However, some memories may be byte addressable where a memory read
and write operations can handle individual bytes instead of complete words. The test
patterns based on byte addressable memory does not differ much from the test patterns
of the indexed memory, following is an explanation:

1. Test patterns to detect faults at data lines such as Table 4.6, 4.10, 4.14 and others
have the freedom in writing the specified data patterns to any valid memory ad-
dress. These memory addresses must have a byte offset 0 if the memory operations
are byte addressable in order to write the specified data into a whole word.

2. Test patterns to detect faults at address lines based on walking-patterns such as
Table 4.8, 4.12, 4.17, 4.21 and others can be used in byte addressable memory
with the following changes:

• Test operation for memory initialization and memory read must be word
operations.

• Convert the read and write word operations for waking-pattern into read and
write byte operations.

• The written data in TP1 (fault-free initialization) must consist of eight dif-
ferent bytes.

• Data value written in TP2 6= data value written in TP3, data value written in
TP3 6= data value written in TP4, data value written in TP4 6= Data written
in TP2.

• The data written for TP5-TP17 must be different from each other.
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3. Test patterns in Table 4.19 used for detecting a bridge fault between data lines
and address lines that flip the data needs some modifications: (1) make the two
instruction a write word and read word, and (2) add two instructions similar to
the original ones but they write and read to byte 7.

Summarized Test Patterns

For fixed interconnect layout where the exact location for each TSV/interconnect is
known, i.e., wide I/O mobile DRAM memory, data lines can be tested for bridge faults
based on four groups, therefore, eight memory operations are sufficient. Table 4.49 show
the number of optimized test patterns for static faults with fixed layout assuming the
conditions satisfied in Table 4.24 still satisfied. Table 4.50 show a summary for the
number of test patterns for dynamic faults detection which are optimized in Table 4.51.
Table 4.52 gives the number of test patterns for detecting any possible fault.

Table 4.49: Summary: Optimized test patterns for static faults with fixed layout

Type of Static Fault Number of op-
erations

SA0 at data lines/Wired-AND bridge between data and address lines
that flips data line

2

SA1 at data lines/Wired-OR bridge between data and address lines
that flip data line

2

SA0 Address line/Wired-AND bridge between data and address lines
that flip address line/Bridge Fault at Address line (Wired-AND)

La+2

SA1 Address line/Wired-OR bridge between data and address lines
that flip address line/Bridge Fault at Address line (Wired-OR)

La+2

Bridge Fault at Data line (Wired-AND/OR) 8

Table 4.50: Summary: Test patterns for dynamic faults with interconnect fixed layout

Type of Dynamic Fault Number of operations

Path delay fault (PDF) at data lines 6
Path delay fault (PDF) at address lines 10

Stuck open fault (SOF) at data lines 4
Stuck open fault (SOF) at address lines 4*La

Crosstalk fault at data lines 5*4=20
Crosstalk fault at address lines 8*La

Path delay fault (PDF) with crosstalk at data lines 5*4=20
Path delay fault (PDF) with crosstalk at address lines 8*La

Stuck open fault (SOF) with crosstalk at data lines 8*4=32
Stuck open fault (SOF) with crosstalk at address lines 6*La
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Table 4.51: Summary: Optimized test patterns for dynamic faults with interconnect fixed layout

Type of Dynamic Fault Number of operations

Path delay fault (PDF) at data lines 6
Path delay fault (PDF) at address lines 10

Stuck open fault (SOF) at data lines 4

Stuck open fault (SOF) at address lines 4*La

Crosstalk fault/ Path delay fault (PDF) with crosstalk at data lines 5*4=20
Crosstalk fault/ Path delay fault (PDF) with crosstalk at address lines 8*La

Stuck open fault (SOF) with crosstalk at data lines 8*4=32
Stuck open fault (SOF) with crosstalk at address lines 6*La

Table 4.52: Final test patterns for static and dynamic faults

Type of Dynamic Fault Number of op-
erations

SA0 at data lines/Wired-AND bridge between data and address lines
that flips data line

2

SA1 at data lines/Wired-OR bridge between data and address lines
that flip data line

2

SA0 Address line/Wired-AND bridge between data and address lines
that flip address line/Bridge Fault at Address line (Wired-AND)

La+2

SA1 Address line/Wired-OR bridge between data and address lines
that flip address line/Bridge Fault at Address line (Wired-OR)

La+2

Bridge Fault at Data line (Wired-AND/OR) 8

Path delay fault (PDF) at data lines 6
Path delay fault (PDF) at address lines 10

Stuck open fault (SOF) at data lines 4

Single line fault due to complete open at address lines 4*La

Crosstalk fault/Path delay fault (PDF) with crosstalk at data lines 5*4=20
Crosstalk fault/Path delay fault (PDF) with crosstalk at address lines 8*La

Stuck open fault (SOF) with crosstalk at data lines 8*4=32
Stuck open fault (SOF) with crosstalk at address lines 6*La

4.5 Summary

This chapter discussed a new algorithm called Memory Based Interconnect Testing
(MBIT) to test interconnects in memory stacked on logic. The main topics are:

• Describing the fault models targeted in this thesis based on few assumptions and
conditions related to memory-on-logic.

• Explaining the detection conditions for different interconnect types to detect in-
terconnect static and dynamic faults.

• Discussing the applicable detection conditions, based on interconnect types in
memory-on-logic, for detecting interconnect faults.

• Extending the applicable detection conditions to identify the exact test patterns,
which represent memory write and read operations, to test data and address lines
for both static and dynamic faults.



Experimental Results and
Comparison 5
This chapter provides the experimental results of a case study and compares them with
the state-of-the-art approaches. Section 5.1 discusses the DfT general requirements
and constraints for interconnect testing in Memory-on-Logic. Section 5.2 presents an
overview of the state-of-the-art regarding 3D interconnect testing. Section 5.3 discusses
the newly proposed approach called Memory Based Interconnect Testing (MBIT). Sec-
tion 5.4 compares MBIT methodology with the previous work. Finally, Section 5.5
concludes this chapter with a summary.

5.1 DfT Requirement for Memory-on-Logic Interconnect

In this section, we will explain the requirements, constraints, and conditions to test
interconnect in Memory-on-Logic. As each chip must be tested, usually additional
hardware is augmented during design time specifically to reduce the complexity of
testing. This is also referred to as design-for-testability (DfT). It adds or modifies the
hardware and usually introduces new test modes. In normal mode, the circuit behaves
as initially intended; the test logic is completely transparent. In test mode, test patterns
are applied to verify the correctness of the chip.

Testing 3D-SICs is more challenging as compared to planer dies, and has several
test phases: pre-bond, mid-bond, post-bond, and final test phase [69, 82]. A pre-bond
test takes place prior stacking and filters defective dies from entering the stack. Here,
TSVs could be tested as well although interconnects are not formed yet as dies
still have to be stacked. Pre-bond TSV testing is difficult because TSVs with small
dimensions are hard to probe [83]. Mid-bond and post-bond test both take place
after stacking; mid-bond testing is used to denote tests for partially created stacks,
while post-bond testing takes place right before packaging which might result in the
avoidance of unnecessary assembly and packaging costs. Note that during mid-bond
and post-bond testing, dies can be retested. More importantly, however, is to test for
the new component in the stack, i.e., the formed interconnections. The final test phase
is after assembly and packaging, and controls the quality of the outgoing product. In
this thesis, we focus on post-bond testing, of interconnections between memory and logic
dies.

The test must satisfy requirements related to the memory and 3D-SIC interface,
test quality and cost, compatibility with previous standards and test modularity [84].
Each is described next.

• Memory and 3D-SIC interface

75
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– The test architecture should support various types of memories such as SRAM,
DRAM, Flash, etc. The interface between the memory and logic die goes over
TSVs.

– The I/Os of the 3D-SIC are connected through the logic layer, here assumed
to be the bottom layer. Thus any test responses have to be propagated back
to the bottom layer.

• Test quality and test cost

– The test architecture must have full controllability and observability. Each
TSV between logic die and memory die should be tested.

– Test must be cost-effective; i.e., the test time should be reasonable and scalable
with the number of TSVs/interconnects.

– At-speed testing; test can be executed at application speed.

– Test both static and dynamic faults.

– Able to perform fault detection and diagnosis.

– Flexibility in test patterns; able to add test patterns for new faults.

• Compatibility

– The test architecture should be compliant with previous standards or an ex-
tension of an existing standard.

• Modular testing

– Testing should be modular, i.e., dies and interconnects can be tested sepa-
rately. Modular testing has several advantages such as [5]:

∗ 3D-SICs with heterogeneous dies, each die has different defects, test pat-
terns and fault models. Therefore, each die requires different test for fault
detection.

∗ Easy reuse of tests for different modules in the same 3D-SIC or for dif-
ferent 3D-SICs.

∗ Divide-and-Conquer approach, where a design is divided into simple com-
ponents that make test pattern generation more tractable, and save de-
velopment time and cost.

∗ First-order diagnosis, where the exact module containing the fault is de-
termined.

∗ Stacked dies sometimes constitute a protected intellectual property (IP),
where the implementation details are withheld.

5.2 State-of-the-art in 3D Interconnect Testing

Currently, the state-of-the-art in 3D interconnect testing, primarily focused on the
Boundary Scan [85]. However, other methods such as the IEEE 1581 [22] can be used
for interconnect testing in 3D stacked memories. Both methods are described next.
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Figure 5.1: Boundary Scan based test architecture based on IEEE 1149.1 [20]

5.2.1 Boundary Scan Based Interconnect Testing

There are several standards based on the boundary scan concept such as IEEE 1149.1 [85]
for 2D-ICs, IEEE P1838 [22, 39] which is a new standard for 3D-SICs, and IEEE 1500 [86]
for Core-based SOCs. Next, we will consider IEEE 1149.1 and IEEE P1838.

IEEE 1149.1 design-for-test standard known as Joint Test Action Group (JTAG) is
primarily designed for interconnect testing (EXTEST) between ICs on a Printed Circuit
Board (PCB). It facilitate testing by inserting virtual probes replacing the need for
physical probes [17]. As depicted in Figure 5.1, which represents an example for three
chips placed on a PCB, IEEE 1149.1 consists of the following components:

• Test Access Ports (TAP), which consists of:

– Test Data Input (TDI) and Test Data Output (TDO) input signals which are
concatenated to form a sequential chain through the chips.

– Test Clock (TCK), Test Mode Select (TMS), and Test Reset (TRSTN*) con-
trol signals which are broadcasted to all dies [20].

• TAP Controller: It controls the mode operation of each chip. The TAP controller
is a finite state machine (FSM) with 16 different states, used to enable applying
test patterns to data and instruction registers and observe the test response.

• Instruction Registers, used to specify the particular test mode that should be run.

• Boundary Scan Registers (BSR); registers around I/Os placed for observability and
controllability.

Boundary Scan has four compulsory instructions in addition to six optional instruc-
tions. The compulsory instructions are:

1. BYPASS : This instruction is used to bypass the boundary scan register (BSR) on
unused chips to prevent long shift operation. For example, Chip A and Chip B can
be bypassed if the test targeted Chip C only.
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Figure 5.2: JTAG (IEEE 1149.1) based interconnect testing [21]

2. SAMPLE : This instruction is used to take and examine a snapshot of the normal
operation of the chip. The captured data can be shifted out for examination. Also
capture the signals applied to the primary inputs and the response appearing in
the primary output of the internal chip logic.

3. PRELOAD : This instruction targets the Boundary Scan Register between TDI
and TDO. It is used to place an initial data pattern at latched parallel outputs of
the boundary scan cells without disconnecting the internal logic from the IC pins.

4. EXTEST : This instruction is used to test the interconnects between chips, where
a test pattern is preloaded into output Boundary Scan Registers of the involved
chips. The responses are latched on the input Boundary Scan Registers cells and
shifted out using TDO for verification. For example, for interconnect testing using
EXTEST instruction based on Figure 5.2, output boundary scan register (BSR) of
JTAG Device 1 is pre-loaded with a test pattern, then propagate the test pattern
to JTAG Device 2. After that, latch the response on the input cells and shift it to
the TDO for examination and fault detection.

IEEE 1149.1 has only serial test mechanism and lacks a high-bandwidth parallel test
access mechanism. Its major feature is supporting interconnect testing. Using the serial
path between TDI and TDO to move megabytes of data around the guts of ICs is very
slow. Moreover, it is not designed for delay testing, at-speed testing, or signal-integrity
testing [79, 87]. Memories usually do not conform to JTAG standards; they do not have
TAP or dedicated BSRs, even though, they can be tested from a connected device such
as microprocessors that have a BS facility.

JTAG is not suitable for at-speed testing because the time between update of test
stimuli and capture of response vector (the time interval between Update-DR state and
Capture-DR state) is 2.5 clock cycle, also, it has a long shift operation between two
consecutive test vectors. Moreover, JTAG is unable to detect dynamic faults such as
crosstalk. Several modifications and extension targeted these drawbacks which add new
hardware to BSCs or completely modifies them such as [79, 87], but none is suitable for
practical adaptation.

Delay testing may be through some IEEE 1149.1 extensions; for example testing a
delay at a single TSV interconnect cannot be tested at-speed since that demands too
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Figure 5.3: IEEE P1838 [22]

much speed. Therefore, performing an effective delay test can performed based on TSVs
concatenations (testing a path of several TSVs). But, using this approach, identifying
a single failure is difficult because the test performed for the whole chain of TSVs and
not one TSV.

IEEE P1838 is an on-going standard for test access architecture for TSV-based
3D-SICs. As depicted in Figure 5.3 this architecture used for both intra-die (INTEST)
testing and inter-die (EXTEST) testing during the following test phases [22, 39]:

• Pre-bond phase: Individual dies are tested using dedicated pins.

• Mid/Post-bond phase: Stacked dies in partial and complete stack are re-tested
(INTEST) and the interconnects between dies are tested (EXTEST) based on
JTAG.

• Post-packaging phase: Both dies and interconnects are re-tested.

The main characteristics of Boundary Scan Based Interconnect Testing can be sum-
marized as follows:

• Not all the memory devices specially the complex ones support the JTAG (IEEE
1149.1) because the memory manufactures still reluctant to add new hardware to
their products.

• For all 3D-SICs, the bottom die with I/Os that form the interface to the board
usually is IEEE 1149.1 compliant.

• Test time is relatively long; each test pattern must go serially through all
BSCs, i.e., the test time for testing interconnects between the dies in memory-
on-logic is 2*RL*dLog(N + 2)e clock cycle, where N represent the number of
TSVs/interconnects between the stacked dies which is La+Lc+Ld. RL is the length
of BSR which is La+Lc+3*Ld plus the number of external I/Os signals where we
can ignore it compared to number of TSVs.
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Figure 5.4: Logic based (IEEE 1581) interconnect testing [23]

• JTAG is unable to detect dynamic faults and perform at-speed testing because the
time interval between Update-DR and Capture-DR is more than one clock cycle,
and the length of BSR is too much.

• JTAG was designed to detect static faults such as SAF, open and short fault with
good diagnosis capabilities.

• The test patterns are flexible, where the desired values on all lines/TSVs can
predetermined then shifted serially.

• JTAG forms the basic Boundary Scan standard that has few extensions and mod-
ifications based on it.

5.2.2 Logic Based Interconnect Testing

IEEE 1581 which represent an alternative to Boundary Scan in memory devices was
approved and published in 2011. It is based on Static Component Interconnect Test
Technology (SCITT ), which was proposed by philips and Fujitsu. SCITT is a simple
and effective method for assembly test. Its device has a set of input and output pins,
where the output is an XOR/XNOR of some of the inputs, and each input may be used
in multiple gates. Each output pin has a unique mapping of the circuit inputs. SCITT
has two main aspects: (1) it is about static testing, (2) specifically for component
interconnection testing [88, 24].

Logic testing (IEEE 1581) can be used in memories, 3D-SICs, multi-chip pack-
ages, and in slave-type components for testing connectivity of pins. It is considered
a complementary to JTAG and not a general replacement. IEEE 1581 is depicted in
Figure 5.4 where the IEEE 1581 device (memory device) is connected to the controlling
device which is JTAG compliant such as CPU. The IEEE 1581 standard applies to
memory devices with the following characteristics [40]:

• The IEEE 1149.1 is not applicable for whatever reason, for example JTAG requires
extra pins.
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Figure 5.5: IEEE 1581 test logic (a) XOR, (b) IAX, (c) XOR-2[24]

• Typically, the device is complex memory; such as Flash, SDRAM, DDRRAM and
others. Complex means the device requires setting several pins for proper device
initialization, and any pin failure means that the memory cannot be accessed by
the processor for testing.

• The device has a high functional speed.

The IEEE 1581 device has two modes of operation; normal mode and testing mode. In
normal mode, the combinational test logic is disabled, and the device operates normally.
In test mode, the device functionality is bypassed, and the combinational test logic is
used for interconnect testing. Master device apply the inputs and observe the outputs to
detect faults [23]. With defected interconnects, the test is still executable and this is a
major benefit compared to other methods [23]. The internal test logic may have different
combinational implementations options which will give the designer some controllability.
The different options for combinational test logic implementation have different gates
used with different number of inputs shown in Figure 5.5 such as:

1. XOR (3-input XOR or XNOR gates): This logic implementation is based on XOR
test logic as shown in Figure 5.5(a) which represent an implementation with 12
inputs and 8 outputs. Any output depends on XOR gate with odd number of
inputs, and three inputs as minimal requirement. There are no two outputs with
the same inputs, and any input must participate in two XOR gates at least.

2. IAX (XOR, inverters, and AND gates): This logic implementation as shown in
Figure 5.5(b) has a single XOR gate, inverters, and any number of AND gates.
Each output must have set of inputs and logical function different than other
outputs.
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Figure 5.6: IEEE 1581

3. XOR-2 (2-input XOR or XNOR gates): This logic implementation is based on
2-input XOR gate, where each output has unique inputs. Figure 5.5(c) show such
implementation with 12 inputs and 8 outputs.

Figure 5.6 depicts interconnect testing in 3D-SICs based on test logic. The bottom
die (CPU) contains a Boundary Scan while the top die (memory) contains test logic. The
multiplexer in the top die is used to choose between the output of the memory during
operational mode and the output of the test logic during test mode.

Test time for static faults based on this approach is relatively long; each test pattern
must go serially through all BSCs in the bottom die, i.e., the test time for testing
interconnects between the dies in memory-on-logic is (RL+1)*dLog(N + 2)e clock cycle,
where N represent the number of TSVs/interconnects between the stacked dies which
is La+Lc+Ld. RL is the length of BSR in master die which is La+Lc+3*Ld plus the
number of external I/Os signals where we can ignore it compared to number of TSVs.

IEEE 1581 has few advantages compared to JTAG, such as: (1) have no extra
pins/TSVs, (2) eliminate the need for memory initialization for proper interconnect
testing, (3) faster execution time with small set of test vector, (4) suitable for com-
plex memories, i.e., SDRAM and DDRRAM, and (5) solve memory cluster problems,
i.e., shorter execution time. The main characteristics of Test Logic Based Interconnect
Testing can be summarized as follows:

• Test logic can be implemented in all memory types, including the complex ones
such as SDRAM, DDRRAM.

• For 3D-SICs with test logic implemented on the top die, the bottom die that forms
the interface to the board with I/Os is IEEE 1149.1 compliant.
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• Test time for static faults requires RL*dLog(N + 2)e clock cycles.

• Test logic is unable to detect dynamic faults and perform at-speed testing because
the logic die is Boundary Scan based.

• IEEE 1581 is designed to provide full detection and diagnosis of possible SAF,
open, and short faults.

• Test patterns are not flexible because the values of memory output lines are gen-
erated according to the logical implementation of test logic based on the values of
memory input lines.

• IEEE 1581 standard is based on SCITT methodology, and must be connected to
JTAG compliant device. It may form a base for future extensions.

5.3 Memory Based Interconnect Test (MBIT)- A Case
Study

The state-of-the-art in 3D interconnect testing have some drawbacks such as additional
pins/TSVs, and the extra hardware. In addition, they are unable to provide at-speed and
a full dynamic testing. DfT for CMOS logic can be defined and inserted with negligible
area cost. While DfT definition and insertion into DRAM memory is more difficult
due to some constraints, which makes interconnect testing more complicated. Further,
some memory manufacturers are reluctant to provide an access to their memory BIST
for intellectual property (IP) considerations. Therefore, Memory Based Interconnect
Testing (MBIT) was proposed to overcome the previous drawbacks. The new approach
was proposed and investigated throughout the thesis. It is based on performing read and
write operations to the memory. MBIT satisfies the general requirements for interconnect
testing, for example:

• The proposed methodology is memory type and interface independent; it performs
read and write operations to any possible memory.

• The 3D-SIC consist of a memory die stacked on top of logic (CPU) die. The bottom
logic die is JTAG compliant and has I/Os pins which is connected to the board.

• It provides a full controllability and observability of all the TSVs in the 3D-SIC
where the read and write memory operations generated by the CPU are based on
predetermined test patterns to detect faults on all the TSVs between the logic and
memory dies.

• The test patterns are cost-effective where memory read and writes operations are
optimized as much as possible to be executed in the shortest time.

• MBIT is the first methodology to run the test at application speed since it relies
on the ordinary operations of the memory.

• In addition to detecting static faults, dealing with the memory is able to detect
dynamic faults too.
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• The memory operations used for faults detection can be extended easily to provide
diagnosis capability.

• MBIT is very flexible; the detection of new possible faults requires specifying the
test patterns based on fault nature, and then convert such patterns into memory
operations.

• Memory Based Interconnect Testing does not demand adding new pins, TSVs, or
hardware. Therefore, it is fully compliant with other standards and their exten-
sions.

• The proposed methodology is developed for testing interconnects between dies, but
faulty dies can be detected easily.

Based on memory read and write requirements, the case study covered in this chapter
is written in assembler language. The configuration for MIPS64 assembler can handle
maximum of 64-bit data lines and 12-bit address lines. Most readers may not be familiar
with this, therefore a minimal subset of the MIPS64 assembler language is introduced
at this point. There are 32 registers (numbered $0-$31) and each can hold 64 bits.

• Temporary Registers - $t0-$t9 - Used to hold temporary values.

• Saved Registers - $s0-$s7 - Used to hold saved values.

• Zero Register - $0 or $zero - Always 0, even if written to.

Table 5.1: MIPS Instructions

Opcode Instruction Format Purpose

ADD Add Word ADD rd, rs, rt) To add 32-bit integers. If an overflow oc-
curs, then trap

ADDI Add Immediate Word ADDI rt, rs, immediate To add a constant to a 32-bit integer. If
overflow occurs, then trap

AND Bitwise and AND rd, rs, rt To do a bitwise logical AND

ANDI And Immediate ANDI rt, rs, immediate To do a bitwise logical AND with a con-
stant

BEQ Branch on Equal BEQ rs, rt, offset To compare GPRs then do a PC-relative
conditional branch

BNE Branch on Not Equal BNE rs, rt, offset To compare GPRs then do a PC-relative
conditional branch

LB Load Byte LB rt, offset(base) To load a byte from memory as a signed
value

LD Load Doubleword LD rt, offset(base) To load a doubleword from memory

SB Store Byte SB rt, offset(base) To store a byte to memory

SD Store Doubleword SD rt, offset(base) To store a doubleword to memory

Table 5.1 shows the instructions of interest to this thesis. We converted the test
patterns implemented previously in Chapter 4 for every fault into a MIPS code. Table 5.2
and Table 5.3 shows the number of memory operations and clock cycles for static faults
and dynamic faults respectively.
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Table 5.2: Number of memory operations and clock cycles (CC) required using MIPS64 assembler for
memory with 12-bit address line and 64-bit data line for each static fault

Fault Name # Memory
operations

# CC

SA0 at Data line 11 17

SA1 at Data line 4 10

SA0 at Address line 57 65

SA1 at Address line 48 56

Bridge between Address lines with Wired-AND behavior 57 65

Bridge between Address lines with Wired-OR behavior 48 56

Wired-OR bridge between Address and Data line, Flip Data line 4 10

Wired-AND bridge between Address and Data line, Flip Data line 11 17

Wired-OR bridge between Address and Data line, Flip Address line 11 17

Wired-AND bridge between Address and Data line, Flip Address line 12 18

Bridge between data lines (Wired-AND/OR) 63 81

Table 5.3: Number of memory operations and clock cycles (CC) required using MIPS64 assembler for
memory with 12-bit address line and 64-bit data line for each dynamic fault

Fault Name # Memory operations # CC

PDF at data lines 17 21
PDF at address lines 16 24

SOF at data lines 14 19
SOF at address lines 39*2=78 61*2=122

Crosstalk at data lines 41 49
Crosstalk at address lines 18*La=216 26*La=312

PDF with crosstalk at data lines 41 49
PDF with crosstalk at address lines 18*La=216 26*La=312

SOF with crosstalk at data lines 17*4=68 23*4=92
SOF with crosstalk at address lines 39*2=78 61*2=122

5.4 Comparison and discussion

During the previous sections, the general requirements for 3D-SIC interconnect test-
ing were explained. Then, these requirements were explained for the state-of-the-art
methodologies including Boundary Scan and logic Based. Our Memory Based proposed
methodology showed clear advantages and improvements over the state-of-the-art in var-
ious test requirements, such as:

• Able to detect interconnect faults for all memory types stacked on logic.

• MBIT assume the bottom logic die that has the I/Os pins is responsible for gen-
erating test patterns and analyzing its response.

• Able to test all TSVs in the stacking through the full controllability and observ-
ability.

• The fasted testing methodology because it executes at-speed an optimized memory
operations that detect both static and dynamic faults and these memory operations
can be modified to include new faults.
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• There is no need to add any pins or hardware to the memory. Also, new TSVs
between the dies is not needed which make it compatible with previous standards
such as JTAG.

• It is a modular solution that can test interconnects between stacked dies.

Table 5.4 summarizes the requirements for testing interconnects in memory-on-logic
for different methodologies where our proposed solution shows clear advancement.

Table 5.4: Comparison between Interconnect Testing methodologies

Test requirement Boundary Scan Based Logic Based Memory Based
Support various
types of memo-
ries

Some memories specially the
complex are not supported

Support all memory types in-
cluding the complex ones

Support all memory types
regardless of complexity
degree

3D-SIC I/Os lo-
cation

Bottom logic die which is JTAG
compliant

Bottom logic die which is JTAG
compliant

Bottom logic die which is
JTAG compliant

Degree of con-
trollability and
observability

Can control and observe every
TSV/interconnect

Not full controllability and ob-
servability because data line val-
ues depends on the values of ad-
dress lines and logic implementa-
tion

Can control and observe
every TSV/interconnect

Static faults test-
ing

Applicable Applicable Applicable

Degree of effec-
tiveness

Requires
2*(La+Lc+3*Ld)*Log(N+2)
test clock cycle for static faults

Requires
(La+Lc+3*Ld+1)*Log(N+2)
test clock cycle for static faults

Requires
2*Log(Ld+2)+2*Ld+8
memory operations for
static faults

Dynamic faults
testing

Not applicable Not applicable Applicable with
14*La+72 memory
operations

At-speed testing Not applicable and requires mod-
ifications

Not applicable and requires mod-
ifications

Applicable

Diagnosis capa-
bility

JTAG was designed to detect
static faults such as SAF, open
and short fault with good diag-
nosis capabilities

Provide full detection and diag-
nosis of possible SAF, open, and
short faults

Not applicable, can be
achieved easily

Flexible test pat-
terns

Unable to detect new faults or
may requires modifications

Unable to detect new faults or
may requires modifications

Able to detect new faults
by developing new test
patterns

Compatibility JTAG is a standard and base for
many extensions

Compatible with JTAG devices Logic die is JTAG compli-
ant and memory die has
no extra hardware

Modular testing Can test different dies separately Can test different dies and inter-
connect separately

Can test different dies and
interconnect separately

Extra area Requires 2*(La+Lc+3*Ld)
Boundary Scan Cells

Requires La+Lc+3*Ld Bound-
ary Scan Cells

Usually no area overhead,
but may need ROM for
storing patterns

5.5 Summary

This chapter discussed the experimental results of the proposed MBIT methodology with
a study case and provides a comparison with the state-of-the-art methodologies. The
main topics are:

• Explaining the general requirements for testing interconnects in memory-on-logic.
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• Describing the widely used state-of-the-art methodologies for interconnects testing
in 3D-SICs and to what degree each method support the general requirements for
testing interconnects in memory-on-logic.

• Introducing our new methodology based on memory read and write operations
and describing to what degree it supports the general requirements for testing
interconnects in memory-on-logic.

• Providing a comprehensive comparison between the state-of-the-art and our new
methodology, and highlighting the advantages of our methodology.
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Thesis Summary and Future
Work 6
This chapter presents the conclusion of this thesis. Section 6.1 provides a summary of
this thesis organized per chapter. Section 6.2 presents recommendation for future work.

6.1 Thesis Summary

In this thesis, a Memory Based Interconnect Testing (MBIT) approach has been pro-
posed targeting TSVs/interconnects on memory-on-logic stacked ICs. MBIT is based
on memory read and write operations without any area overhead, and is able to detect
both static and dynamic faults (at-speed testing).

In chapter 2, the concept of 3D-SICs was introduced. The definition, drivers, and
benefits of Three-Dimensional Stacked Integrated Circuits (3D-SICs) over 2D-ICs were
discussed in detail. The manufacturing process of 3D-SICs consists of three main steps:
(1) TSV manufacturing process, (2) wafer thinning, and (3) the bonding process. All of
them were covered. Then, different abstraction levels of 2D memories were described;
they include the behavioral, functional, and electrical model of both SRAM and DRAM.
Finally, these planar memories have been mapped to 3D-SICs using different partitioning
granularities such as: bank partitioning, and cell partitioning.

In chapter 3, failure mechanisms in both 2D and 3D ICs and their fault models were
discussed. It first explained the key terminology related to ICs quality and reliability such
as failure mechanisms, defects, faults, fault models, test patterns, testing, and failures.
Next, classification overview based on defect location was provided. Finally, fault models
were discussed that contain faults (abstraction of defects). The fault models primarily
focused on 3D-SIC interconnects.

In chapter 4, we introduced our Memory Based Interconnect Testing (MBIT) method-
ology to test interconnects in memory stacked on logic; By performing memory read and
write operations interconnects are tested indirectly through the memory. The read and
write instructions embed the detection of all faults both static and dynamic. To derive
this patterns, first we explained the general detection conditions for different interconnect
wires for static and dynamic interconnect faults. The applicable detection conditions for
specific interconnects in memory-on-logic were discussed next. In the last step, detec-
tion conditions were mapped into memory instructions. They test both address lines
and data lines. Control lines are assumed to be tested implicitly.

Chapter 5 discussed the experimental results of the proposed MBIT methodology
with a study case implemented in MIPS and compared the results with state-of-the-art.
The chapter explained general requirements for testing interconnects in memory-on-logic.
Then it described state-of-the-art methodologies for interconnects testing in 3D-SICs.
After that, it described our new MBIT methodology based on memory read and write
operations. All schemes are compared and tested against several requirements, such

89
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as ability to test faults, area overhead, etc. At the end, a comprehensive comparison
between the state-of-the-art and our new methodology are provided where advantages
and disadvantages of our methodology were highlighted.

6.2 Future Work

We recommend several topics for future work in different areas. They are:

• Testing for defects

– Interconnect testing under the assumption of multiple faults at a time, where
this assumption is more realistic. During the thesis we developed test patterns
for fault detection assuming there is a single fault at a time.

– The control lines were tested implicitly without special test patterns for them,
under the assumption that defected control lines will cause Non-operating
memory. The control lines can be tested explicitly by developing special test
patterns for them to have faster and more accurate testing.

• Testing for diagnosis

– During the thesis we tested for fault detection only. We can target fault
diagnosis in addition to fault detection where diagnosis locates the exact fail-
ure location in the chip to perform failure analysis to examine the physical
defect. Diagnosis is necessary to fix the process problem and improve the
yield. Moreover, the diagnosis should also distinguish between memories and
interconnect defects.

• Memory granularity

– Testing the interconnects considering multiple memory stacked on logic. In
this thesis, the focus was on a single die.

– Investigation of the testability of different memory granularities (stacked
banks, cell arrays stacked on logic etc).
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Table A.1: Test patterns for open line fault detection with (1) transition on neighbors, and (2)
both transitions for each group

T1,1 T1,2 T1,3 T1,4 T2,1 T2,2 T2,3 T2,4 T3,1 T3,2 T3,3 T3,4 T4,1 T4,2 T4,3 T4,4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 1 1 1 1 1 0 1 0 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 0 1 0 1 1 1 1 1 0 1 0 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

Auxiliary Test Patterns A
A.1 Multi line faults due to complete open and crosstalk

coupling
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Table A.2: Test patterns for open line fault detection with (1) transition on neighbors, and (2)
first transition for all groups then second transition

T1,1 T1,2 T1,3 T1,4 T2,1 T2,2 T2,3 T2,4 T3,1 T3,2 T3,3 T3,4 T4,1 T4,2 T4,3 T4,4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 1 1 1 1 1 0 1 0 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 0 1 0 1 1 1 1 1 0 1 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

Table A.3: Test patterns for open line fault detection with (1) transition on victim, and (2)
both transitions for each group

T1,1 T1,2 T1,3 T1,4 T2,1 T2,2 T2,3 T2,4 T3,1 T3,2 T3,3 T3,4 T4,1 T4,2 T4,3 T4,4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 0 1 1 1 1 1 0 1 0 1 1 1 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 0 1 0 1 1 1 1 1 0 1 0 1

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 0
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Table A.4: Test patterns for open line fault detection with (1) transition on victim, and (2) first
transition for all groups then second transition

T1,1 T1,2 T1,3 T1,4 T2,1 T2,2 T2,3 T2,4 T3,1 T3,2 T3,3 T3,4 T4,1 T4,2 T4,3 T4,4

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 1 0 0 0 0 0 1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 1 0 0 0 0 0 1 0 1 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 1 0 1 1 1 1 1 0 1 0 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 0 1 0 1 1 1 1 1 0 1 0 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 0 1 0 1 1 1 1 1 0 1 0 1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 0 1 0 1 1 1 1 1 0 1 0
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