Development of a finite rate chemistry
solver with tabulated dynamic adaptive
chemistry

>
a0
o
o
=
=
®
|_
G
o
2
(%]
s
(]
2
c
)
&
(5]
(@)

Delft
e t University of
Technology

Challenge the future






Development of a finite rate chemistry
solver with tabulated dynamic adaptive
chemistry

by

Anurag surapanen

to obtain the degree of Master of Science
at the Delft University of Technology,
to be defended publicly on 13/12/2019

Student number: 4717694
Project duration: January 1, 2019 — October 30, 2019
Thesis committee: Dr. Daniel Mira Martinez =~ CASE - Barcelona Supercomputing center, supervisor

Dr. A. G. Rao, Power and Propulsion - TU Delft supervisor
Dr. D. J. E. M. Roekaerts, Process and Energy - TU Delft
Dr. S. J. Steven Hulshoff, Aerodynamics - TU Delft

This thesis is confidential and cannot be made public until 13/12/2021.

An electronic version of this thesis is available at http://repository.tudelft.nl/.

]
TUDelft


http://repository.tudelft.nl/




Preface

The current study would not have been possible without the support an guidance of the following people.
| would like to thank Dr.Daniel Mira for being my supervisor and constantly supporting and guiding me
through every aspect of my thesis. | express my gratitude to Dr. Arvind Rao for being my supervisor
at Delft and initially exposing me to the field of combustion in the field of aerospace engineering. |
am in debt to Prof. Dirk Roekaerts and Dr. Nijso Beishuizen for teaching me the theory and practical
applications of numerical combustion. | would like to thank Ambrus Both for his critical inputs and help
with the daily logistics of the thesis. | am grateful to André Perpignan for his inputs on my thesis and
literature review. | appreciate all the effort and support | received from the CASE department at the
Barcelona Supercomputing Centre.

| would like to thank my friends and housemates who have supported me throughout my TU Delft
journey. | am grateful to the open-source community, and hope that the community keeps growing.
Finally | an forever in debt to my parents Srinivas and Manjula Rao for their constant support and love.

Anurag Surapaneni
Barcelona, October 2019






Abstract

Despite the onset of peta-scale computing, simulations of reacting flows with detailed chemistry is still
considered computationally expensive. Better understanding of the chemistry of various fuels has led to
increase in the complexity of the simulations in an effort to compute flows with real complex fuels. The
increase in complexity makes CFD simulations prohibitively expensive even for the next generation of
exa-scale computing. To have accurate reacting flow simulations with detailed chemistry at realisable
costs some sort of cost mitigation strategy is to be applied. Solution of the chemistry in reacting flows is
one of the most expensive steps of such simulations as it involves solving a system of highly non-linear
stiff equations. There have been various methods proposed to reduced this computational costs at
the expense of some assumptions. These methods can be broadly classified into two categories: (1)
methods based on tabulation which include ISAT and Flamelet methods, and (2) methods based on
adaptive chemistry. Former methods are developed to work on specific regimes of combustion and are
known to predict reacting flows accurately, but when used outside this regime they may fail.

The present project falls under the adaptive chemistry category and aims to develop a numerical
framework for the study of turbulent flames at various regimes using high-fidelity numerical simulations
with on-the-fly adaptive kinetics. The chemistry reduction process is based on the Path Flux Analysis
(PFA) enforcing Adaptive Chemistry (AC) based on local conditions.

PFA is a chemistry reduction method based on truncating reaction pathways. Key species are de-
fined, usually reactants, major products, and species of specific interests like pollutants. PFA classifies
reaction pathways between theses key species and eliminates pathways which fall below a specified
threshold. PFA algorithm is formulated in a way that multiple generations of intermediate species can
be tracked. In literature a universal threshold is specified, however, as the reaction pathways and their
weights depend on the local chemical state, a universal definition of the threshold would lead to differ-
ent levels of reduction and can lead to over-reduced/under-reduced regions. In this work the definition
of the threshold is modified to be dependent on the local thermodynamic state, this ensures a uniform
level of reduction.

Current state-of-the-art model of dynamic adaptive chemistry rely on an error estimator which de-
cides when and where in the computational domain the reduction algorithm to be applied. This error
estimator, usually a correlation function between specific chemical species is user specified and has a
great impact on the reduction. This makes it necessary for the user to have an a priori understanding
of problem and its chemistry. The methodology developed in this project eliminates the need for this
error estimator as the reduced chemistry is tabulated based on a set of controlling variables. These
controlling variables have global definitions and are identified for different regimes of combustion. The
expensive operation of chemistry reduction is tabulated, hence reducing the computational time needed
for chemistry reduction significantly.

State of the art reduction models and the proposed model are tested in: (1) laminar steady-state
cases: premixed free flame, counterflow diffusion, and partially premixed flames; and (2) transient
cases: auto-ignition, flame kernel propagation in stratified mixtures, flame vortex interaction, and a
reacting Taylor-Green vortex. The proposed model is found to predict solutions with the same accuracy
as the state of the art models in steady state cases and performs better in transient cases due to its
nature of chemistry reduction which makes it applicable to a variety of combustion problems without
any tuning. Computationally the proposed model was found to be between 5 to 20 % faster for specific
cases than the respective reference case with no chemistry reduction.
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Introduction

Combustion is a branch of science which affects every aspect of human life today and also played a
key role in physiological and sociological human evolution. Today combustion is used ubiquitously in
various applications like applied heating, transportation, power generation among numerous others.
Our dependence on combustion is absolute and human life can not be sustained without it. This de-
pendence however, comes with its own implications of excessive usage of fossil fuels as a source for
combustion leading to depletion of sources and emission of harmful gases. Despite the advancements
in the non-renewable energy sector which include sources of energy like hydel, nuclear, wind and solar
power major fraction of energy up to 85 % still comes from fossil fuels. The reliance on fossil fuels as a
source for combustion is likely to be present in the near future due to issues concerning convenience,
technological advancements and economics associated with use and development of non conventional
sources of energy. The transportation sector is one the largest consumers of the global energy demand
with about 25 % of the global fossil fuel usage and an increase of about 1.4 % an year [11]. Societies
are pushing towards decarbonising the transportation sector with replacement fuels that are cleaner
and greener than conventional fuels allowing for a carbon-neutral growth in the near term. Efforts are
being made to find alternative energy sources that can be used with the current engine technologies
and supply infrastructures. Fuels such as ethanol [14] or biodiesel [29] stand out as suitable options
and are currently being employed in internal combustion engines and gas turbines, but their widespread
use is limited by the the availability of required technology and infrastructure. On the other hand there
is a rapidly growing sector of electrically powered vehicles. These vehicles aim to reduce fossil fuel
consumption by using a combination of batteries and electric motors for propulsion rather than a tra-
ditional internal combustion engine. Conceptually this method would seem to work but majority of the
electricity is produced by burning fossil fuels. This would then mean that the process of burning the fuel
is being shifted from the vehicle to a power plant. An End of Life Cycle EOL analysis reveals that the
net production of carbon during manufacturing and usage of these vehicles till their end of life is higher
than convention vehicles using fossil fuels. This is due to a very high dependence on fossil fuels for
electricity generation and a lack of technology in the manufacturing process and economics concerning
supply and demand. A growth in the usage of renewable energy and further research into manufactur-
ing of the batteries and related components should makes these vehicle more efficient. Despite these
issues the electric vehicle industry is growing every year leading to better manufacturing process and
lower overall emissions.

The Aviation sector which makes up a 15 % of the total energy demand is committed to reducing
its carbon emissions by 50% from their 2005 level by 2050 [31]. To achieve this feasible choices in the
near future for alternative jet fuels must be considered as drop-in-fuel [31]. This means substitutes of
conventional jet fuels must be completely interchangeable and compatible with conventional jet fuels
without requiring engine or fuel system modifications. Aviation biofuels which are blends of low carbon
sustainable fuel with fossil jet fuel is one such alternative to Jet A. The use of aviation biofuel is reflected
in the International Energy Agency IEA’s Sustainable Development Scenario, aviation biofuel is antici-
pated to reach around 10% of total aviation fuel demand by 2030, and increase to 20% by 2040. The
number of flights using the blended biofuel is more that 150,000 since the first flight in 2008, supporting
IEA’s predictions.
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Figure 1.1: Volumetric V/s gravimetric energy density (adapted from [28])

The cluster of fuels which are currently being used in the aviation industry lie in the high volumetric
and gravimetric energy density region, this is due to restrictions in the volume of the fuel that can
be stored on board to be used in flight. Though sources like hydrogen have high gravimetric energy
densities their volumetric density is quite low and hence would either need to be pressurised or be stored
in larger volumes, this opens up new difficulties in considering hydrogen at a fuel. Predictions show
Figure 1.2 that liquid fossil fuels will continue to dominate the transportation sector as a the primary
energy source for the next 50 years or even longer [51]. The International Air Transport Association
predicts a 100 % growth in the aviation industry in the next 20 years [24]. This leads to a scenario where
there is an increase in energy supply for the transportation sector which reflects in its sustainability
,price, security and availability. Additionally worldwide concerns about the impact of current and future
transportation related greenhouse gas emissions and pollutants on public health and climate change
has made it necessary to come up with more efficient combustion systems.

Year

N
7z

2000 2020 2040 2060 2080 2100

KEROSENE

Aircraft Primary Energy Source

Figure 1.2: Trend showing primary fuel in the civil aviation industry (adapted from [16])

As is seen in Figure 1.2 until the turn of the next century blends of kerosene with ethanol (biofuels)
and hydrogen will act as the primary sources of energy for aviation before giving way to electrically
powered aircrafts. It is then important to have research in areas to improve existing aircrafts, one
such research area is the combustion process. There have been numerous studies done towards
improving existing combustion systems by designing more efficient combustion systems which would
also minimise the production of pollutants.

The aviation industry to comply with the pollution standards specified by ACARE and the Paris
agreement [1] which specified the reduction of greenhouse gas emissions is taking major strides to-
wards cleaner engines. Efforts are aimed towards increasing the Overall Pressure Ratio OPR in the
turbine, the OPR is the overall ratio of stagnation pressures as measured across the compressor of a
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gas turbine engine. The increase in the OPR improves the thermal efficiency of the system as more
work can be extracted from the flow [30]. However, the increase in OPR leads to increase in com-
bustion chamber temperatures which increase the production of N0y, specifically thermal NOy. The
simultaneous increase in efficiency and reduction in emissions is contradicting and, hence the design of
efficient combustion chambers needs to be a trade-off between the two. A lean combustor with a high
bypass ratio would fit the design requirements, as it would reduce the production of pollutants while
increasing the overall efficiency of the gas turbine. Lean combustion is associated with many com-
plex phenomena such as thermo-acoustic instabilities, lean blow-outs to name a few. Predicting these
complex behaviour in experimental set-ups is quite tricky and hazardous, hence numerical combustion
plays a pivotal role in prediction of such phenomenon and aid combustion system design.

1.1. Numerical combustion

Further understanding of the physics and chemistry of the combustion process is fundamental to
achieve improvements in fuel efficiency, reduce greenhouse gas emissions and pollutants and aid in a
smooth transition to alternative fuels. The interest in such fronts is evidenced by the IEA’s Technology
Collaboration Program on Emissions Reduction in Combustion [3], where fundamental and prospec-
tive research in combustion and fuels are carried out. The development of calculation models that are
capable of reproducing fundamental process is a central task to the program, which will allow the im-
provement of future powertrain designs. Especially in gas turbines where the design and development
of combustion experiments in realistic conditions is very challenging due to the high power and flow
conditions.

To predict the performance of novel combustion chambers with cleaner fuels further understanding
and more accurate characterisations of the fuels on practical applications is to be evaluated. Compared
to traditional design of combustion systems, based upon both experimental knowledge and simplified
often semi-empirical models, Computational Fluid Dynamics CFD tools have reached a point where
they can guide the design and development of more efficient and cleaner applications. This is espe-
cially critical in the case of complex combustion problems, which entails a list of complex simultaneous
processes that are very difficult to isolate and therefore to adequately quantify.

The process of combustion is extremely complex, occurs in multiple scales and is a combination
of different branches of science such as fluid dynamics and chemistry. Testing and design of combus-
tion systems is quite tricky and expensive as they usually function in extreme conditions such are high
temperature and/or high pressure. Accurate measurements at these critical conditions is difficult and
computational approaches can assist experimental data. This would mean that combustion system
can be tested and be designed by using computers to simulate their behaviour at various conditions
numerically. Accurate numerical description of complex chemistry phenomenon are among the most
taxing computer simulations. Chemistry of a fuel depends on numerous species and the highly non
linear reaction mechanisms they follow. As simplistic equilibrium assumptions or single step chem-
istry methods fail to capture complex chemical phenomena researcher’s pushed towards using more
detailed mechanisms. This led to the development of detailed chemical mechanisms for numerous
fuels. However, incorporating such large mechanisms into simulations is a challenge in itself. These
chemical mechanisms give rise to stiffness in the simulations which make their solution computationally
expensive. Methods have been developed and to reduce the computational cost with minimal sacrifice
in accuracy reference in section 2.

1.1.1. Need for large kinetics

Chemical reactions schemes are developed for certain conditions and when used outside their range
for applicabilities fail, this is demonstrated by an example of auto-ignition delay in N-Heptane. Auto-
ignition delays usually decrease with increase in mixture temperature, however for hydrocarbons with
high number of carbon atoms there exits a region where the ignition delay increases with increase in
mixture temperature. This is called the negative temperature coefficient NTC region and the reason for
this behaviour is explained in brief in section 5.1.1.To predict this behaviour chemical kinetics need to
account for low temperature chemistry and oxidation pathways [30]. This effect is shown in 1.3a, where
the differences between a mechanism with low temperature chemistry [35] and one without [27] are
compared. The number of species were 188 and 99 respectively, this shows that predicting complex
phenomena such as the NTC region require more detailed chemical reaction mechanisms.
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Prediction of pollutants also require detailed and specific reaction mechanisms, the production of
N Oy occurs through pathways based on temperature (Thermal NOy), Fenimore pathway (Prompt NOy)
and the NNH pathway among others. Soot is a very complex pollutant as it is produced and predicted
from precursor aromatic compounds which in-turn have complex formation mechanisms. This leads to
the need for very large chemical kinetics to predict pollutants to some degree of accuracy.

Detailed mechanisms for simpler fuels like methane or hydrogen with NOy mechanisms still are
quite extensive and are to be adapted before used in actual simulations. The problem gets amplified
for higher hydrocarbons where in the size of the mechanisms makes even 0 D simulations quite expen-
sive. Figure 1.3b show the development of detailed mechanisms for hydrocarbons since 1990. The
computational costs of dealing with such large mechanisms are discussed in 1.1.2

1.1.2. Computational Expenses

The cost of a fully resolved reacting flow simulation depends on multiple factors such as the number
of species characterising the reaction process, the temporal and spatial resolutions associated to the
problem or the numerical schemes and algorithms used for the resolution, or the inter-node communica-
tion, among others. In practice, the resolution of the problem can be decomposed in the computation of
scalar transport (advection and diffusion), the temporal derivatives, and the chemical source terms. The
following computational cost analysis is adapted from [36] and aims to derive a function which would
evaluate the computational costs based solely on the number of reactions and species. Apart from
the actual integration of the chemical source terms the next major expensive process is computing the
diffusion coefficients in the multi-component flow. Models like the Mixture Averaged Diffusion MAD and
the Multi Component Diffusion MST are essential when predicting flows dominated by diffusion. The
cost of the mixture-averaged as given by Lu et.al [36] scales quadratically with the number of species.
The Multi Component Diffusion model MST is more detailed and involves an implicit calculation and is
known to scale at least cubically with the number of species. As the chemical source terms are usually
non-linear and when an implicit integration is used a Jacobian matrix needs to be computed for the
Newton method. The cost of computing the Jacobian analytically is linear with the number of reactions
as its computed by differentiating each reaction’s rate with respect to its participating species. How-
ever, the cost of computing the Jacobian numerically scales quadratically with the number of species as
reaction rates are to be computed for each perturbed mass fractions of species. Jacobian factorisation
scales cubically with the number of species and can not be reduced as the Jacobian’s encountered in
chemically reacting flows are rarely sparse. Finally, the inter-node communication in case of a parallel
code scales linearly with the number species. All these expenses can be put as Equation 1.1:

C=Cy+aS+pS?+yS3. (1.1)

where S is the number of species, C is the overall cost of a simulation, C, is computational overhead
which is neglected,a, and y are constants which are dominated by chemical source integration, dif-
fusion and factorisation of the Jacobian respectively. For large mechanisms with a lot of grid points
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the simulations can dominate the power the current supercomputers. Lu et.al [36] recommend that for
fuels with simple chemistry such as hydrogen and methane an implicit solver with Mixtured Averaged
Diffusion (MAD) and an analytically computed Jacobian would be efficient. For larger mechanisms
however, the implicit solutions of the Jacobian might be quite expensive and explicit methods are to be
preferred. Diffusion in large mechanisms can also be simplified by assuming lewis number transport
by either having lewis numbers as a constant value for all species or by setting all lewis numbers to
unity (equal diffusivities for all species). Literature on reduction methods to accelerate simulations of
reacting flows with respect to reduction in detailed chemistry/diffusion, implicit and explicit solver with
stiffness removal techniques will be discussed in section 2

1.1.3. High Performance Computing (HPC)

The computational costs involved with numerical combustion were discussed in the previous section,
traditional computers cannot provide the computing resources necessary for computing reacting flows
with detailed chemistry. This is where High Performance Computing (HPC) systems come into play,
HPC is generally referred as the practice of aggregating computing power to deliver higher performance
than could not be achieved from a desktop machine or workstation to solve large computational prob-
lems [23]. High-fidelity numerical combustion codes require massively parallel multi-physics algorithms
to address multi-scale and multi-physics processes. This is addressed using HPC architectures and
scalable solvers that can run efficiently on advance heterogeneous supercomputing systems. The de-
velopments in the combustion community are hence closely linked to the development of HPC clusters,
Figure 1.4 shows that the size of DNS simulations follows Moore’s law. Moore’s law is derived from
an observation that the number of transistors on a dense circuit doubles every year, a similar trend is
observed in reacting flow simulation indicating their dependence.

1x10 12

1x10M |

1x1010 |

1x109 L

Degrees of freedom

1x108 |

1x107 |

1x10°8 : : : '
1995 2000 2005 2010 2015 2020

Year

Figure 1.4: DNS simulations with time (adapted from [10])

For the current project the HPC cluster system called MareNostrum 4 at the Barcelona Supercom-
puting Centre was used, the project completely relied on this system for computational resources.

1.1.4. Scope of the project
The scope of the project is to develop a reacting flow solver based on finite rate chemical kinetics with
on-the-fly chemistry reduction that can be applied to solve large scale LES and DNS problems.

The current project is done in collaboration with the CASE department of the Barcelona Supercom-
puting centre (BSC). BSC currently has 43 research groups with over 500 members working on inno-
vative projects in the field of computer science, life sciences, earth sciences and computer applications
in science and engineering. BSC’s aim to promote HPC services towards novel projects fits perfectly
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with the scope of the current project. The outcome of the current project would enable research on the
fundamentals of combustion for various existing and experimental burners. This evaluation would help
designers and engineers to design more efficient and effective combustion systems.

1.2. Thesis Layout

The following section outlines the structure of the thesis.

Motivation and scope of the study is discussed in section 1. Available literature on chemistry re-
duction model is discussed in section 2. The literature review is broken down in two sections where
in static and dynamic implementations of the reduction methods are presented. The study focuses
primarily on two groups of reduction which are based on truncation of reaction pathways and tabulation
methods. Based on the literature review and the motivation research objective for this study are pre-
sented. The report then discusses theory in section 3 behind reaction flow simulations which include
conservation equations respective modelling choices and chemical kinetics. The implementation of the
finite rate solver is then discussed in section 4, the multi-physics code Alya is presented in section 4.1
and the open source chemical kinetics solver Cantera’s structure and functionalities are discussed in
section 4.2. Then the coupling strategy between the transport solver (Alya) and the chemistry solver
(Cantera) is presented in section 4.2.1. Performance of static chemistry reduction in canonical flame
problems like premixed, counter flow diffusion flames for two fuels - Methane and N-heptane are dis-
cussed in section 5. The report then discusses the performance of Dynamic Adaptive Chemistry (DAC)
in steady state laminar premixed, counter flow diffusion and partially premixed problems. A stratified
flame and Flame Vortex Interaction (FVI) case provide insights on the performance of the reduction
methods for transient cases. Finally, a turbulent 3D Taylor Green Vortex (TGV) case is shown to eval-
uate the reduction strategies in turbulent flows. The report then discusses the HPC aspect of the study
discussing scalabilities and load imbalances before presenting data on the computational performance
of the reduction strategies. Lastly, relevant conclusions are drawn and scope for further studies are
formulated.



Literature review

The importance and implications of using detailed chemistry was discussed in section 1.1.1. To simu-
late reacting flows with detailed chemist at feasible computational costs it is necessary to adopt some
method of chemistry reduction. There are many such methods for chemistry reduction which are de-
tailed by Law et.al [37]. Though different the methods can be broadly classified as:

* Reaction path based methods

— Chemical path reduction
— Chemical path/states tabulation

» Chemical Lumping

» Timescale analysis

Chemical lumping is based on lumping species with similar chemical or physical properties to re-
duce the overall number of equations to be solved. Time-scale analysis is based on separating species
as fast and slow evolving species based on the classical Computational Singular Perturbation (CSP)
method applied to chemical kinetics [21] and treating them differently using a Quasi Steady State As-
sumption (QSSA). This method aims to reduce the stiffness of the equations that are solved. Both
these methods require knowledge of the chemistry of fuel and regime of combustion of the problem.
Moreover, dynamic implementations of these methods is not very straightforward and needs a lot of
user input. The objective for the chemistry reduction in the context of this project was to have a reduc-
tion method which is globally applicable to any fuel at any combustion regime with minimal user input.
After a literature survey was done on all the reduction methods the reaction pathway method was found
to be most apt to fit the purpose of the project, the following sections talk about the different methods
of reduction and their dynamic implementations.

2.1. Reaction path reduction methods

These methods are based on identifying important reaction paths in order to reduce chemistry. The
Direct Related Graph (DRG) methods was proposed by Lu & Law [34] which involved identifying
key/important species and constructing a relation matrix based on the reaction paths and the reac-
tion rates between them. The relation coefficient between species A and B in given by Equation 2.1:

Zizin | V4,063 |

Zizyn | Va0 |

2.1)

TaBp =

where i is the number of reaction in the mechanism, v, ; is the stoichiometric coefficient of species 4 in
reaction i, w; is the net rate of progress of reaction i and &z; = 1 or 0 if species A in involved in reaction
i or not respectively.

A threshold is set and species which fall below this value are eliminated from the mechanism. Lu
et.al [34] reduced a detailed mechanism for methane from 70 species to 33 species based on this

7
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method and evaluated its performance in laminar premixed and auto ignition problems. As pointed by
Lu et.al [34] the key parameter in this method is the specification of the cutoff threshold, as the relation
matrix changes with changes in mixture composition temperature and pressure a global threshold could
not be easily defined in all cases. The reduced mechanism could also lead to truncated reaction paths
which would lead to accumulation or depletion of species. To overcome such ambiguities in the DRG
method P.Pepiot et.al [40] proposed a modified implementation of the DRG method which accounted for
an Direct Related Graph Error Propagation (DRGEP). This method computes the error in the prediction
of a certain species of that is incurred by neglecting a reaction path. The coefficients are scaled to have
a bounded value between 0 and 1, this is done so that the coefficients become relative and an universal
threshold can be specified. The formulation of the relation matrix is given by Equation 2.2
Zizin | Va,iwi0p; |

Tap = max(Py,Cy) (2:2)

where

Py =% max(0,vy;w;), (2.3)
CA = Zizl'imax(o, —vA,iwi). (24)

An assumption is made that the longer the error has to propagate the smaller the effect it has and
this target specific reduction leads to greater and more efficient reduction of mechanisms. In the end
an integrity check is performed on the mechanism to make sure that there are no truncated pathways
or pathways which lead to accumulation of certain species. It was pointed out by Sun et.al [49] that
the DRG method which selects species based on absolute reaction rates makes the relation matrix
non-conservative. Sun also mentions that the DRGEP method included error propagation in multiple
generations, however It fails to include the reaction paths where the intermediate species occur in
parallel. Further on The DRGEP method fails to capture species with both fast and slow dynamics,
Sun gives and example of the catalytic effect NO, on ignition enhancement [49]. To mitigate these
issues a combination of of DRG and DRGEP with species sensitivity was proposed by Niemeyer et.al
[39], this however was computationally very expensive due to the addition of the species sensitivity
calculations. To address all these issues Sun et.al came up with a multi-generation Path Flux Analysis
(PFA) [49] including both consumption and production pathways. The formulation of the relation matrix
was altered to account for multiple generations of simultaneously produced/consumed intermediate
species for a second generation PFA the formulation is as follows.

_ ,.p—1st c—1st p—2nd c—2nd
Tap = Tup + gt + 1y + g " (2.5)

where rh; 15t pigist (P22 gnd rc-2nd gre the corresponding production and consumption paths from
species A to B for 1st and 2nd generation species respectively. second generation coefficients:

p—2nd

s = Zuean R, Riz, ), (2.6)
155%™ = Sy a8 (RS RiES). (2.7)
first generation coefficients:
P
p—1st — AB 238
TaB max(Py, Cy)’ (2.8)
C
c—1st _ AB 2 9
4B max(Py,Cy)’ (2.9)

The definition of P, and Py is the same as in the DRGEP formulation, however, the additional variables
P,g and C,p are defined as

Pyp = Z(i=1,nmax(0,vy,;w;6;p), (2.10)
Cap = Z(i=1,nmax(0, —v,,;w;6;p). (2.11)

where §;,) is an boolean operator to determine if species B exists in reaction i. The performance of
PFA was compared against the DRG method in autoignition problems for n-decane/air mixtures. It was
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found by Sun et.al that the reduced mechanisms generated by PFA were more effective in predicting
auto-ignition delays, it was also found that PFA could identify species in catalytic cycles. Although
Sun’s implementation of PFA only included one generation of intermediate species the algorithm of
PFA can be extended to more generations. The increase in computational cost as give in Sun is
(NumberofSpecies)fenerations  Ag seen by Sun the computational cost of PFA at higher number
of generations increases very rapidly hence it was found not be feasible include more than second
generation relations. This still meant that a method to quantify the relation between various species of
a mechanism is still a problem to be solved. The Global Pathway Selection (GPS) [17] algorithm aimed
to address this issue. The main assumption of the method are that if a significant portion of species
pass through a hub species then it needs to be kept in the mechanism irrespective of its influence on key
species. Secondly, species which are important to build the chemical pathway to produce or consume
these hub species must also be included. The GPS approach consists of constructing elemental flux
graphs for all the elements in the detailed mechanism. Then the so called hub species are selected
such that they transfer a significant amount of the elemental fluxes and finally global pathways between
products and reactants through each hub species are found based on the elemental fluxes graphs.
Gao’s implementation of this algorithm in [17] shows better performance at auto-ignition delay studies
for n-heptane and iso-octane than the methods mentioned earlier. Also as pointed out by Gao et.al the
GPS method also could be used to reduce mechanism based on mixtures of different fuels.

2.2. Reaction path/states tabulation methods

In the following sections literature on methods based on tabulating reaction pathways/chemical states
are presented.

2.2.1. In-Situ Adaptive Tabulation (ISAT)

ISAT approach as presented by Pope et.al [42] aims to reduced the number of degrees of freedom
of a problem by on-the-fly tabulation of chemistry. An accessed region is defined which contains a
set of all possible compositions which are most likely to occur in the problem. The problem in then
tabulated based on the low dimension accessed region which is used to represent the higher dimension
problem. The accessed region depends on local condition both chemical and flow conditions, hence
the tabulation is done on-the-fly rather than as an a priori process. The table is filled for a given
composition and stored for later use at similar compositions. The next step is the linear mapping step
which interpolates between a stored value ¢4, to a query point ¢qyery. The table stores ¢, R(¢) and

also the gradients a’;—gm. The approximation at a query point q is then determined by

R(¢%) ~ RY($7) = R(¢°) + SR (2.12)

where
SR'=6R+0(l15¢ 1?). (2.13)

An error threshold is defined which makes sure that the difference between actual and the linearised
mapping between a tabulated point and a query point is below the given threshold. If this criteria is
not fulfilled chemical sources are integrated rather than being interpolated and are stored. Areas in the
computational domain can be defined with different levels of thresholds to achieve higher accuracies
in regions of interest. A speed-up factor of 1000 was achieved when this method was tested with a
perfectly stirred reactor case for methane with 14 species. ISAT was found to be efficient in predict-
ing premixed flames and flame structures closer tabulated data, but in case of non-premixed flows
involving a large kinetic mechanism with a broad temperature region and large concentration gradients
populating and retrieving the data the binary table was computationally expensive.

2.2.2. Intrinsic Low Dimensional Manifold (ILDM)

The ILDM method proposed by Maas et.al [38] of accelerating solution of chemistry for reacting flows
is based on decoupling slow and fast dynamics based on an eigenvector analysis of a 0D Perfectly
Stirred Reactor (PSR) system. This method considers enthalpy, pressure and N number of species
as characteristic quantities which define the state of the system. The system is then defined by these
reduced number of variable, rest of the variables are mapped to these controlling variables. The justi-
fication for this reduction in the number of variables that define a system is based on the observation
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that in a closed adiabatic and isobaric system kinetic pathways in the phase space crossover. It would
then make sense to define a subspace and find the said intersections with other quantities based on
the subspace. As the effects of transport are neglected the solution of the actual solution of the chem-
ical kinetic manifold may be different for the one that is tabulated in the ILDM method. To overcome
this issue it was suggest by Oijen et.al [52] and Gicquel et.al [18] that the tabulation be done with 1D
premixed or diffusion flames. In these methods a set of controlling variables is defined as is done in
ILDM the most common choice of these controlling variables are the mixture fraction and the chemi-
cal progress variable. The mixture fraction (Z) defines the degree of mixing between the fuel and the
oxidiser and is expressed by the Bilger’s formula as:

B —Bo
Z . 214
Br — o 14
with
WiY; .
B = Z w z a —-2Li. (2.15)
: . W
i=1,Ng j=1,NS
Mixture fraction is passive scalar and when lewis number equals unity its transport is given by:
dpY;  Odpu;Y, 0 aY,

The second controlling variable is the chemical progress variable and this represents the progress of
the reaction. The definition of the progress variable should be such that it should be monotonically
increasing or decreasing through the flame. This is to make sure that a unique solution is found when
a look-up to the other quantities is made. It usually is defined as combination of mass fractions of
products with some specified weights. The transport of the progress variable follows the Advection-
Diffusion-Source equation:

dpY. dpu¥e @ [ o,
Ple | 2P%%c _ ( C>+a)c. (2.17)

at 6x] 6x] ax]

Additional controlling variables can be added to capture more complex phenomena such as includ-
ing total enthalpy as a controlling variable to capture heat loss etc. For given initial conditions a N-
dimensional table is constructed with the solution of 1D flames using detailed chemistry. For condition
beyond the flammability limits equilibrium computations can be performed and stored.

2.3. Dynamic Adaptive Chemistry (DAC)

Static a priori reduction methods such as the DRG [34], DRGEP [40] or the PFA [49] require some sort
of user input in the form of key species and extract reduced mechanism based on local thermo-chemical
conditions. This means that the transient evolution of the neglected species is not considered which
can lead large errors. Furthermore, even if some of the non-key species are not chemically reacting
themselves they could be important for some third body and pressure dependent reactions. Liang et.al
[32] found that exclusion of these third body species can effect prediction of N,, CO, and H,0 under
low temperature conditions. Liang et.al proposed a dynamic method of reduction to reduced the size
of the ODE'’s to be solved and also account for third body reactions under transient conditions. The
method of reduction used was the DRGEP method which splits the vector of species into key and non-
key species. ODE’s which are to be solved after reduction are formulated only on the basis of the key
species, however when the rate functions are computed all the species are considered avoiding the
need to include third body species into the reduced mechanism. Liang et.al also studied the effects of
the critical threshold on a n-heptane Homogeneous Charge Compression Ignition (HCCI) problem and
found that for chemistry in the pre-ignition stage its effect was more pronounced. Though Liang et.al
presented and evaluated the DAC method for reduction, there were still some unanswered questions
regarding the efficient implementation of the DAC method i.e, the frequency at which the reduction
needs to be performed. There were also questions relating to the effectiveness of the DAC method
to predict turbulence chemistry interaction and predict pollutants. In [57] Yang et.al addressed these
issues and came up with relations between reaction time-step and reduction time-step. Yang et.al
also checked the accuracy of the DAC method with DRG reduction to predict turbulence chemistry
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interaction and pollutants. The reaction time-step (At) depends on the flow and has a typical range of
1076 to 10~ 4 for turbulent flows. In previous HCCI simulations by Liang [32] the time window between
successive DRG reductions (At,.) has been taken equal to (At). This means that a reduced mechanism
is valid for one complete flow time-step and assumes that the chemistry of the flow does not changes
in the interval. This is a valid assumption for smaller flow time scales ( 10 —5) but for larger time scales
(10— 3) the chemistry of the flow might change during the interval, which would effect the performance
of the reduced mechanism. Two viable approaches were proposed by Yang et.al, the first approach
was to have a very low value for the threshold and have the same skeletal mechanism for the complete
flow time-step. The second approach was to have multiple reductions in one flow time-step with a very
high threshold. Performances of both these approaches for a Partially Stirred Reactor (PaSR) were
evaluated by Yang in [57]. Yang et.al found for large reaction time steps its computationally expensive
to preform multiple reductions within a flow time step rather than reducing the threshold. Yang et.al
quantified the errors in the prediction of NO, CO and temperature by the DAC method with a relatively
small threshold to be to be 6%, 0.3% and 0.04% respectively and this reduction provided a speed up
factor of 6 which is quite significant. The speed up factor as given by Yang et.al is inversely proportional
to the square of the reduction ratio, which is the fraction of the species retained after the reduction.

Based on Liang’s and Yang’s definition of the DAC methods various modification have been found in
literature which enhanced performance of the DAC method. One ambiguity in Yang’s implementation
of the DAC method was the definition of the threshold. This cut off threshold greatly varied among
different test cases and have a huge impact on the quality and efficiency of the reduction. A more
intuitive way to describe the cutoff threshold was defined in the Error Controlled Dynamic Adaptive
Chemistry (ECDAC) by Gou et.al [20]. Gou suggested to tabulate the threshold value with respect
to a reaction progress variable and an controlling error. The reaction progress variable would be a
parameter which would uniquely define the chemistry at a given condition. Gou et.al suggested that
for laminar flows a single definition of the reaction progress variable would be sufficient, typically mass
fraction of certain key species. However, for high Reynolds number turbulent flames turbulent mixing
might change the local mixture fraction and the reaction progress variable then needs to have multiple
definitions which have to be used simultaneously to define the chemistry. The controlling error on the
other hand is simply the maximum error in the mass fractions of key species or temperature between the
detailed and the reduced mechanism. This form of tabulation would mean that on the basis on initial
conditions, the value of the reaction progress variable and an user specified controlling error ( 1%)
a threshold value can be obtained form the pre-generated table. Another modification of the DAC
method is the Correlated Dynamic Adaptive Chemistry (CODAC) [48] is a combination of chemistry
agglomeration as discussed by Jangi [26] and the DAC method. The CODAC method uses similarities
in chemistry to draw correlations among cells in the computational domain with respect to both time
and space. If the cells are found to be correlated then the same reduced mechanism is used for all of
them. This method avoids the need for performing reduction at every time-step for each of the cells.
The total time taken for the integration of chemistry for a mechanism is given as

tine % NeNg. (2.18)

where N is the number of species in the mechanism, t is the number of time-steps and g is the number
of grid points. Time taken to perform DAC on the fly is given as:

tpac & NalgNN,. (2.19)

where N; and I; are the number of species and reactions in the detailed mechanism respectively. It
can be seen that for large mechanisms tp ¢ = t;,:- Hence performing the reduction on every time step
and at every cell would be quite expensive. The computational time by performing the reduction only
on the non correlated cells is give as

tco-pac X Nqlg(€:N¢)(€gNg). (2.20)

where €; and €, are a values less than one.

Sun et.al also identify the following parameters to determine correlation, they are the mass fractions
of the fuel, CH,0, HO2 and OH and the temperature. Sun defined the temporal correlation based on
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these parameters as

) ’ ’
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where Lis an user defined vector of tolerances. If max(A) < 1 the states are said to correlated in time.
A similar formulation is obtained for space as well. The CODAC method was found to be on average
two-orders faster than the DAC implementation for the various test cases which were solved by Sun.

Menon et.al [56] extended the idea of correlated chemistry to correlated transport. In simulations
transport properties are usually based either on one of the following models which include Mixtured Av-
eraged Diffusion (MAD) or the Multi Species Transport (MST) or the lewis number transport. The MST
method is the most expensive computationally as it involves an implicit solution a system of equations.
On the other hand MAD and lewis number transport are simple and only depend on algebraic rela-
tions. Bruno et.al [8] compared different models of transport through a DNS simulation and concluded
that MAD and MST predicted similar flow fields but the flow fields from lewis number transport were
significantly different. Therefore the model should be preferred as it much cheaper computationally.
Menon et.al mentions that even though the MAD model is faster computing it at every grid point and
time step is still expensive. Hence the concept of correlated transport was introduced, Menon et.al
point that diffusion coefficient also have space and time correlations which can be used identify cells
with similar transport. Menon et.al formulate a similar correlation function as described by Sun et.al in
[48] to determine correlation. Furthermore Menon suggest the use of the following parameters which
are know to effect transport the most. These parameters include the mass fraction of the fuel, N,, 0,,
Cco, C0,, H, and H2, along with temperature. Menon et.al found that by using the correlated transport
model calculation of the transported properties was 72 times faster as compared to the MAD model for
all the species.

All these methods however depended on defining some key species based on which the dynamic
reduction will be based. However, universal definitions of these key species can require some level of
understanding by the user regarding the test case and the chemistry involved. A DAC method based
on species time-scale and a Jacobian aided rate analysis proposed by Xie et.al [55] eliminates this
issue and reduces species based on the reactiveness. Species are categorised as active, coupled or
non-reacting through a timescale analysis and a Jacobian aided rate analysis. A species is said to be
active if the criteria stated below is satisfied:

dY;
dt

Y+ 6
2min<€(I|SII+IIMll), ‘At ) (2.22)

where € is an user specified threshold ,S and M are the magnitudes of the chemical production of
transport fluxes of species respectively. 8 is a very small number ~ 10712 is used in the term which
includes intermediate species even if its production rate is low. The formulation above neglects slow
reacting species as it categories them as non-reacting, however as Xie et.al points out that these slow
reacting species have notable effects on flame. To check for this a Jacobian analysis of the species is
performed based on the following formulation:

ds;  as;
ay; ~ alny;

Vi j (2.23)
where i,j are the indices of the active and the non-reacting species respectively. This equation de-
termines the effect of the non-reacting species on the complete system. A non-reacting species is
added to the pool of the active species if V,; = (Il S Il + |l M II). A reduced mechanism based
on the active species is made and to validate the mechanism the following criteria is tested for all the
species. Species which do not satisfy this condition are added to the list of active species to obtain a
final validate reduced mechanism.

|S; = Syeas| = €l S 11 + 11 M 1. (2.24)

where S,..4; is the chemical production/consumption of species i in the reduced mechanism.
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2.3.1. DAC with ISAT

Though the DAC method and other reduction methods such as the ISAT [42] reduce the computational
cost of simulating reacting flows efforts were being made to accelerate this further. Contino et.al[12]
came up with a method that combines DAC implementation with ISAT tabulation. The ISAT algorithm
proposed by [42] was meant to be used for isobaric high temperature cases. It was shown by Pope
et.al that the ISAT method accelerated (speed up factor 102%) the simulation considerably, however
for other operating conditions the storing and lookup from the binary table reduced the efficiency of the
tabulation(speed up factor 10). Contino implemented the ISAT algorithm such that an entry in the binary
table can be removed according to two key parameters: number of growths (N,,,4) and number of time
steps(N,,s)- To represent phenomenon like autoignition a very small threshold for ISAT is needed this
makes the storing and retrieval expensive, however in Contino’s implementation a point in the binary
table is deemed to be redundant after N,,,; time steps. This reduces the number of points present in the
table. In a typical ISAT tabulation query points move towards high temperature and pressure conditions
this leads to errors in lookup as the query points are still within the threshold of ISAT but are quite far
in phase space from the initial condition to which the query points were mapped to. To overcome this
the initial condition is redefined after a time interval of N,,, to account for the changes in the phase
during the combustion process. Coupling between DAC and ISAT is viewed as interaction among
successive layers. A query point W, received by ISAT is provided to the DAC algorithm which gives
out a reduced mechanism ¥; based on some key pre-defined key species. The reduced mechanism
is then integrated by an ODE solver to get the chemical rates Rj, and this is stored by ISAT in the binary
table mapped to the reaction rate of the complete mechanism R,. This would mean the ISAT would
need map query points to different reaction rates with varying number of active species. A set of new
variables are introduced which store the data related to the inactive species, this is done by having
identity matrices for the inactive species in the relation matrix used in the DAC reduction. It was found
that this implementation of DAC had a speed up factor of 300 universally irrespective of the type of
reacting flow begin solved.

A recent publication on the topic of dynamic tabulation of reduced schemes by An et.al [5] was
presented in the August - 2019 edition of Combustion and Flame. The method follows a similar ide-
ology to the one proposed in this study however, the implementation and extent of testing the model
differ significantly. An et.al [5] proposed to tabulate schemes on error functions which were essentially
changes in mass fractions of the oxidiser, fuel, 0,, OH, CH,0 and HO, and temperature of the mix-
ture. Thresholds are set for each of the predefined error functions and tabulation is done if any of the
error functions would be over the threshold. Thresholds were set at 5% and 15% in mass fractions
and 10K and 100K in temperature to investigate the effect of the threshold. The methods was tested
on two turbulent case, a 3D Sandia D flame and a 2D supersonic DLR jet to [5], it was reported that
both the thresholds were able to predict flames accurately including the flame structure and the lift off
length. The issue with this tabulation strategy would be that a table of size n'°%/¢ would be needed
where n is the number of error functions and e is the threshold in %. The size of the table could lead to
issues with cpu memory, furthermore the requirement for a table that big is not necessary as reduced
mechanism obtained by PFA for all possible thermodynamic states could be represented in a smaller
table. [5] tested their model on complex turbulence flows solved with a 3D Unsteady RANS and a 2D
LES solver, this could mean the errors in the reduction methods could be influenced by the turbulence
models. This leaves a gap to determine the effect of reductions in the absence of turbulent models
on flames which represent fundamental physics involved in various regimes of combustion. This gap
would be the main focus of the current study.

Other methods of reducing computational costs are which are not based on chemical reductions
are mentioned below, the play into the actual numerical solution of the reacting flows.

2.4. Jacobian calculation and stiffness removal

A Jacobian matrix needs to be computed for a solving an system of algebraic equations for an steady
case and for integration of chemical source terms in unsteady problems. Lu et.al [37] mention two
different strategies to optimise the computation of the Jacobian and remove some of the stiffness in the
system of equations.
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2.4.1. Analytic Jacobian with implicit solvers

Algebraic equations which arise with each implicit integration are non-linear in nature. Hence a Ja-
cobian matrix is to be computed at every grid point to solve the set of non-linear Algebraic equations
using the Newton-Raphson method. There are semi-implicit methods which treat only integration of
chemistry to be implicitly, all the other terms are explicitly solved. These semi-implicit schemes use the
Strang splitting algorithm (discussed below in detail Sec4.3) to separate the chemistry from transport
and other terms. Jacobian’s could be computed either numerically or analytically as mentioned earlier
the numerical solution of is more expensive than the analytical solution. The following equation give
the Jacobian of species i:

_d9 =Q-TQ= Z dw’ de 2.25
]_d B Vitde dy' (2.25)

where g is the chemical production rate, c is the concentration, y is the mole fraction, v; is the stoichio-
metric coefficient of species i in reaction j. The cost of the derivative with respect to temperature is
negligible and is not mention here. The definition of matrix Q is such that it is it" value in the matrix is
determined by the number of species participating in reaction i. Since this number is quite small and
not all species take part in every reaction most (one species on an average takes part in five reactions)
of its elements are zero and hence can be treated as a sparse matrix. It was also pointed out by Lu
et.al that if T is evaluated in species mole concentration space it becomes an identity matrix and is
much cheaper to factorise. For simulations in the mass fractions space T is not sparse and it is quite
expensive to factorise it. In such cases explicit methods with stiffness reduction should be used.

2.4.2. Explicit Solvers

Explicit solvers usually need to take smaller time-steps due to stiffness in the system of equations that it
solves. Numerical round-off error restricts the maximum number of time-steps that can be taken, which
limits the accurate prediction of certain species with very high time-scales. A way to avoid this would
be to reduced stiffness in the system by identifying fast species and eliminating them from transport
equations.

2.5. Cost minimisation in computations

The following set of optimisations are based on the just the implementation of the methods discussed
before. These methods have no physical significance as they are aimed at reducing cost with no or
minimal loss in accuracy. These methods optimise computational strategies for example exponential
and logarithmic functions are converted to multiplication/division as these operations are much cheaper.
Lu et.al presents the following examples which aim to minimise computational overheads.

Rate Evaluation
Chemical rates are evaluated using the Arrhenius rate expression shown below:

E
Ky = AT%exp <_ﬁ) . (2.26)
where A is the collision factor, E is the activation energy, T is the temperature, « is the temperature
exponent (can be integer or a float value),R? is the universal gas constant. This function needs to be
evaluated for all species for every time step which can be expensive due evaluation of an exponent.
For most reactions the activation energy is 0 and the value of « is usually equal to either 1 or 0. This
function can then be modified as follows based on the values of E and «:

A, ifa=0E=0
exp(log(4) + alogT), ifa#0E=0
K. = exp(logA + alogT — E/RT), if « #0 E #0 (2.27)
f exp(logA — E/RT), if « =0 E #0 ’

a

AT.T if E=0 and « is an integer
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This formulation reduces the number of times the logarithmic function is called. Values of logA and
E /RT can be stored as these are fixed values. A similar treatment can be done to obtain reaction rates
of a backward reaction.

Caching
As mentioned earlier the most expensive part in evaluating species production rate is the computing the
Arrhenius equation. Since the Arrhenius equation only depends on temperature a buffer of solutions for
a given temperature can be maintained. These solutions can then be retrieved if solution for a similar
temperature exists avoiding re-computation. Similar idea can be applied to cache pressure-dependent
coefficients.

These are just few examples given by Lu et.al [36] to minimise computational overheads, however
these techniques can be extended further. This type of optimisation has not been studied extensively
in literature hence its impact needs to verified.

2.6. Research objective

The thesis focuses on the implementation of finite rate solver with detailed chemistry. The solver is
then extended to include robust dynamic adaptive chemistry reduction techniques. This would facilitate
design and evaluation of novel combustion systems at realisable computational costs.

Reduction methods based on truncating chemical pathways are robust and can be applied to all
regimes of combustion with certain modifications to the algorithm. Tabulation strategies are very effi-
cient at prediction of flames in a given regime, however when applied outside this specific regime they
produce large errors. There is scope for a method which would combine the efficiency of the tabulation
methods with the robustness of the truncation methods. The current study aims to fill this literature gap.
The project proposes a new tabulated method of chemistry reduction and evaluates its performance
and accuracy in various canonical combustion problems. The aim of the project can be laid out as:

kinetics using dynamic adaptive chemistry

To develop, implement and validate a high-fidelity reacting flow solver based on finite rate

To achieve the aim the following are the research questions are to be addressed.

1. Identification of a reduction model which requires minimum user input.

(a) What method of chemistry reduction should be chosen DRGEP or PFA?
(b) Define procedures to make the reduction model globally applicable and work with minimal
user input.

2. Can the computational cost and the impact of the ad-hoc tuning for the CODAC method be re-
duced?
(a) Propose a new tabulation strategy for reduction.
(b) What are the controlling variables and the distribution of the table?
(c) How does the proposed model of tabulation compare to state-of-the-art reduction models?
(d) What is the reduction in computational cost of using the TDAC method?






Theory

The following section presents theory behind reacting flow simulations, this includes description of
chemical kinetics, conservation equations and modelling choices. Solution of reacting flow simula-
tions involves solving of the highly coupled Navier-Stokes equations and the chemistry using the finite
rate methodology. The theory is split into two sections which describe governing equations related to
chemical kinetics and Navier-Stokes equations respectively.

3.1. Chemical Kinetics

Chemical kinetics are specified by reaction mechanisms, consider a reaction mechanism contains N
species reacting through M reactions. The reactions of species can be represented as:

N N
Zv,’(jxk‘fZV,’c’j)(k, forj=1,M. (3.1)

k=1 k=1
Here y, is the chemical symbol for species k, vk and vy, ; are the stichiometeric coefficient of species
k in reaction j. For mass conservation to be satlsfled

N N

Zv,’c’jl/l/}( = ZV’,‘jWk' forj=1,M. (3.2)

k=1 k=1

Where W, is the molecular weight of species k. Net production/consumption w;, of species k is given
by the sum of rates wy ; for all reactions.

w
d)k=WkZijQj Z(J)k], with o) =Q (33)

= Wi vy j

The rate of progress Q of reaction j is given as

N N
Qj = Kyj H[XR]V"”' —Kj H[Xk]v”""- (34)
k=1 K=1

Ks; and K, ; are the forward and the reverse rates of reaction j and [X;] = pY, /Wy is the molar
concentration of species k. Rate constants K; and K, ; are expressed by the Arrhenius law as:

E. .
Ksj = Aijﬁi exp (—RL;{) (3.5)

Here Ay is the pre-exponential constant, g; is the temperature exponent, E,; is the activation energy
and R is the universal gas constant. All molecular collisions do not result in reactions, a threshold for

17
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the level of kinetic energy is necessary. The exponent term in Equation 3.5 accounts for this factor and
determines the fraction of all collisions that satisfy the minimum kinetic energy requirement. Constants
A and E, are determined through statistical measurements from experimental data. The description
of these constants is provided in the chemical mechanism and influence the chemistry of the problem.
Hence it is important to understand the validity and applicability of a chemical mechanism before it is
used.

The reverse rate of reaction K, ; is computed from the forward rate of reaction K; as:

Kr:
K, = fi . (3.6)

N
g \2k=1Vij As)  AHD
(&) exp(—L - —L
RT R RT

Here p, is the atmospheric pressure, AS}’ and AH]‘-’ are the changes in entropy and enthalpy when
the change from reactants to products is made respectively, in reaction j.

Reaction mechanisms formulated based on experimental data and aim to predict Q; for specific
thermodynamic states. Some of the reactions are well known and their respective rate of progress are
universally accepted, however for other reactions one can obtain different rates of progress for the same
reaction using different mechanisms. This means that reaction mechanisms must be chosen carefully
to predict the chemistry accurately, for example lack of low temperature reactions for a N-heptane
mechanism would fail to predict the negative temperature coefficient NTC region (further explained in
section 5.1.1). Very small timescale and the stiffness associated with the computation Q; is one of main
challenges in numerical combustion. To accurately resolve Q; meshes which are orders of magnitudes
finer than the non-reacting flow cases are needed. Furthermore, E; which is the activation energy of
the reactions and determines when the reaction would become spontaneous, is exponential. Small
deviations in its value could lead to massive changes in the activation energy. Thus requiring more
number of computation points in the domain to accurately resolve such auto-ignition conditions. The
combined effect of the stiffness, small length scales, the exponential dependence of the chemistry and
the large number of species to be tracked are the responsible for the major expenses in a reacting flow
simulation. In the following study Cantera [19] is used to solve the chemistry, more information on the
structure and coupling of Cantera is given in section 4.

3.2. Conservation Equations

The following are the conservation equations solved in the context of finite rate kinetics solver. This

study is focused on direct numerical simulations of fundamental combustion problems hence no sim-

plification or modelling is applied to the following equations. This is done so that the pure impact of the

different reduction strategies can be tested on without any influence from the computational modelling.
Mass

dp Odpuy,;
— = . .7
dat 0x; 0 (3.7)
Momemtum
dpu; dpuu; _ dap 0t (3.8)
at axi axj 6xi )
——

~—— N~———— ~—————
Temporal convective pressure Viscous

The mass Equation 3.7 and the momentum equation Equation 3.8 are coupled through velocity and
the pressure term only appears as a source term in the momentum equation. For compressible flows
density is computed in the mass conservation equation which can be used to compute the pressure
(P), in incompressible flows however, the density variations are not coupled with the pressure. This
leads to system where the evolution of pressure is not known and the unknowns (p, P, V(x,y,z)) exceed
the number of equations.

The fraction step method is used to solve the velocity-pressure coupling. First the velocity is ap-
proximated using only the temporal, convective and viscous terms in Equation 3.8 yielding u*. Then
the pressure is solved using Equation 3.9 which takes into account continuity. Finally the full time-step
is computed using the known pressure.

0 (a_p) 1 o (3.9)

Pressure
ax; \dx; ) ~ dt ax;
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Species
0pY,  d(pwYy)  0pVii¥Ve | .
= — + Wi+
Jat axi Oxi

(3.10)

Enthalpy
dph  d(pu;h d aq;
opn (puih) =_p_ﬂ_ (3.11)
ot 6xl- dt axi
Molecular diffusion of the species is given by the extension of Fick’s diffusion law to multiple species.
The diffusivity D is a property of the species which changes with the thermodynamic state. The flux of

the species is defined as

oY,
Vi, ik = =Dy —.

4

Further simplification of the the diffusion D can be done by assuming unity Lewis numbers for all
species which makes the diffusion coefficient of species k D, = 1/pC,. Enthalpy flux g; in Equation 3.11
is given by

T~
Q= Ao~ +p > WVl (3.12)
Oxi !
k=1
where the first part of Equation 3.12 is the Fourier law and the second part represents the diffusion
of chemical enthalpy as a consequence of diffusion in species. The conservation equations are closed
by the ideal gas equation.

PW
Here p is the density, P is the pressure, W is the molecular weight, R is the universal gas con-
stant and T is the temperature. Temperature is calculated by inverting Equation 3.14 using a Newton-
Raphson solver to obtain the temperature from the total enthalpy.

5 a,
h= Z Snn g g (3.14)
n=1 n

Note: No additional steps like applying an averaging filter to obtain equations in the context of
Reynold’s Averaged Navier-Stokes (RANS) or Large Eddy Simulation (LES) are shown as all test cases
presented in this study correspond to Direct Numerical Simulation (DNS) simulations.

3.2.1. Low-Mach Solver

Coupled Navier-Stokes equations mentioned in the previous section are solved with a low-Mach for-
mulation, this makes it possible to solve variable density reacting flow simulations without the need
for a relatively expensive fully compressible solver. Low-Mach flows are characterised by moderate
Reynolds number, low Mach number and large density gradients, and thus fits in the description of
reacting flow simulations. Since the Mach number of the flow is low there is an acoustic equilibrium,
hence acoustic waves can be neglected by decomposing the pressure into a homogeneous thermody-
namic pressure and a hydrodynamic pressure and decoupling density changes with the hydrodynamic
pressure. This is done by computing the density solely based on the homogeneous thermodynamic
pressure using the ideal gas law. The Poisson equation 3.9 is modified by accounting for changes in
density by adding a time derivate of density as a source term in the Poisson equation. Equation 3.9

changes to Equation 3.15
d (dp\ 1 [ou  dp
Tm(@?)‘&(axi +E>- (3.15)

ap . .
where 6—’: is approximated as:

a_p _ pn _pn—l

3 T (3.16)
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Spatial Discretisation

The governing equations are solved with finite element discretisation with a fractional step method to
include the low-Mach solver. The non-linear convective term in discretised with the EMAC [9] formula-
tion, which conserves linear and angular momentum and kinetic energy.

Temporal Marching
Equations are solved explicitly using a third order Runge-Kutta scheme where one time-step is eval-
uated in 3 sub-steps. A non-incremental fractional step method is used which solves the pressure to
maintain the pressure-velocity decoupling. The fractional step solves the momentum and the Poisson
equation at every sub-step of the Runge-Kutta. The solution of the Poisson equation is quite expensive,
to reduce the computational cost a approximation for the pressure based on the previous time-steps is
used. The Poisson equation is only solved at the end of the last sub-step of the Runge-Kutta. More in-
formation on the coefficients for the Runge-Kutta scheme, implementation of the fractional step method,
the low Mach solver and the approximation for the pressure equation can be found in [7]. The order in
which the equations are solved is shown in algorithm 1.

t =ty

while ¢t < t; do
Compute 6t (from CFL number using an eigen value based time step estimator [50]);
t =t+4t;
Initialise Scalars;
{=2;
Ykl — Ykn—l;
while £ < s do
Evaluate Y, using (3.10) ;
{=¢+1;
end
Combine RHS of sub-steps to get the time-step;
Initialise Enthalpy;
£ =2
hl = hn—l;
while £ < s do
Evaluate h using (3.11) ;
L=4+1;
end
Combine RHS of sub-steps to get the time-step;
£ =2,
ul — un—l :
while £ < s do
Solve for Velocity u* ;
Evaluate Pressure solving (3.15) or approximate Pressure (extrapolation);
Solve for Velocity using (3.8) ;
end
Combine RHS of sub-steps to get the time-step;
Evaluate Pressure solving (3.15) ;
Solve for Velocity using (3.8) ;
Evaluate material properties;
end

Algorithm 1: Low Mach algorithm
Here t and t; are the current and the final time, s is the number of sub-steps, [ is an index for
sub-step in the explicit Runge-Kutta scheme, Yy, h and u are the unknowns of the problem, namely
mass fraction of the species, total enthalpy and velocity .



Implementation

The following section details information on Alya and Cantera, the codes on which the current study
was performed. The structure of the codes are presented, before moving on to the motivation and the
actual implementation of the coupling strategy between them.

4.1. Alya

Alya is a parallel multi-physics software package developed at the Barcelona Supercomputing Cen-
tre. Alya is based on the finite element discretisation method to run Computational Fluid Dynamics
(CFD) among a multitude of other applications. Alya is highly optimised and is independently tested
and benchmarked on most European supercomputing platforms. Alya is a highly parallelized code and
is designed to run on leading edge HPC systems, parallel performance of Alya on multi-physics appli-
cations can be found in [53]. Alya’s parallelisation utilises both the MPI and OpenMP implementations
and takes the advantage of distributed and the shared memory paradigms. Acceleration through GPUs
is also exploited at the basic iterative solver level to further enhance the performance of the code. Load
balancing techniques are implemented to better utilise the computational resources at the node level.
Alya is one among the twelve simulation codes of the Unified European Applications Benchmark Suite
and thus complies with the highest standards in HPC.

The structure of Alya is based on a modular approach wherein new models that are developed are
integrated in the main code as modules. The current project which aims to develop and implement a
finite rate kinetics solver will be tested on stand alone problems before integrating into Alya. This kind
of modularity makes its easy to debug problems as validation is done at every stage of development.
A typical finite rate solver would require the following sub-modules:

1. Chemical mechanism, thermodynamic and transport database reader.

2. Computation of reaction rates using the Arrhenius rate law.

3. A stiff ODE integrator to obtain the integrated chemical sources in a given interval.
4. Advection, diffusion and source transport equation solver.

Step 1,2,3 are tedious and require careful implementation as slight errors in code development
would lead to unphysical solutions. These steps are then performed using the open source chemical
kinetics solver Cantera.

The computational domain is represented as a series of independent homogeneous constant pres-
sure ideal gas reactors, the thermodynamic state of these reactors is set every time-step. A time
interval dt is specified and new mass fractions of the species are obtained after the chemical source
integration. Cantera also provides the temperature of the mixture after integration, however this would
mean that the total enthalpy would always remain constant as constant pressure reactors are used.
To account for isothermal walls or a heat fluxes through the walls the enthalpy is obtained from the
transported total enthalpy equation. This enthalpy along with the NASA polynomials and the specific
heat of the mixture is used to compute the temperature using a Newton iterator. The initial guess for
the Newton iterator is taken as the temperature obtained from the previous time-step.

21
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4.2. Cantera

"Cantera is an open-source suite of tools for problems involving chemical kinetics, thermodynamics,
and transport processes.”

Cantera [19] is an open source chemical kinetics solver, which is used by numerous reacting flow
solvers to compute chemistry. Cantera has python/cython, C++ and fortran interfaces. Cantera takes
advantage of object oriented programming concepts for robust yet flexible phase models. This makes
it easy for algorithms to be general so that developers can work on new models without affecting the
main code.

Structure of Cantera is shown in Figure 4.1, the structure of Cantera is divided into two levels. The
upper level is considered as a bookkeeping level which includes libraries for reading of chemical mech-
anisms, thermal and transport databases, and logistics of the program dealing with parsing or writing
files. This layer of functionality is available in python, Fortran 77/90, Matlab and C++ api’s. The second
layer includes the numerics needed for source term integration and other related operations. The C++
interfaces use a Sundials library written in C to handle the numerics. The python and Matlab interfaces
also use the Sundials library but other numerics packages like Scipy and inbuilt Matlab libraries could
also be used. The numerics layer for C++, python and Matlab interfaces work right out-of-the-box,
as the Sundials libraries are complied together with the complication of Cantera. The Fortran module
however, has limited number of intrinsic functions and external numeric libraries should be complied
and linked to Cantera. This makes the Fortran interface limited in its usage.

User Program

Cantera
. Structure
Fortran
C++ Python Matlab 90/70
Interfaces

Reading Mechanism, Thermodynamic and Transport
properties, equation of state, mixing properties

Numerics
Ct++ Python Matlab | 'orran
" 90/70
ngng’ CVODE, Numerics
CVODE Other Matlab package
integrators Integrators | not present

_______________________________________________________________________________________

Figure 4.1: Cantera’s structure
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4.2.1. Coupling with Alya

The multi-physics code Alya is written in Fortran 90 and is to be compiled together with Cantera to
compute chemistry. The bookkeeping functions layer of Cantera (available in the Fortran interface) is
used as an intrinsic function in Alya. For the numerics layer there could be two major strategies, firstly,
an external fortran numerics library can be used or, secondly a C++ wrapper could be used to port
Cantera’s C++ functions to Fortran 90. The second approach is used in this project as it reduces de-
pendency on external libraries and gives more control to the user. Furthermore, no additional validation
is needed as the Sundials package is validated extensively.

The C++ wrapper contains Cantera functionalities as external functions, the wrapper is then com-
plied with the same complier as Alya. The object that is obtained after the compilation of the wrapper
is linked with the executables of Alya. This makes it possible to port C++ functionalities to Fortran
programs. For the wrapper to work as expected it is of critical importance that all the involved entities
(Alya, Cantera and the wrapper) must be complied with the same complier using the same compilation
flags. Any inconsistency in this may not result a fatal error but the functionality of the wrapper would
be effected. The following Figure 4.2 shows the compilation strategy used for the wrapper.

Note: Cantera has its own format of chemical mechanism (*.cti), it can however read (*.xml) files
as well. When using mechanisms of format *.cti in either the C++ or the Fortran 90 interface of Cantera
python flags must be used. To avoid this mechanisms can be converted into *.xml format with the
included xml writer in the standard distribution of Cantera.

Alya
Sources
Cantera Intel . Alya
Sources Compiler Objects Executable
Wrapper

Figure 4.2: C++ Wrapper strategy

As mentioned earlier Cantera is an object based program and thus represents all its functions as
objects. An object is initialised when a mechanism is read, subsequently the thermodynamic state is
set by specifying temperature, pressure and mass fractions of the species. This object is then used to
create a ideal constant pressure reactor object, which integrates the chemical source term for a given
time interval. The creation of these objects is computationally expensive especially for large number
of reactors. To overcome this empty pointer objects are created and operated on to avoiding the need
for creating new objects for every operation. Additionally to take advantage of the massively parallel
capabilities of Alya the entire process is vectorised, this includes the definition of a vector of empty
objects which are operated on simultaneously. The size of the vector is controlled to prevent issues
concerning lack of memory due to the pure implicit solver used by Cantera, the solution strategy dis-
cussed in section 4.2.2. Currently there are attempts being made to port the wrapper and the chemical
source integration to GPU’s which would accelerate the process exponentially.

4.2.2. Perfectly Stirred Reactor (PSR)

A PSR represents a simplified 0D reaction system where the thermodynamic state and all state vari-
ables are homogeneously distributed. Even though, the reactor is in a transient state as changes
in the state are possible due to chemical reactions, the reactor is assumed to be in thermodynamic
equilibrium at any given time instance. There are many ways in which a reactor can interact with its
surroundings like mass, heat transfer, compression/expansion and effects of walls on the reactor. For
the current implementation of simulating chemistry in a reacting flow an ideal gas constant pressure
reactor is used, this means that the pressure inside the reactor is kept constant by varying the volume
of the reactor which is computed from the ideal gas equation. This is done to make sure that the total
enthalpy of the reactor stays constant. It is to be noted that the effect of thermal expansion due to the
chemical reactions is computed as the time derivative of density dp/dt, this term is added as a source
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Execution
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Figure 4.3: Alya-Cantera coupling

to the poisson pressure equation. The following are the governing equations for the PSR.

‘11—’? =me = it (4.1)

out

Mass conservation:

Species conservation:
dYy . .
mE = Z min(Yk,in - Yk) + mk,gen- (42)
in

Where 1y g = pwy. As mentioned earlier Cantera uses a multi/single step BDF method with
Newton iterations, the procedure is briefly explained here:

CVODE is a numerical solver written in C for initial value problem in ordinary differential equation
(ODE) systems. The example below is specific to the chemical kinetics problem solved by Cantera.
Chemical source of species k at a given time t, is given by:

ay,

T awp = f(T,P,Y) With yi(to) = Yko- (4.3)

A general form of a multi/single step BDF method is:

K K3
Z An,iYien—i + hy Z Bn,iwk,n—i =0. (4.4)
i=0 i=0

Here K, varies between 1 and 5 depending on the state of the equation and the desired accuracy
and K, = 0. The non-linear system in now represented as:

G(Yk,n) = Yk,n - hnﬂn,of(tn' Yk,n) — an, where anp = Z(an,iyk,n—i + hnﬁn' i(‘)k,n—i)- (4-5)
i>0
Equation 4.5 is solved using a Newton iteration:

M(Yk,n+1 - Yk,n) = _G(Yk,n)- (4.6)
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where
M=1-y], ]=dw/dY, and y = h,;fn,. (4.7)

The Jacobian ] is computed by a direct dense method. This step is quite memory intensive as a
matrix of (NXN) with real numbers is to computed and stored for every PSR reactor. The Jacobian
once computed is hence used for multiple time-steps, until the convergence is bad. The user can also
specify the methods to compute the Jacobian which are the numerical different-quotient method or the
analytical Jacobian.

The temporal marching in Alya is explicit and hence to have a stable solution the Courant Friedrichs
Lewy (CFL) criteria must be respected. This would mean to have a stable solution the size of the time-
steps must be smaller than the smallest times-scales found in the problem. Chemical timescale can
be defined as w,/p, where w,, is the chemical source of species k and p is the density. The critical
time-steps for the chemistry are usually orders lower that the flow time-scale and hence determines the
critical time-step. This forces the solver to take very small time-steps which makes the solution expen-
sive as more number of time-steps are to be computed. To avoid this issue a splitting methodology is
applied where in the chemical source term is split from the transport and both these terms are solved
separately. The time-step size for the transport of the chemical species is then determined by the CFL
number based only on the flow. Chemical sources are then integrated over this time-step and the equa-
tions are updated for the next time-step. For this solution strategy to be applicable a robust solver which
integrates chemical sources between arbitrary time-step sizes is needed. Cantera uses a pure-implicit
solver and the the robustness of this solver is demonstrated by computing an homogeneous reactor
case for a stichiometeric mixture methane/air at 1500K and atmospheric pressure using the GRI 3.0
[22] mechanism. A reference curve is generated by using an explicit solver (4th order Runge-Kutta)
with very small time-steps (of the order of the chemical timescales). The same curve is then computed
in 500, 100 and 10 intervals using the stiff implicit solver from Cantera shown in Figure 4.4.
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Figure 4.4: CVODE - time-step size test

It can be observed in Figure 4.4 that CVODE’s solution is not affected by the size of the time-
step taken, this gives motivation to use to splitting algorithm to improve computational efficiency. This
improvement comes in form of ignoring chemical timescales and essentially removing the stiffness in
the problem. The stiffness is passed on to the computation of the integrated chemical sources which
are computed using a robust stiff solver.
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4.3. Strang splitting algorithm

The scalar transport equation that is solved for every species contains an advection, a diffusion and a
source term 3.10. The issue of solving this equation comes in the computation of the chemical source
terms. These source terms are highly non-linear and often are computed from solving a stiff set of
equations 4.2.2.

dr
dt
where r is the primary variables such as mass fractions of the species. R and T represent the
reaction terms and the transport terms respectively and t is the time.

The Strang splitting method splits the portions of an equation which are then solved separately. For
reacting flows part of the equation which describes the transport (advection-diffusion) is separated from
the chemistry (source) part. As shown by Ren et.al in [44] this splitting scheme leads to the accuracy of
this method for solving the transport is second order in time. Ren et.al [44] developed different schemes
of splitting based on the Strang method. The most simple method involves
Sub-step 1 : Integrating the reaction term between 0 and AT /2.

R(r,t), T(r,t). (4.8)

dro-t/2)

2 = R(r,0). (4.9)

Solution of the reactions obtained after this step is defined as R,
Sub-step 2 : Integrating the transport terms over the total time step AT

dr(o_,t)
dt

=T (1, ©). (4.10)

Solution of the transport term obtained after this step is defined as u(t)
Sub-step 3 : Integrating the reaction term between AT /2 and AT

drie/2-0)

L2 = R ). @.11)

Ren et.al [44] mentions that for At — 0 the error is of the order of At?. It was also mentioned by
Ren that for stiff chemical systems with At being much larger than the small scales the Strang splitting
fails. [44] proposes a predictor-corrector methods to obtain a more accurate solution for the transport
integration. This method adds an additional corrector step in the calculation of the transport sub-step.
Sub-step 2 mentioned before is modified to
Predictor step:

drio-e)
dt

Solution of the transport term after this step is defined as T (13, t)
Corrector step:

=T (1, t). (4.12)

oo _ Lo oyt Lree (4.13)
it -2 O+ FREH. '

The accuracy of the splitting method is demonstrated in [44]. For the context of this project with the
GRI 3.0 and Lu and law mechanism for methane and N-heptane it was found that higher order splitting
effected only the Flame Vortex Interaction (FVI) case 6.2.6. A second order splitting was used for the
FVI case, rest of the test cases were run with first order splitting scheme. The FVI case represents a
highly strained flame and is not reproduced accurately with the first order splitting due to inconsistencies
between the transported and the integrated scalars. This is mitigated by either using smaller overall
time-steps or by increasing the order of integration.

4.4. Reacting flow solver validation

The reacting flow solver has been extensively tested and validated in problems belonging to various
combustion regimes. Validation for canonical cases which represent flow conditions in combustion
applications are presented here, namely, laminar premixed and counterflow diffusion flames. Details
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of these configurations are discussed in section 5.1.1. The premixed flame case was solved for a
methane/air mixture at 300 K and one atmosphere at an equivalence ratio of 0.66. The counter flow
diffusion flame was solved with air and methane as the fuel and oxidiser respectively. The mass flow
rates of the oxidiser and the fuel and the distance between the inlets lead to a strain rate of 550 s~ 1.
This is considered high strain for methane/air diffusion flames at 300 K and one atmosphere. Both the
cases were used the GRI 3.0 [22] mechanism for the description of chemistry.
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Figure 4.5: Premixed flame validation
0.25
4 2000
0.2 1
— 015 3 1500 —o
— []
S 3
3] e
o 0.1 8 9
L c
@ 1 1000 @
S ; =
= 0.05 H, i
41 500
Cantera Alya
-0.05 L L 0
0 0.2 0.4 0.6 0.8 1

Mixture Fraction Z [-]

Figure 4.6: Diffusion flame validation

Figure 4.5 presents mass fractions of major species and temperature obtained across the flame
from Cantera and Alya. Figure 4.6 shows the mass fractions and temperature across the centre line
of the counterflow diffusion flame against mixture fraction (ref section 5.1.1). As seen in Figure 4.5
and Figure 4.6 that there is a good agreement between Alya and Cantera on these test cases. This
validates the reacting flow solver implementation in Alya and ensures that the code is ready for testing
chemistry reduction techniques. Following sections will discuss chemistry reduction techniques and
discuss their performance.






Chemistry reduction

The following chapter deals with chemistry reduction strategies. The objective for chemistry reduction
method in this study was to develop a reduction method which would be applicable to multiple com-
bustion regimes with no necessary tuning. This means that user input has to be minimal and users
need not have an a priori understanding of the chemistry. During the literature review two methods -
DRGEP [40] and PFA [49] were identified which fulfilled these criteria, these methods were then tested
for accuracy and their respective computational costs. These reduction methods provided accurate
results at relatively low computational costs with minimal user input. This makes the DRGEP and the
PFA models good candidates to be studied for static and dynamic adaptive chemistry implementations.

The computational cost and accuracy of these methods were computed by evaluating the tempo-
ral evolution of a Perfectly Stirred Reactor (PSR) reactor at various mixture temperatures, reduced
schemes were then generated at every mixture temperature using the DRGEP and the PFA method.
This case was computed using two test fuels namely, methane and n-heptane with the GRI 3.0 [22]
and Lu and Law mechanism [35] respectively. The cost of reduction is shown normalised to the time
taken for integration of source terms for a time interval of 0.1 ms and is shown in Figure 5.1. The time
interval is representative of the time-step obtained in a typical LES simulation.
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Figure 5.1: Reduction costs

It can be inferred from Figure 5.1 that for methane the cost of chemistry reduction through DRGEP
and PFA is around 30 % and 40 % respectively, of the time needed for integration of the source terms
for methane. For N-heptane reduction through DRGEP costs between 45 % and 80 % and with PFA
costs between 65 % and 105 % of the time taken for integration. As the chemistry reduction procedure
(DRGEP and PFA) is purely arithmetic its cost is independent of the state of the mixture and only
depends on the size of the reaction mechanism (explained in section 5.1). However, the computational
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cost for integration of the chemical source terms strongly depends on the state of the mixture and is
responsible for the trends in the relative cost for reduction, shown in Figure 5.1.

The accuracy of the reduction methods is computed in an auto-ignition delay test for n-heptane, as
the differences in the computational costs for both these methods are more pronounced for n-heptane
than for methane. Two reduced mechanisms with almost similar number of species were generated
with the reduction methods DRGEP (104 S) and PFA (94 S). The accuracy of predicting the auto-
ignition delay was then compared against the reference full mechanism (188 S). It is to be noted that
the definition of the key species was the same in both these methods, but the threshold had to be
different to generated reduced schemes with similar number of species.
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Figure 5.2: DRGEP vs PFA

As seen in Figure 5.2a the mechanisms obtained from DRGEP failed to predict the Negative Tem-
perature Coefficient (NTC) region unlike the PFA generated mechanisms which was able to capture
this complex phenomena. This shows that the PFA method is superior to the DRGEP method for the
same simplistic definition of the key species, a better definition of which could lead to better predictions
in both the methods.

The difference between the PFA and the DRGEP method can be understood in a intuitive way by
the following example (adapted from [49]). Consider a reaction pathway shown in Figure 5.2b where A
is the target/key species and B,C and D are the products formed through intermediate species M;_g. If
the objective was to reduce this reaction to about 5-6 species the DRGEP method which does not take
into account overall flux contribution in multiple generations of intermediate species will yield a reduced
mechanism containing species Mz, Mg, M;, Mg, C and D. The overall flux contribution is computed by
multiplying all the contributing fluxes 0.21 * 0.7 * 1 x 2 = 29.4%. PFA on the other hand will yield a
reduced scheme containing species M,_, and B, the flux contribution of this mechanism is 0.145 x4 % 1
= 58 %. Reduction schemes which represent higher percentages of the overall species flux are more
accurate and hence PFA would lead to a more accurate reduced mechanism than DRGEP for similar
number of species, this was already observed in the auto-ignition delay tests on n-heptane where PFA
could predict the NTC region with lesser number of species than the DRGEP method.

The accuracy and computational cost analysis presented PFA as the superior method, which even
though is slightly more expensive than the DRGEP method but yields better accuracy and is hence
chosen as the reduction strategy for this study.

The following sections test the PFA algorithm in more detail considering a wide range of classi-
cal combustion problems. Firstly, statically reduced schemes generated using the python interface of
Cantera are presented before moving on to dynamically reduced schemes generated through Alya.
Test cases were identified which represented fundamental combustion parameters like flame speed in
premixed and stratified flames, diffusion flames and flames under high strain.

5.1. Path Flux Analysis (PFA)

PFA is based on identifying important reaction paths among a set of pre-defined "Key Species”, these
pathways are weighed by the reaction rates of the involved reactions. Key species in this study were
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chosen as the fuel, 0, and major products occurring in combustion of hydrocarbons like CO, C0, and
H,0, the aim of the tests the follow is to understand the applicability of the PFA method. The results
could be improved and more reduced schemes can be generated if chemical species specific to the
problem were included as the key species. A threshold is then specified to cutoff reaction pathways.
The process of reduction through PFA can be explained by assuming a chemical mechanism which
contains N species and M reactions, K are the key species which are defined. The PFA algorithm
starts by computing the production and consumption rates of N species through M reactions for a
given thermodynamic state.

Py = Zi=1 ymax(0, vy ywp). (5.1)

CA = Zizlleax(O, _vA,MwM)' (52)

where i is the index of reaction in the mechanism, v, ; is the stoichiometric coefficient of species A

in reaction i, w; is the net rate of progress of reaction i. Then a matrix of size K * N is computed which

contains the production and consumption rates for all species K with respect to reactions involving
species N.

Pyp = Z(i=1,nmax(0,vy,;w;6;p). (5.3)

Cap = Z(i=1,nmax(0, —vy,;w;;p). (5.4)

Here 65; = 1 or 0 if species B in involved in reaction i or not respectively. This relation matrix is
then normalised by the absolute maximum between the production and consumption rates of species

N through M reactions as obtained in step 1. This gives the 15t generation of normalised reaction
coefficients.

P
p-ist _ _ "AB
Tup = max (P, C) (5.5)
C
rEsist = AB (5.6)

"~ max(Py,Cy)’

Here rF; ** and 75515t are the first generation relation coefficients. The DRGEP formulation ends

here and the threshold is applied to relation matrix obtained in this step. The PFA is however, designed
to take into account multiple generations an addition step is done to computed second generation
normalised coefficients. The second generation coefficients are computed as:

TfB " :EMiiA.B(R§M§StR[?43§St)' (8.7)

rgand = LM;24.B (RﬁXdliStRI(f/I_BliSt)- (5.8)

Here 752" and {524 are the first generation relation coefficients. This step can be repeated for

as many generations as needed, the computational time scales as N¢¢™. The overall relation matrix is
then obtained by summing up all the reaction coefficients.

_ ..b—1st c—1st p-2nd c-2nd
Tap =Tyg  +1ig St +1up + g e (5.9)

The relation matrix 145 is of size AXB and contains the normalised production rates of species 4 in
the presence of species B, the matrix could be formulated in any orientation. In this study A correspond
to the predefined key species and B to all the species present in the mechanism. Relation between the
same species is setto 0, Ry 4 or Rz 5 = 0. Once the relation matrix is obtained a threshold is defined
and chemical pathways are truncated accordingly. Finally a set of species to be removed is obtained
however, the reduction is done in terms of reactions and not species to ensure mass conservation
and to account for the temporal evolution of the species and their reactivities. All reactions where the
species to be removed are present either as product or as reactant are removed from the mechanism.
Third body reactions where the species that are to be removed act as collision bodies but do not react
themselves are left unchanged.

The PFA method is based on the local thermodynamic and chemical states, which makes it hard
to define an universal threshold. Defining a universal threshold would lead to over/under reductions
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of chemistry which is to be avoided. It was noticed that elements in the relation matrix 45 followed a
logarithmic scale, to come up with more intuitive and globally applicable thresholds, logarithm of the
locally generated relation matrix is normalised by the maximum value in the matrix.

log(rap)
Tap = max(rag)’ (5.10)

A relation matrix with values ranging from 0 to 1 is obtained for which there can be an universal
definition of the threshold. The PFA algorithm is shown in 2. PFA can be used to generate mechanisms
with reduced stiffness as less number of reactions with similar reaction rates have to integrated. Using
the PFA method more carefully with knowledge of the chemistry it is possible to generate non-stiff
reaction mechanisms which can integrated with less computational time using pure explicit methods.

Targeted reduced schemes for specific pollutants can be generated using PFA which would identify
the set of reactions critical to predict the specific pollutant permitting the use of a section of the detailed
mechanism which represents the area of interest for the specific case. The definition of key species
will have to include NOy species or precursors for soot, this would open up reaction pathways specific
to those species. This kind of modularity in the use of the PFA method makes it not only a method for
chemistry reduction but also allows users to truncate/include specific chemical pathways reducing the
overall stiffness of the system. PFA algorithm is shown in Algorithm 2.

The following Figure 5.3 shows the reaction path diagram following the element C. This is gen-
erated from a stoichiometric mixture of methane in air at a temperature of 1000 K and atmospheric
pressure. The GRI 3.0 [22] mechanism is used to determine the chemistry. The strength of the reac-
tions are represented by the gradient of the colour, the threshold specified determines the pathways
which are retained in the PFA. The solid line represents the basic skeletal mechanism and the dashed
line show auxiliary pathways. The dotted pathways represent redundant chemical pathways between
key species. Itis to be noted that these redundant pathways might be necessary for other definitions of
key species, but the current definition of key species is CH, and C0O2 which represent major reactants
and products in the current context. The definition of key species can be extended to include pathways
necessary to other families of reactions, like reactions contributing to NOy or to precursors of soot.

5.1.1. PFA tests

The following sections show the performance of statically generated (the reduction is static as the
reduced schemes are generated based on a single state) PFA reductions on 0D auto ignition, 1D
premixed and counter flow diffusion problems. The following cases were computed using the C++ and
python interfaces of Cantera.

Auto-ignition delay

A mixture is said to be auto igniting if it reacts spontaneously without any external supply of energy
such as a flame or a spark. This occurs when the energy/temperature of the mixture is higher than the
activation energy required by the reactions. Autoignition delay time is defined as the time in which a
reactable mixture reacts to form products. Auto-ignition delay times can be correlated with the Wolfer
equation modified to account for equivalence ratio (¢) effects [30] shown in Equation 5.11.

t; = 0.43P~11%xp(4650/Tp,). (5.11)

Here T; is the auto-ignition delay in ms, A ,n and m are experimentally determined constants, P is
the pressure in bars, Ty, is the mixture temperature, E is the activation energy and R is the universal
gas constant.

Auto-ignition delay is a key parameter which represents various chemical properties of the fuel for
example, in lean-premixed combustion focused on low emissions auto-ignition delay of the mixture
before reaching the combustion chamber must be high in order to avoid damaging the combustor and
over-production of pollutants.

To test the effectiveness of the PFA reduction to predict auto-ignition delays a stoichiometric mixture
of n-heptane and air is taken at temperatures ranging from 650 K to 1600 K and at pressures of 16
and 40 bar respectively. Chemistry is computed using a n-heptane mechanism [35] containing 188
species and 1719 reactions. A homogeneous mixture is set by defining temperature, pressure and
mass fractions of fuel and air. This mixture is then added to a constant pressure gas reactor which
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Result: Get Removed(Gas,Key_Species,Tolorence)
Set_TPY(gas);
Get_Net_Rates Of Progress(gas);
for (iin N_Sp) do
Get_PA(i) using (5.1) ;
Get_CA(i) using (5.2) ;
end
for (iin N_Key) do
for (jin N_Sp) do
Get_PAB(i,j) using (5.3);
Get_CAB(i,j) using (5.4);
end
end
for (iin N_Key) do
div = max(PA(i),CA(i)) ;
for (jin N_Sp) do
RP,(i,j) = PAB(i,j)/div using (5.5);
RC,(i,j) = CAB(i,j)/div using (5.6);
end
end
for iin N_Key do
forjin N_Sp do
for kin N_Sp do
RP,(i,j) = RP,(i,j) + RP4(i,k) * RP4(k,j) using (5.7);
RC,(i,j) = RC,(i,j) + RC,(i,k) * RC;(k,j) using (5.8);
end
end
end
foriin N_Key do
forjin N_Sp do
| R_mat(i,j) = RP,(i,j) + RP,(i,j) + RCy(i,j) + RC,(i,j) using (5.9);
end
end
Logarithmic Normalisation of R_mat using (5.10);
for jiin N_key do
if max(i,:) < tol then
| Remove =i;
else
end

Algorithm 2: PFA Algorithm

solves the following transient equation for species mass fractions Y;.. The chemical source w, is com-
puted from Arrhenius rate laws and the chemical mechanism, the procedure is described in detail in
section 3.1. Once the temporal evolution is known the auto-ignition delay time can be extracted by
defining a criteria to identify completion of the reaction. In this study auto-ignition delay is defined at
a point where the temporal gradient of temperature is maximum. This process in then repeated for a
series of temperatures and pressures.

dt

A seen in Figure 5.4 there is a region of in the curves where increase in temperature does not result

in smaller ignition delays, this is called the negative temperature coefficient region. This phenomenon
is extensively studied and documented [13]. This is explained by the competition among radicals to
form cyclic ethers, olefin etc, these reactions are of the chain propagating type and result in reduced
overall reactivity of the mixture [13]. Once the temperature is increased the radical pool becomes well

= dy. (5.12)
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Reaction path diagram

Figure 5.3: Reaction path diagram - C

established and competition in the radical pool stops restoring normal behaviour where the auto-ignition
delay reduces with increase in mixture temperature. The nature of this complex chemical phenomenon
was one of the reasons to choose n-heptane as a fuel for this case. Also seen in Figure 5.4 that
reduced chemical schemes predict auto-ignition delays with acceptable errors. Greater reduction can
be through PFA by including species responsible for the NTC behaviour as key species. This however
would require extensive knowledge on the chemistry of n-heptane and is not explored in this study.

1D Premixed flames

A series of one-dimensional laminar flame propagating into a premixed gas mixtures at different equiv-
alence ratios are computed. This is fundamental test case which is used to measure the accuracy
of a chemical mechanism against experimental data. Laminar flame speed, is a measure of the heat
release and is key to predict flame dynamics. Flame speed or burning velocity of a flame is a measure
of the rate of propagation of a plane flame through a flammable gaseous mixture it can be defined
as the velocity of the plane with which the flame front moves orthogonally to the unburnt gases. This
propagation is determined by heat release through chemical reactions in the thin reaction zone formed
between the reactants and products and the heat/mass transfer through it. Reactions in the unburnt
gases are initiated through heat transfer through conduction and radiation from the reaction layer. Thus
the flame speed of a mixture is affected by temperature and local mixture properties like viscosity ,con-
ductivity and density. Temperature, equivalence ratio and pressure are the parameters that effect the
flame speed most.

Equivalence ratio ¢ [-]
Change in the equivalence ratio of the mixture changes the chemistry and the strength of the mixture,
in most cases the maximum strength is observed close to stichiometeric conditions ( 1.05 < ¢ < 1.10)
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with hydrogen and carbon monoxide being the exceptions [30].

Initial temperature T, [K]

Studies [15] show that flame speed increases with increase in temperature for methane experimental
data was fitted to an empirical equation shown in Equation 5.13.
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Pressure effects the reaction order as given in Equation 5.14 [47],

S, o P22,

(5.13)

(5.14)
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For simple bimolecular fuels the reaction order is independent of pressure but for more complex
fuels like kerosene and natural gas the effect of pressure can be expressed as Equation 5.15, where x
takes a values between 0.1 to 0.5 [15].

S,  P%, (5.15)

Flame temperature and speed are identified as the key parameters which represent the chemistry as
well as the transport of a premixed flame. Flame temperature is a measure of the thermal expansion
factor = = (T, — Typ)/Ty,) Where T, and T,,;, are the burnt and unburnt mixture temperature respec-
tively. Reduced schemes generated by PFA will be tested for these two parameters. Tests were run
on methane/air and N-heptane/air premixed flames, from equivalence ratios ranging between their re-
spective flammability limits. A solution of a stichiometeric mixture of methane/air 1D laminar premixed
in shown in Figure 5.5.

Itis important to mention that these test were done to show how the reduced schemes generated by
the PFA algorithm work in a very primitive way. The reduced schemes presented here were generated
at the same thermodynamic and chemical state for different values for the threshold. The performance
of these schemes can be improved by using a dynamic implementation of the PFA algorithm (discussed
in section 6.1.1). Also the key species chosen were the reactant and products, a better definition of
these keys species based on the chemistry of the fuel would lead to more accurate reduced schemes.
The reduced schemes generated for methane with the GRI 3.0 [22] are given in the appendix .1.
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Figure 5.6: Laminar premixed flame - CH, between ¢ = 0.4 and ¢ = 2

Before moving on to diffusion flames the concept and formulation of mixture fraction is discussed,
this is an important scalar quantity which is used to represent flames.

Bilger’s mixture fraction

Mixture fraction is a non-dimensional quantity representing mass fraction of the fuel with respect to
the oxidiser, definition of mixture fraction based on the mass fraction of the fuel is not well defined in
the flame region as the mass fraction of the fuel changes due to reactions. On the other elemental
mass fractions are conserved in chemical reactions and can be used to define mixture fraction. The
elemental definition of mixture fraction makes it act like a passive scalar without source terms. In the
current study mixture fraction is defined based on Bilger’s definition [6], which for hydrocarbons is

Yo

b—ZYC+05YH 5.16
= 2 + 05— (5.16)
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Figure 5.7: Laminar premixed flame - n-heptane

Here Y., Yy and Y, are the elemental mass fraction and W, Wy and W, are the elemental weight of
carbon, hydrogen and oxygen respectively. b is then normalised by boundary values by and b, which
are obtained by computing b of the fuel and oxidiser respectively.

(5.17)

Counter flow diffusion flames

Laminar premixed or non-premixed (if the mixing is fast compared to the chemistry) systems are char-
acterised as a homogeneous processes. In cases where the mixing is not fast, mixing time would
control the chemical rates and the burning rate. In such configurations the fuel and oxidiser are not
mixed before and have opposing inlets, this makes it necessary for the fuel and to mix before combus-
tion can take place. Fuel and oxidiser mix and form a reaction zone through molecular and turbulent
diffusion. A typical configuration in shown in Figure 5.9.

Stagnation Plane
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| \ front
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Figure 5.8: Schematic of a counter flow flame
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The axisymmetric stagnation flow governing equations solved by Cantera to compute such flames
are listed in Equation 5.21 to Equation 5.21. Diffusion flames are characterised by a small region of
reaction, outside of which reactions are not possible to excessive presence of fuel or oxidiser. The
flame is strained in this case and effects how the combustion process takes place. In this study strain
is defined as (Vrye; + Voxy)/D, Where Vrye, Vo, are the absolute velocities of the fuel and the oxidiser
respectively and D is the distance between the two inlets. A flame can either lead to a equilibrium
solution under very low strain or extinguish under high strains. Unlike premixed flames diffusion flames
do not have a characteristic flame speed and is stagnant, this makes such flames more sensitive to
turbulence and disturbances. Also diffusion flames are considered to be more safer from an industrial
perspective as they do not propagate, all these reasons make such flames a suitable fundamental test
case [54].

The following Figure 5.9 shows a typical solution of a counter flow flame, the strain can be varied by
either increasing the velocity of the reactants at the inlets or by reducing the distance between them.
The flames are plotted against mixture fraction which is defined using Bilger’s formula 5.1.1.
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Figure 5.9: Counter flow flame solution

Cantera solves 1D flames based on axisymmetric stagnation flow conditions, along stagnation
streamlines. The following equations are the governing equations:

dpu

ov +pV2=-A+ g ov 5.19
Ploz TPV = 9z \Maz ) (5.19)
oT  a [ aT T ,
pCpua— = E E - Zk]kcp,kz - thWkwk' (520)
Y 0Ok .
pug = _a_Z + Wy, . (5.21)
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Here u, v and V = v/r are the axial, radial and the scaled radial velocity respectively, p is the
density, A is the pressure eigenvalue, c, is the heat capacity, T is the temperature, u is the dynamic
viscosity, Y, are the mass fractions, ji are the diffusive fluxes, W, is the molecular weight, and ; are
the sources of species k. Cantera has implementation for both real and ideal gases, in the current
context the mixture is assumed to be an ideal gas. Diffusive fluxes j, are closed by Lewis number unity
assumption.

Canter tests are run on methane/air and n-heptane/air counter flow configuration, both the fuel and
the oxidiser are admitted at 300 K and atmospheric pressure. To find the extinction point of the flame the
scalar dissipation rate and temperature at the stichiometeric surface are plotted, this gives the iconic
'S’ curve for diffusion flames. Scalar dissipation rate y is defined as shown in Equation 5.22, it has
a dimension of (1/s) and gives a measure of the gradients of mixture fraction (z) and the molecular
fluxes of the species towards the flame front.

2D 0z 0z (5.22)
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Figure 5.10: Counterflow diffusion flames

The aforementioned tests show the effectiveness of the PFA applied to various fundamental steady
state combustion problems. PFA has demonstrated excellent efficiency and accuracy in the reduction,
and therefore can be considered to be incorporated in Dynamic Adaptive Methods (DAC).

It is noticed that not all combustion regimes are represented with the same degree of accuracy.
This is a result of the reduction being done statically on one thermodynamic state. If the reduction
were to be done dynamically on the fly based on the current thermodynamic state the accuracy of the
reduced mechanism could be improved. This dynamic implementation of chemistry reduction DAC has
be explored by [32] and is talked about in the following section of the report.
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Dynamic Adaptive Chemistry (DAC)

Though statically a priori generated reduced schemes were able to predict flames in various combustion
regimes, this type of reduction does not take into account the temporal evolution of the chemistry of
the problem. Use of such static schemes leads to large errors in the prediction of flames and are
not applicable in problems which deal with multi-regime combustion problems. To account for these
temporal changes reduced schemes then need to be relatively large to include all possible reaction
pathways which could be encountered this however, beats the purpose of using reduced chemistry.
To avoid this a dynamic implementation of the reduction method is to be employed which would take
into account the temporal changes in the problem and truncate reaction pathways accordingly. The
reduction would extend the use of the PFA [49] by computing reduced mechanisms at given points
and time steps in the problem. There are various methods in which the dynamic reduction can be
performed, literature on such methods is presented in 2.3. After the literature review DAC and CODAC
were found to be suitable for applications which are of interest in the current project. The PFA and the
on-the-fly reduction algorithms were implemented in Alya and is used to evaluate the performance and
accuracy of the reduction strategies on the following tests.

6.1. DAC methodology

The following section outlays the different dynamic adaptive chemistry models and presents their imple-
mentation in the current work. The current study differs from the literature in terms of the error function
definition for CODAC and the actual quantity which is being reduced. Most of the studies found in litera-
ture reduce the number of species this would mean that an additional step is to be performed to ensure
mass conservation. To overcome such issues and to ensure mass conservation without any additional
computations the current study reduces the number of reactions. This satisfies mass conservation and
reduces the computational time as less number of reactions have to computed.

6.1.1. Dynamic Adaptive Chemistry (DAC)

The most simple implementation of the adaptive chemistry is to computed reduced schemes in specified
intervals of computational time on every computational point in the domain irrespective of its relative
importance to the flow. If the interval between successive reductions is low the solution obtained would
be the upper limit for the accuracy of what can be achieved with dynamic reductions. The computa-
tional cost of reducing chemistry was computed to be around 40 % of the time needed to compute
the integrated chemical sources, furthermore the cost scales exponentially with the number of species
in the reaction mechanisms (presented in section 5). This to lead to a scenario where the reduction
become more expensive than the chemistry itself, this can be avoided by specifying larger time-steps
between reductions, this however would effect the accuracy.

6.1.2. Correlated Dynamic Adaptive Chemistry (CODAC)

As mentioned in 2 the simple DAC method was improved by Gou et.al [20] which included an error
function to the chemistry reduction process. This error function is used to determine correlation of
thermodynamic states between the same point in time, the correlation would then decided if a new
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reduced scheme is to be generated or an existing scheme can be used. The definition of the correlation
function was adapted from [20] and was modified to:

’ ’ ’

Tos1 — T IMYpyer,,, — INVYpyer, MYen,o0,,, — IMYen,o0
A—max( n+1 n 20n+1 20n
€t €Fuel €cHy0

(6.1)
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€O was added to the correlation function to account for post-ignition kinetics, which would identify
correlation in burnt mixtures, furthermore the error function is to be tuned for specific cases to achieve
better predictions.

6.1.3. Tabulated Dynamic Adaptive Chemistry (TDAC)

CODAC was based on the assumption that reducing chemistry for mixtures at similar thermodynamic
and chemical state would yield similar reduced schemes. This makes it redundant to run the expensive
reduction procedure for all the points at similar states. In practical reacting flow simulations there could
be many points where the mixtures are in similar states and computation costs can be reduced if the
reduced schemes were tabulated against controlling variables which determine the state. This concept
is the fundamental basis of the TDAC method, the TDAC method improves on the CODAC method on
two aspects, firstly the expensive process of reduction is tabulated and secondly the TDAC method
removes the dependence on an error function. This makes the TDAC method applicable for a wide
range of applications and combustion regimes without the need for any ’ad hoc’ tuning. Definition of
the controlling variables was chosen to be mixture fraction, chemical progress variable and scaled
temperature for problems involving auto-igniting/re-igniting problems. The choice of the controlling
variables was inspired from classical definition of controlling variables in combustion problems solved
with the flamelet model found in [52] [41] [25]. Mixture fraction is computed by the Bilger’s formula 5.1.1
and the definitions of the progress variable is given in Equation 6.2.

YC = 4.0 * YCOZ + 2.0 * YHzO + 1.0 * YCO + 0.5 * YHZ' (62)

The following shows the algorithm of the reduction strategies implemented, tested and validated in this
study. The methodologies are summarised in Figure 6.1
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Figure 6.1: DAC methedology

Result: Dynamic Adaptive Chemistry (DAC)
if (Method == DAC) then

if mod(n,k) == 0 then

call Get_ Removed ;

call Cantera_Integrate ;
else

call Compute_Removed ;
call Cantera_|Integrate ;
else if (Method == CODAC) then
call Get_Correlation;

if Correlation == True then
call Get_Removed ;

call Cantera_|Integrate ;
else

call Compute_Removed ;
call Save_Removed ;
call Cantera_Integrate ;
else if (Method == TDAC) then
call Get_Mixture_Fraction ;
call Get_Progress_Variable ;
call Check_Table ;

if If Z exists then
| call Get_Removed_Table ;
else

call Compute_Removed ;
call Save_Removed_Table ;
call Cantera_Integrate ;

Scheme in table

Algorithm 3: Dynamic adaptive chemistry algorithm

—>t(n+1)

Algorithm 3 shows the implementation of the reduction strategies here Compute_removed rep-
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resents computing the reduced scheme, Get_Removed represents obtaining a previously reduced
scheme, Cantera_lIntegrate represents the integration of the chemical source terms, Get_Correlation
represents computing the correlation using section 6.2, Get_Mixture_Fraction computes the mixture
fraction using Bilger’s mixture fraction Equation 5.17, Get_Progress_Variable computes the chemical
progress variable using Equation 6.2 and Check_Table, Get Removed_Table and Save_Removed_Table
represent the look up, retrieval and storage of reduced schemes in the TDAC.

6.2. DAC test cases

Test cases for DAC which are mentioned below were performed with the finite rate solver implemented
in Alya. To be consistent in terms of chemistry reduction all test cases were run with same definition
of key species, thresholds for PFA and correlation function. Number of entries and the distribution in
the table for TDAC were also kept constant in all the cases. The objective of these cases is to present
the application of the reduction methodology, higher accuracies can be achieved in all the problems
with specific definitions the key species and the thresholds based on the chemistry of the problem. The
following parameters were set:

- PFA

— Key species - CH,, C0,, H,0, CO, 0,
— Threshold - 0.85 (Normalised)

+ DAC

— Frequency - 100 time-steps (relatively frequent)

CODAC

— Correlation function -

— Correlation threshold - 0.05 (5 % of correlation)
« TDAC

— 100, 500 points in mixture fraction (z)and progress variable (Y,) respectively (all cases expect
pure auto-ignition).

— Distribution is based on a geometric distribution around stichiometeric conditions shown in
Figure 6.2.

Histogram of Mixture fraction distribution

Number of bins

0.10 0.15 0.20 0.25 0.30 0.35
Mixture Fraction Z [-]

Figure 6.2: Mixture fraction Z [-]
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6.2.1. Auto-ignition

Auto-ignition in homogeneous mixtures were computed for a stichiometeric methane/air mixture at
1500[K] and atmospheric pressure. The following plot Figure 6.3a shows the temporal evolution of the
constant pressure Perfectly Stirred Reactor (PSR). It is seen that DAC fails to predict the autoignition
of the mixture, however, the CODAC and the TDAC model successfully predict it. The DAC method
has no information of the state of the mixture and hence reduces chemistry at all computational point
with the same degree causing over/under reduced mechanisms. This could be mitigated by reducing
the frequency of the DAC method, this would make this method computationally expensive not feasible
for use in complex flows. CODAC and TDAC reduce the chemistry based on local conditions and are
hence more effective in predicting autoignition.
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Figure 6.3: PSR - Autoignition

The evolution of the chemistry reduction factor (number of reaction active to total number of reac-
tions) is shown in Figure 6.3b. It is observed that CODAC reduced the chemistry only when the au-
toignition process was completed, this is because the composition of the mixture evolves quite sharply
and the correlation only fails when the auto-ignition process is completed where mass fractions in the
mixture remain constant. The TDAC however, is able to both predict autoignition delay and also reduce
chemistry accordingly. It can be observed that the chemistry reduction with TDAC method evolves with
the chemistry as more reactions are made available during dissociation of species to produced radicles
which in-turn trigger the autoignition process. The effect of the size of the table on the solution was
checked by using tables with 100 and 500 divisions in scaled temperature. It is seen that the size of
the table has a small effect on the solution, and leads to better predictions. The auto-ignition process
occurs over a small change in both progress variable and temperature and hence to capture the ex-
act point of ignition more points are needed in the table. The size of the table would not effect the
computational time as once generated, reduced schemes can be look-up for subsequent runs.

Note: Problems that deal purely with auto-ignition of homogeneous mixtures pose a specific problem
to the TDAC method. As the case is homogeneous the mixture fraction is constant hence the tabulation
only happens against the progress variable. Typical evolution of the Progress Varibale (PV) is shown
in Figure 6.4, the evolution has a sharp jump. This is due to the auto-ignition process being dominated
by radicals which after being created trigger the ignition process. This effect of radicals is not captured
by the progress variable. Hence tabulation against just the progress variable would result in very poor
results, to overcome this an additional controlling variable in temperature is needed Equation 6.3. This
additional variable would make sure that the actual process of the ignition is captured. A finer table
in progress variable would also achieve the result but defining table intervals in temperature is more
intuitive and universally works for different mixtures conditions and at various thermodynamic states.
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Figure 6.4: Evolution of progress variable

Here T; is the scaled temperature T, is the temperature at boundary and T, is the equilibrium
temperature at a mixture fraction Z.

6.2.2. Premixed flame

1D premixed laminar flames were computed using the GRI 3.0 [22] mechanism for methane/air mixtures
at equivalence ratios that lie between the flammability limits ( ¢ = 0.4 to ¢ = 2) .The computational
domain for this case is show in Equation 5.22. Premixed mixture of air and fuel at specified equivalence
ratios at 300 K and one atmosphere pressure are admitted into the domain from the left boundary. The
flame is initialised by enforcing equilibrium states obtained from Cantera for the specific state of the
mixture, there is a linearly interpolated region between the unburnt and the equilibrium state to have
a smooth initial solution. Cases are run till convergence is observed and the flame speed (w.r.t the
unburnt gas) is computed by Equation 6.4:

Up — Uy

U= Galon) -1

(6.4)

here S; is the laminar flame speed, u; and u,, are the velocities and p, and p,, are the densities of the
burnt and the unburnt mixture respectively.
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Figure 6.5: Premixed flames with DAC

(6.3)
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Figure 6.6: Laminar flame profile (¢ = 1)

It is seen in Figure 6.5 that, reduced schemes predict the flame speed and the adiabatic flame
temperature accurately.

6.2.3. Counter flow diffusion flame

Oxidiser Inlet

Centerline

::‘ 0.005 m

Fuel / Mixture Inlet

0.0015m

Y

A

0.015m

Figure 6.7: Counter diffusion flame

To evaluate DAC methodologies in strained flames a set of counter flow diffusion flames at varying
strain rates are computed. The counterflow diffusion test case used in this study consists of a opposing
streams of oxidiser and fuel separated by a distance, a schematic is shown in Figure 6.7. Calculations
were performed at various strain rates by varying the mass flow rates of the oxidiser and fuel inlets (a
similar effect can also be obtained by reducing the distance between the inlets). The oxidiser stream is
fixed to the composition of air and the fuel stream to methane at 300 K and atmospheric pressure. The
test flames were run using different reduction strategies (DAC, CODAC, TDAC) and were compared
with solutions obtained with the full GRI 3.0 mechanism. Three strains rates were considered 200,
333.33 and 466.66 [s!], respectively these correspond the low, medium and high strain respectively.
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Figure 6.9: Counter diffusion flame - Yo H [-]

Figure 6.8 and Figure 6.9 show the temperature and the mass fraction of OH respectively. Here the
oxidiser (Air) is admitted from the top and fuel (CH,) from the bottom, once a pure mixing solution is
obtained the mixture is ignited at the iso stichiometeric line by specifying equilibrium conditions. The
results that follow are obtained at the centre line of the domain and are presented against mixture
fraction (Z) computed from Bilger’s formula 5.1.1.
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Figure 6.10: Degree of reduction - medium strain

Figure 6.10 represents the degree of reduction which is the ratio between the number of active
reactions to the total number of reactions plotted against mixture fraction along the centre line of the
domain. It is seen that all methods provide more number of reactions around the stichiometeric point
which for methane/air is around 0.055. Plots for the low and high strain case are shown in appendix .2.

6.2.4. Counter flow partially premixed flame

Combustion systems in practical application hardly run in one regime of combustion usually most prac-
tical combustion systems operate across multiple regimes. Partially premixed flames occurs when a
flame cannot be called purely premixed or non-premixed, this could be due to a priori mixing of exhaust
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gases with the reactants or improper mixing of the fuel and oxidiser among other reasons. Partially pre-
mixed flames can be divided into an oxidiser-rich and an oxidiser-lean region. The reactants are par-
tially oxidised in the oxidiser-lean region and intermediate species and remaining fuel are transported
to the oxidiser-rich region where the reactions are completed this leads to a system with a double flame
structure [43]. In turbulent flames, lift-off of the flame occurs due to extinction and re-ignition leading to
a partially premixed mode of combustion. The applicability and complexity of partially premixed flames
makes it a suitable test case to investigate the impact and evaluate the performance of the chemistry
reduction methods. The computational domain and the numerical setup was same as in the case of
the counter-diffusion type flame 6.7. However, in the partially premixed flame regime a priori mixing
between the fuel and air is enforced. This is done by introducing a mixture at a given state into the
burner rather than pure fuel. Three distinct regimes can be defined based on the equivalence ratio
of the mixture introduced in such cases. For ¢,,;, = 1 a stichiometeric stagnated flame is observed
between the air and methane/air inlets. For 1.0 < ¢,,;,, =< 1.8 a double flame structure is obtained,
a rich premixed flame is followed by a diffusion flame. The diffusion flame is sustained by burning the
products obtained after the rich premixed flame. This behaviour is observed up-to ¢,,;, = 1.8 and for
mixtures which are richer the premixed flame front extinguishes and a diffusion flame is observed, the
strength of which keeps increasing with richer mixtures. In the context of reduction strategies two cases
were considered - case 1 ¢ = 1.8, and case 2 ¢ = 3.0. These cases are of interest as they represent
transition regimes between premixed flame propagation and diffusion flame regimes.
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Figure 6.12: Degree of reduction - Partially premixed flame

Figure 6.12 shows the degree of reduction along the centreline of the domain, it is seen that all
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methods yield higher reactions near the stichiometeric region. This is expected as the fuel is most
reacting at stichiometeric conditions and the normalised threshold makes its possible to capture this.

The test cases mentioned above were steady state cases, it is seen that all the reduction methods
reproduce solutions obtained from the complete detailed mechanism. Plots for the low and high strain
case are shown in appendix .3. It seen that all the reduction methods perform with equal accuracy in
all the steady-state cases mentioned above. To evaluate the reduction methods in constantly evolving
problems, the DAC methods are applied to the following transient cases.

6.2.5. Stratified flame

A stratified flame is observed when a flame front propagates through a stratified domain, which essen-
tially is a non-homogeneous field with fuel/oxidiser pockets. In traditional spark ignition engines fuel is
admitted into the manifold and mixed with air and is then ignited with a spark, as the fuel and air are
mixed throughly before the ignition the combustion is premixed in nature. Direct ignition spark ignition
(DI-Sl) engines are known to be more efficient as they use less fuel and can be run more leaner [33].
In such (DI-SI) engines the interval between injection of the charge and spark might be not sufficient
for the charge to be homogenised. Though the average mixture is lean there could be certain pockets
of rich mixtures, this leads to the spark travelling/propagating in a highly non-homogeneous field. The
field can also contain mixtures beyond the flammability limits this would cause incomplete combustion
and volumes with locally high concentration of oxidiser causing the combustion to occur in a partially
premixed regime. Thus in a conventional IC engine or a gas turbine there can be volumes in the com-
bustion chamber which are locally lean, stichiometeric or rich which lead to a multi-regime combustion
problem. Hence solution of such flames provides useful insight into the real multi-mode combustion,
furthermore this case also demands the presence of complex chemical reaction pathways to predict
the multi-mode combustion.

A segregation factor is defined using Equation 6.5. The segregation factor defines the gradients
between the corresponding fuel and air pockets, higher the segregation factor, steeper are the gradients
between the fuel and air pockets. The random fields of mixture fraction were generated using Rogallo’s
procedure [46]. The code for generating the fields was used a tool, intricate details of which were not
studied. Case 1 (¢ =0.4-¢ =2.0) and Case 2 ( ¢ = 0.75 - ¢ = 4) were studied at the respective
conditions leading to a segregation of 1.5. The following Figure 4 show the generated initial fields. The
domain is a square of side equal to 4cm and is divided into a gird of 256*256 points. The flame kernel
was initialised with a stichiometeric mixture at equilibrium as a circle of diameter 0.4cm in the centre
of the domain. Flame propagation is observed by computing the temporal evolution of the area of the
flame kernel. The definition of the flame kernel can done in various ways, in the following study the flame
kernel is defined at 75% of the stichiometeric adiabatic flame temperature. The temporal evolution of
the area is then compared in solutions obtained by different reduction strategies in Figure 4.

Z
§ =4 (6.5)

Zvar

Here Z,,.qan @and Z,,, are the mean and the variance of the mixture fraction respectively.
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Figure 6.13: Stratified flames
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It is seen that for the lean conditions (Case 1) all the reduction strategies perform similarly, however
in rich conditions (Case 2) the CODAC model fails to predict evolution of the flame kernel accurately.
The CODAC method is based on the definition of an error function to determine correlation, the definition
of this function effects the reduction. The error function fails to predict correlation in the rich conditions
causing the CODAC method to fail, a better definition of the error function would mitigate this, but
this would require the user to have a good understanding of the chemistry of the fuel and physical
phenomena involved in the problem. The TDAC method, though similar to the CODAC method is
based on universal definitions of physical parameters like the mixture fraction and chemical progress
variable. This makes TDAC better at predictions on a wide range of combustion regimes. The degree
of reduction and its temporal evolution is shown in Figure 6.14 for Case 1.
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Figure 6.15: Flame kernel area

It is observed from Figure 6.14 that the DAC method, which is not aware of the chemistry of the flow
and reduces the chemistry at all points in the domain deviates slightly from the reference. Changing the
frequency at which the reduction is performed would lead to better predictions. Classic definition of the
threshold in the PFA method which defines a threshold on a non-normalised relation matrix would cause
over/under reduction is cases like this and cause the reduction methods to fail. This issue mitigated in
this study by normalising the relation matrix leading to a uniform degree of reduction. The CODAC and
the TDAC method are based on the chemistry and hence are able to capture the exact shape of the
flame front. This makes these methods very effective as detailed mechanisms are only used at regions
closer to the flame front.

6.2.6. Flame Vortex Interaction (FVI)

Vortices are present in all modes and applications of reacting flows from IC engines to gas turbines.
Mixing of the fuel and oxidiser in non-premixed systems is controlled mainly by vortex motions by large
scale vortices which are developed in highly sheared flows [4]. Turbulent combustion can then be
perceived as a process which is dominated by extension, distortion, production and dissipation of the
the flame structure by vortices of varied scales.
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Figure 6.16: FVI

The aviation industry is moving towards low temperature combustion of lean mixtures, which would
result in reduction in production of NOy, CO and soot among other pollutants. The main issue with safe
and efficient operations of such burners is instabilities caused due to thermo-acoustic effects. Swirling
and the use or 'V’ shaped gutters to create vortices to stabilise the flame come up as good options
to have stable lean flame. Poinsot et.al [54] showed that most of the thermo-acoustic instabilities are
driven and controlled by large vortices. The effect of flame vortex interactions through a theoretical
analysis of a diffusion flame in the presence of viscous vortex core were mentioned by Marble et.al [4].
The results showed significant relations between the heat release and the fluid dynamics involved as the
reaction rates are effected by the strain and cannot reach equilibrium. This case portrays fundamental
combustion behaviour and is used to study transient behaviour of flames in high strain environments.
Key understanding from such studies could be applied to development of burners with enhanced mixing,
optimal flame shape and configuration and improved flame stabilisation. A shear layer is observed
between the fuel and the oxidiser due a positive straining effect by of the vortex, the intensity of this
shear layer would result in extinction and re-ignition of the flame front.

Presence of all these complex phenomena and wide range of applications for the flame vortex case
made it a fundamental case where the reduction strategies are tested. The case is simplified to one
viscous vortex core interacting with a diffusion flame. The computational domain is a square of side =
0.1 m, discretised by 500 and 200 points in the x and y direction respectively. The initial field is shown in
Figure 6.16, a vortex core is defined in the centre of the domain using a thermo-diffusive approximation
where in the purely azimuthal velocity field is given by Equation 6.6

=20 (4 - 6.6
7 2nr exp 4tDr ) )’ (6.6)

Cases were run at a Peclet numbers - 20 which in context is defined in Equation 6.7.

© 2Dy’

Pe 6.7)

The temporal evolution of the flame vortex case is shown in Figure 6.21, visually solutions obtained
from all the reduction methods were similar and hence only the evolution of reference case is shown.
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Figure 6.18: FVI - Pe 20 - Black line indicates stichiometeric mixture

The different reduction strategies are evaluated by a quantitative analysis which is defined by inte-
grating values of scalars over iso-contour lines of constant equivalence ratio. Three equivalence ratios
were chosen 0.6, 1, 2 to represent lean, stichiometeric and rich mixtures respectively.
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Figure 6.20: FVI - Stichiometeric line
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Figure 6.21: FVI - Pe 20 - Degree of reduction

As seen in the figures above, the CODAC fails to predict the temporal evolution with the same ac-
curacy as the other models, this is due to poor definition of the correlation error function. The current
definition of the error function as given by Sun et.al [48] was derived for cases in the absence of signifi-
cant strain. The error function does not have a scalar which would account for strain, adding a chemical
progress variable to the definition of the error function would result in a more accurate solution from
the CODAC method. Integrated scalars at lean (¢ = 0.6) and rich (¢ = 2.0) iso-equivalence ratio lines
are given in the appendix .4.

6.3. Taylor Green Vortex (TGV)

A turbulent Taylor-Green Vortex case (TGV) is computed to investigate the effects and evaluate the
performance of chemistry reduction techniques in a 3D turbulent flow regime. This case has been
widely studied in detail to validate various solvers with detailed chemistry and to understand turbulence
chemistry interactions. Turbulence chemistry interactions occur between eddies and chemical species,
this interaction changes the evolution of chemistry. Fine grids used in DNS simulations capture this
complex phenomenon however, to capture the same in LES or RANS simulations there are various
approximations available in literature. In this study a DNS of the TGV case is computed which aims to
evaluate the effect of the reduction strategies in absence of such turbulence models.

A square domain of dimension of 2w [mm], discretised by 256 points in X,Y and Z directions respec-
tively, resulting in a mesh with approximately 16 M elements. This configuration represents a constant
pressure case as all boundaries are set to open. The dimensions, grid size and length scale of the
initial vortex field were obtained from [2]. The initial field for the velocity is set using the Taylor-Green
vortex equations, which essentially initialise the flow with a vortices in the X-Y plane at a specified
length scale Equation 6.10. As the flow evolves these vortices break and result in a decaying turbulent
flow, the length scale of the initial vortex determines the kinetic energy of the system.

. [2nx 2wy 2nz
u(X,Y,Z) = Uy sin cos| —= | cos , (6.8)
L, L, L,
2nx\ . (2my)\ . (2nz
v(X,Y,Z) = —Uycos| — |sin| —= | sin , (6.9)
L, L, L,
w(X,Y,Z) = 0.0. (6.10)

Here U, is the velocity at the core of the vortex, Ly, L,,L, are the dimensions of the domain and u,v,w
are the components of the velocity. For the species, a band of fuel is set at the centre at 300 K, the
rest of the domain is set to the oxidiser at 300 K. Equilibrium solutions are obtained for this mixture at
constant pressure and enthalpy from Cantera. The thermodynamic state and mixtures obtained from
the equilibrium solutions are then set as the initial condition. These fields are smoothed out using an
hyperbolic tangent equation given by Equation 6.14 [2]



56 6. Dynamic Adaptive Chemistry (DAC)

Ry =+/(x — 0.5L,)2. (6.11)

c¢(R. —R)
Yeu,(x) = Yep, (1 — @). (6.13)
Yo,(x) = . (6.14)

Where R is the half-width of the central band and c is the stiffness parameter, which defines the
intensity of the transition between the central band of fuel and the surrounding oxidiser.

The initial solution on the X centreline is shown in Figure 6.22
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Figure 6.22: Initial Solution at X centerline

Figures 6.24 show the temporal evolution of the TGV problem, the vortices stretch the initial flame
front which results in a mixing layer between the fresh gases and products. The central band is com-
posed of pure fuel and hence no reactions can take place until there is sufficient mixing between the
fuel central band and the surrounding oxidiser. Once the fuel and oxidiser are mixed combustion takes
place and products are formed. The case is transient and once the all the fuel gets burnt the reactions
stop this however, would need the simulation to be run for a longer time. Cases were run on 2400
processors for a period of 48 hours to advance around 2.5 ms in physical time. This time is considered
appropriate as most phenomenon of interest like turbulence, mixing, autoignition take place during this
time. Turbulence decays over time and so does the intensity of mixing, hence running the case longer
would not have resulted in more data of interest.
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Figure 6.24: TGV case temporal evolution at 0.5, 1, 1.5 and 2 ms respectively and is represented by the rows , - from left to
right temperature [K], Y - CH,, Y - OH, Degree of reduction (TDAC)

It can be observed from Figure 6.24 the TDAC method follows the flame kernel evolution and re-
duces chemistry accordingly, in the last steps most the domain is mixed and reactions take place
through out the domain, hence the degree of reduction is not significant. This is hardly the case in a
practical flame where the reactions are limited to a thin zone and most the domain is not reacting.

To get a more quantitative analysis of the performance and accuracy of the reduction strategies
scalars were integrated on lean, stichiometeric and rich iso-contours of the mixture fraction. This quan-
tity would represent how the scalars evolve over time through the various reduction methods. The
integration procedure can hide some differences as the quantities are essentially averages, to get
more data the profiles of the flames are compared at various time steps. Finally, to understand the
effect of the reduction methods on the heat release, the flame propagation velocity is compared among
the various methods. These quantities should provide insight on the mechanism and the performance
of the reduction methods.
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Figure 6.27: TGV case evolution at 0.28, 0.57, 0.85, 1.14, 1.42, 1.71 and 2 ms respectively and is represented by the rows -
From left to right temperature [K], Y - CO4, Y - OH, Y - CO, red - reference, blue - CODAC, black - TDAC

The propagation of the flame front is computed by defining a chemical progress variable using
Equation 6.2. Spatial gradient of the progress variable is computed and an iso-contour of the gradient
is obtained. The iso-value of the contour can be arbitrary as this is just used to define a propagating
surface, the average shift/displacement of the surface is computed by taking an integral over the surface
with respect to a predefined reference surface. Figure 6.28 shows the average speed of the iso-surface
in time obtained with the TDAC and the CODAC reduction strategy. The propagation velocity is a
function of the heat release which in turn is a function of the chemical reactions. As seen in Figure 6.28
that TDAC predicts the propagation speed accurately, the CODAC method however, follows the trend
closely but does not show the accuracy as obtained from TDAC method.
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Figure 6.28: Flame propagation velocity

Plotting the scalars - temperature and mass fractions of CO, CO, and OH at the X centreline of
the domain gives a more quantitative analysis of the solution obtained and the effect of the reduction
strategy on it. OH is a very fast reacting radical and hence is more difficult to capture as seen in
Figure 6.27. All the reduction methods show some degree of deviation from the actual solution. The
deviation is more pronounced in the CODAC rather than the TDAC method, showing that the error
function defined in CODAC fails to capture the evolution of OH.

To mitigate this OH could be added into the list of the correlation species definition for CODAC but
as mentioned earlier that OH evolves rapidly the error function would fail more often leading to higher
frequency of chemistry reduction making the CODAC method more expensive. Integrated scalars at
lean (¢ = 0.6) and rich (¢ = 2.0) iso-equivalence ratio lines are given in the appendix .5.

6.4. High Performance Computing (HPC)

The current work is focussed on implementing a finite rate solver with state of the art dynamic re-
duction methods in Alya. Alya is optimised to run in massively parallel computing systems hence it is
relevant to evaluate the performance of the code in the HPC framework. The following section presents
data/results of the computational performance of the finite rate implementation.

6.4.1. Parallel scaling
Parallel scaling is an important parameter to be considered when developing applications optimised
for HPC environments. An ideal scaling would be when the computational time reduces by the same
factor as the increase in the number of processors. Scaling for the finite rate solver was evaluated
in a swirling turbulent premixed case with 54 million cells solved with 2 step chemistry. The following
scalability was observed 6.29

As seen in Figure 6.29 ideal scaling is observed until the case is run on 3840 cores where the actual
curve slightly deviates from the ideal. This deviation is due the low number of fluid sub-domains per
processor which reduces the impact of parellisation due to the increase in MPI communication among
nodes. This could be mitigated by using the appropriate humber of processor or by having a node
shared memory to avoid this type of communication. Having said this the MPI internode communication
is very efficient especially on newer processors and rarely forms the bottle neck in the computation
process. The bottle-necks mainly comes due the highly non-uniform loads on the processors in the
chemistry integration step. The local thermodynamic state has a huge impact on time taken to integrate
chemical sources, this causes a high load imbalance in the processor where in some processors are
idle and are waiting for other processors to complete their computation. Dynamic load balancing (DLB)
can be used to make sure that the idle time of a processor is reduced by sharing the computational load
equally among all the processors present. Load imbalance can be visualised by a trace of the process
shown in Figure 6.30 which shows the operation being with respect to time. The trace was obtained
using HPC toolkit which provides an integrated set of tools like the trace computing and viewer which
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Figure 6.29: Parallel scaling of the finite rate solver

can be use to characterise a program on cluster systems.

Chemistry Integration

Figure 6.30: Trace - Finite rate chemistry

Each horizontal bar in Figure 6.30 represents a processor and on the x axis is the time take by a
specific operation. The coloured sections in this case represent useful duration. The useful duration
is defined as the time when the MPI's are executing a task. Each strip represents one time-step in the
computation, time taken by the integration of the source terms can be seen as the highly non-uniform
section between the strips. Significant part of the computational time is spent waiting for other proces-
sors to complete the task. The computational performance of such systems can be vastly improved by
introducing dynamic load balancing (DLB) algorithms. A DLB algorithm would redistribute resources in
run-time to ensure that the time spent by an processor between

Transport of the scalars, integration of the chemical source term and reducing the chemistry using
PFA were identified to be most computationally expensive process. Since the reduction is based on
eliminating reactions and not the number of species, the reduction strategy will have no effect on the
transport step, and hence will not be shown.

6.5. Computational performance

The accuracy of the reduction strategies were discussed in 6.2, the following section presents an anal-
ysis of the computational cost of the reduction methods. The cost was obtained by using the intrinsic
Fortran function called CPU_TIME, two instances of the function are called before and after the target
function and the computational time is obtained as the difference between them averaged over the run
of the entire simulation. Key procedures in any low Mach reacting flow simulation would include solu-
tion of Navier-Stokes, enthalpy equations and the chemistry. Computational costs were computed in
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the turbulent TGV case which represents most phenomenon found in practical simulations. Costs were
computed on a TGV case discretised with 32 points in x,y and z directions respectively. The following
table Table 6.1 shows the performance.

Table 6.1: Cpu cost analysis on the TGV case (323)

CASE Total | Chemistry/Total | Integration/Total | PFA/Total | PFA/Chemistry | PFA/Integration
Full 1.0 0.512 0.44160 - - -

DAC 1.27 | 0.746 0.398 0.221 0.375 0.706

CODAC 1.08 | 0.55 0.397 0.075 0.15 0.207

TDAC - Unfilled | 0.832 | 0.411 0.3036 0.0316 0.0663 0.086

TDAC -Filled 0.678 | 0.4474 0.2983 8.13e-05 | 0.000122 0.000183

Total - Total CPU cost (Navier-stokes + enthalpy + chemistry).
Chemistry - Chemistry cost (Integration + transport + reduction).
Integration - Chemistry integration.

PFA - Chemistry reduction through PFA.

To have a clear outlook and be able to draw relevant conclusions all computational times are nor-
malised with respect to the total time obtained by the reference full GRI 3.0 case. It was mentioned
earlier in section 6.1.1 that DAC method represents the upper threshold for the degree of reduction
that can be achieved, this reduction however comes at a very high cost for reduction. For the DAC
method PFA takes about 22 % of the total CPU cost, making the DAC method more expensive than the
reference case. Results show that the ratio between the cost of integration and the total cost is least
for the TDAC method, this is expected as expensive process of reduction is tabulated.

The CODAC method is more efficient that the DAC method in terms of the reduction. The cost of
reduction is around 7 % of the total time, this is due to the localisation of the reduction, which is defined
by the error function. Better and more suited definition of the error function would lead to improved
performance, moreover due to the transient nature of the case the reaction zone is always evolving.
This means the correlation between points in time is often not possible forcing the CODAC method to
reduced chemistry more often. The cost of TDAC is computed in two instances, (1) starting from an
empty table and, (2) when the table is almost filled with the reduced schemes. The cost of PFA in the
TDAC methods reduces steadily as the simulation progress, this happens until the table is filled with
reduced schemes that can obtained for all possible thermodynamic states. Once the table is filled the
cost of PFA is reduced to the cost of look-up which is trivial compared to the actual reduction process.
In terms of the overall computational cost TDAC is found to be around 17 % faster than the reference
case when the cost of filling up the table is taken into account. This cost then drops by around 32 %
of the reference case when the table is relatively filled with the reduced schemes. This improvement
in computational cost comes at a very minute or no compromise in accuracy as seen in section 6.2.



Conclusions and Recommendations

The following chapter draws and summarises relevant conclusions obtained through the study and
presents answers to the research questions mentioned in section 2.6

7.1. Conclusions

» A quantitative analysis of the accuracy, performance and computational costs of the DRGEP [20]
and the PFA [49] chemistry reduction methods is performed. The PFA method is more expensive
as it takes into account simultaneously occurring multiple generation reaction pathways, this is not
present in the DRGEP method. The cost of reduction through PFA was found to be on average
20 % higher than the DRGEP method for both the tested fuels. The accuracy of the method was
compared through an example of an autoignition delay case for N-heptane, where in the PFA
method with fewer species was able to predict the complex NTC region. The DRGEP method
however, was not able to capture this region even with more number of species. Methane is
a simple fuel and the reaction mechanism (GRI 3.0 [22]) is absent of complex simultaneously
occurring pathways, hence PFA and DRGEP produce similar reduced schemes. To have a more
robust implementation of the reduction PFA was chosen as the method for reduction due to its
accuracy which comes at a small increase in the computational cost.

A threshold applied to the relation matrix obtained from the reduction method is normalised with
respect to the local maximum value. The normalisation makes the definition of the threshold
applicable to all combustion regimes and levels of chemical reactivity. This prevents under/over
reduction of chemistry as the level of reduction is always scaled.

» The CODAC method relies completely on the definition of the correlation function which has to
be representative of the considered case. This adds an aspect of ad-hoc tuning to the reduction
procedure. Moreover, to capture radicals and fast reacting/moving species the correlation func-
tion must include these species, this would make the reductions more frequent and lead to higher
computational costs.

+ As the reduction only depends on the thermodynamic state of the mixture, similar mixtures would
yield the same reduced scheme. This means that if the mixture can be represented by a low
dimensional manifold, reduced schemes can be tabulated against the manifold. The expensive
process of reduction is then reduced to linear look-up for the reduced scheme based on the
manifold, the cost which is negligible as compared to the reduction, this forms basis of the TDAC
reduction strategy.

» The controlling variable or the manifold was chosen to be mixture fraction (from Bilger’s definition)
and a chemical progress variable shown Equation 6.2. These variables were shown to represent
the thermodynamic state in all of the combustion regimes the method was tested in. In pure
homogeneous auto-ignition delay problems the mixture fraction is fixed so the tabulation needs
to be done only against the progress variable. This raises an issue as the auto-ignition process
happens over a very short time and the change in the progress variable is step-like. To capture
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this region an additional variable in temperature is defined 6.3. The scaled temperature takes
into account the rapid changes in the auto-ignition zone and captures the process accurately.

Mixtures close to stichiometery are more sensitive to the degree of reduction, thus the distribution
of the table should be finer in this region to ensure that this behaviour is well captured. Linear
distributions would lead to sparse tabulation around sitchiometery reducing the accuracy of the
method.

Solutions obtained from the TDAC method were compared in static problems like laminar pre-
mixed, counter diffusion and partially premixed flames. TDAC was also tested in transient cases
like homogeneous auto-ignition, stratified flame propagation and a flame vortex interaction prob-
lem. Finally a 3D turbulent TGV case was computed to evaluate effect of turbulence on the
reduction method. These analyses provide fundamental understanding of the reduction method
in absence of sub-grid models which could smooth out the effect of the reduction procedure.
These problems represent all possible combustion regimes that can be encountered in practical
combustion problems. Validating the reduction method in all these test cases suggests that the
model would have similar performance in any multi-regime problem that it is applied to.

The TDAC method was compared with the same PFA threshold against DAC and CODAC which
are considered state of the art reduction methods. It is to be mentioned that the definition of
the correlation function for CODAC was adapted from literature, this function was formulated for
a laminar non-premixed case. For better results with the CODAC method, knowledge of the
chemistry of the problem can be used to define the error function, but this is not discussed in
the context of this study. TDAC replicated the results of the full GRI 3.0 in all the steady and
the unsteady cases. CODAC however, performed well in static cases but failed in some of the
non-homogeneous transient cases this is due to the poor definition of the error function.

The computational costs of the reduction strategies were compared in 6.5, its was found that
the TDAC method was 33 % faster than the reference case without any reduction. The cost of
chemistry reduction reduces as the solution progress and the table is filled with reduced schemes.
Once most of the table is filled the expensive process of chemistry reduction is reduced to look-up
of schemes.

In conclusion a new strategy for dynamic adaptive chemistry was proposed (TDAC) , formulated and

evaluated for performance and accuracy. It was found the tabulating reduced mechanisms on-the-fly
against controlling variables proved to be good strategy to mitigate the expensive process of chemistry
reduction. TDAC was found to be around 33 % faster than the reference solution, this speed up was
achieved while maintaining accuracy.

7.2. Recommendations
The following section outlines scope for future studies

» Cantera uses a pure implicit solver which solves the system of stiff equations using an implicit

Euler backward differentiation(BDF) for time marching and a Newton solver for the non-linear
problem. The Newton solver computes a Jacobian and this is treated by default as dense. This
is done to make sure that the integration of the chemical sources is robust and any arbitrary
time-step should yield physical results. Reduction in this study is done by reducing the number
of reactions this would not change the size of the Jacobian as the size depends on the number
of species, which are constant. However, the reduction method reduces the overall stiffness of
the system, a reduced mechanism would lead to a less dense Jacobian but since the Jacobian
is always treated as dense the effect of reduction is not strictly proportional to the number of
reactions. The effect of the reduction could be increased by using a semi-implicit solver which
would treat the Jacobian to be sparse. ODEPIM a semi-implicit solver was found to be 40 times
faster than the pure implicit solver used in Cantera [56]. The only sacrifice would be in-terms of
the robustness of the solver as large time-steps could lead to unphysical solutions hence care
must be taken to limit the time-step size when using a semi-implicit solver.
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» The effect of static a priori chemistry reduction on complex fuels like N-heptane were studied. The
study did not consider N-heptane as a test fuel to validate the DAC implementations, this was due
to time and CPU limitations. Further studies can be done with complex fuels like N-heptane and
N-Dodecane to check the accuracy of the DAC methods. Changes would have to be made in the
CODAC implementation as the error function is specific to the case and the fuel. Conversely, the
TDAC method which is based on global parameters could be used without any changes.

» As mentioned earlier, that the reduction is done in terms of the number of reactions and not
species, turning-off all reactions involving a particular species would mean that the chemistry
of the particular species is considered frozen. This would open the possibility of reducing the
cost of the transport step of the solver. The transport of the species forms the second major
expense in finite rate simulations and this can be reduced by lumping/grouping frozen species
and transporting them together. This would reduce the number of transport equations that are to
be solved and result in higher efficiency.

» The time taken for the integration of the chemical source terms is strongly dependent on the
state of the mixture, this leads to a load imbalance in the computation shown in Figure 6.30. This
means that certain processors spend a significant amount of time idle waiting for other processors
to complete the task. Hence Dynamic Load Balance (DLB) techniques could be implemented to
share computational resources to increase the overall computational efficiency.

* It can be concluded that mixture fraction in addition to a chemical progress variable are able to
represent the thermodynamic state of the mixture. The tabulation strategy can be extended to
include the integrated chemical sources of minor species which are tabulated based on canonical
flame configurations. The most common choice is the 1D laminar premixed flame where in the
minor species can be tabulated based on the controlling variables. Similar approaches were
presented in [45], this was however, done in context of using the flamelet model for combustion.
Extension of this to the finite rate model with the TDAC reduction should result in substantial
reduction in the computational costs.
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1. Methane reduced schemes
Refer section 5.1.1

| Number of Species | Species

|

31

CH2(S), CH30H, HCNN, CH20, CO, N2, CH30, H202, NNH, 02, CH2, CH3, CH4,
HO2, CH, N20, H, O, N, CH20H, C2H6, CH3CHO, C2H4, HCN, HCO, CO2, OH,
H2, NO, H20, C2H5

19

CO, H202, OH, H2, CH2(S), H20, O, CH30H, C2H6, CH2, CH3, HO2, H, CH20,
CH4, N2, CH30, 02

14

CO2, OH, H2, CH2(S), H20, O, CH2,
CH3, HO2, H, CH20, CH4, N2, 02

.2. Opposite counter flow diffusion
Refer section 5.1.1
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.3. Opposite counter flow partially premixed flames
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Figure 2: Partially premixed flames - case 1
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.3.2. case 2
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.
4. Flame Vortex Interaction (FVI)
Refer section 6.3
1580 000012 1680 00004
1570 K- toa0 | 00052
1560 oot 1620 / 0.003 \
= 1550 86-05 - = 1600 f 0.0028 \
2 s -\\ = s } ~ o002 |
T Q ¢ k] - Q
" § we b o] e S
E \ E l 3 00022
1520 4e-05 = 1540 ! 3 0002
1510 Full Gri u - 3 1520 Full Gri —+— 7] 0.0018
1500 CODAG X~ e Yrr*“ cobAg x| 1500 COBAG X~ 00016
TDAC & TDAC & TDAC --B
1490 L 0 L 1480 L 0.0014
0 006 005 5005 2005 0 5008 o5 1ee0s | 2005 o 5006 =3 et 2005 0 5006 Toos 18005 2005
Time [s] Time [s] Time [s] Time [s]
000016 00855 4 — 00012 _— 0128
000015 o085 =, e~ o1
00845 W o001 C9A8
0.00014 ”\l 0124
0.00013 0084 W 0.0008
= 000012 T 00835 = \ = 0.122
3 g oom 3 00006 g ow
> oooom > 00825 > \ >
0118
0.00010 0082 \ 0.0004 -
0.00009 0.0815 i lK ex XX 0.116
0.0002 T o > 0114
0081 "*n - N
0.00007 L 0.0805 [ 0.112
5008 Te0s 15605 2005 0 5008 Te0s 0 5006 Te0s 15605 2005 0 5008 Te0s
Tire s Tie s Time s Time 5
(a) FVI - integrated scalars on iso ¢p = 0.6 line (b) FVI - integrated scalars on iso ¢ = 2 line
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.5. Taylor Green Vortex (TGV)

Refer section 6.3
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Figure 5: TGV - Taylor-Green Vortex
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