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Abstract

Mimetic discretisation techniques are a growing field in computational physics research. Among these tech-
niques, the recently developed mimetic spectral element method allows for exact discretisation of metric in-
dependent relations. This has been proven numerically in various mixed formulations, for instance the mixed
velocity-vorticity-pressure formulation for Stokes flow, where mass conservation was point-wise strongly
satisfied by the solution in the computational domain. Another example is the mixed stress-displacement
formulation for the linear elasticity equations, where the balance law of linear momentum was point-wise
strongly satisfied as well. A recent extension to a hybrid method leads to additional attractive features, such
as the ability to decompose a large part of the computation of the solution into smaller problems. The aim of
the research is to find a formulation for linear elasticity that is hybridisable while strongly satisfying conserva-
tion of linear and angular momentum as well, where the combination of linear momentum conservation and
symmetry of the stress tensor is equivalent to angular momentum conservation. The proposed formulation
has a mixed basis of both primal and algebraic dual nodal and edge basis functions. It fulfils the requirements
as it is shown to be hybridisable, to satisfy point-wise linear momentum, and the discrete representation of
the stress tensor is point-wise symmetric, hence angular momentum conservation is point-wise satisfied as
well. The thesis furthermore functions as an overview of the method applied to elliptic problems, showing
the results for previous formulations, and as a starting point for the next steps towards applying the method
to fluids. A first step is proposed on extending the new formulation to a Stokes flow formulation with the
stress as primary unknown, aimed at satisfying both linear and angular momentum conservation as well as
mass conservation.
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1
Introduction

The use of numerical simulation in engineering and research has been steadily increasing due to the devel-
opments in the computational power of computers [64]. The scope and complexity of these simulations has
been increasing as well, ranging from coupling models from various disciplines to simulations using complex
geometries or designs. Nowadays, these numerical simulations are used in many disciplines alongside exper-
imental simulation, motivated by the decreased costs and time required to perform them. The importance
of the accuracy and physical correctness of the results is therefore increasing as well, since designs and risk-
assessments or decisions are increasingly dependent on these simulations. In recent years, there has been an
increasing focus on developing discretisation techniques that are physics-compatible, symmetry-conserving,
or mimetic [4, 33, 59]. These techniques take into account the geometric content of the equations describing
physics in the process of converting a physical problem into a solvable system of equations. Moreover, the
computed quantities are more connected to the geometry, as they not only represent values in points, but
also integrated values over lines, surfaces, and volumes. In doing so, the intention is to mimic the relations
between the considered discrete quantities and the mathematical relations as close as possible [33], to ulti-
mately improve the accuracy and physical correctness of the results. The mimetic spectral element method
[46] is one of the various methods that have been developed recently to achieve this goal.

1.1. Motivation
The main motivation for employing mimetic methods arises from the consequences of the limited extent to
which conventional methods address the geometric content of the problem. Take for instance the simplest
continuum mechanics problem, the problem of linear elasticity. Three mathematical relations describe the
problem,

∇· σ + f = 0, (1.1)

σ = σT , (1.2)

∇u = 1

2

(∇u+ (∇u)T )+ 1

2

(∇u− (∇u)T )= ε − W. (1.3)

The first equation is the linear momentum balance equation, also called the equilibrium equation, stating
that the divergence of the stress tensor σ is equal to the body force f. The second equation states that the

stress tensor is symmetric. The third equation shows the compatibility relation between the strains and the
displacements u. These three equations describe the relation between displacements and strains on the one
hand, and stresses and forces on the other hand. They can be considered as exact truth, completely known
or topological, independent of the specific problem at hand.

One additional equation is required to relate the stresses to the strains,

C σ = ε , (1.4)

which is the constitutive relation or stress-strain relation, with C the compliance tensor and ε the strain

tensor. In contrast, this physical relation linking the stresses to the strains represents an idealised model, a

1



2 1. Introduction

generalisation of the real material, which depends on metric. The model may not be general but only valid
for certain situations. Furthermore, the body forces may not be known exactly but come from measurements,
and similarly, the boundary conditions may only be approximated.

When considering a numerical method to obtain a solution to these equations, it would be desirable that
the only errors made arise from the uncertainty in the constitutive relation and inputs to the equations, since
the other relations are known beforehand. Also, it would be best to solve the equations separate from each
other, such that the constitutive relations stay separate from metric independent relations as well. However,
this is not ensured from the outset by methods widely used for the discretisation of partial differential equa-
tions which arise in continuum mechanics problems [7]. Three of such methods are the finite difference,
finite volume and finite element method, which differ mainly in their starting formulation but have central
themes in common. These methods are considered here in particular because most of computational physics
research and engineering is based on them [7], although there are of course many other methods not men-
tioned here. A brief general overview of these methods, in light of the framework at hand, now follows.

A finite difference method starts from the continuous partial differential equations. The derivatives are
approximated directly using a local stencil, most conveniently on a structured mesh. Examples of stencils of-
ten used for one-dimensional problems are the upwind, downwind, and central difference schemes. Similar
stencils for higher dimensional derivatives exist. The truncation error introduced for a particular stencil can
be analysed with Taylor expansions, such that the choice of stencil determines the rate at which the trunca-
tion error decreases when the mesh is refined. Thus, the relations from vector calculus exactly known in the
continuous formulation are represented by an approximated relation locally, which should converge to the
continuous relation as the mesh is refined. In addition to the error introduced by the model and input, an
error is made in representing the exact relations.

Alternatively, when considering the natural integral form of a partial differential equation directly, a finite
volume method can be constructed, where the degrees of freedom are represented by volume averages at
some chosen centre location in the cells, inducing fluxes between cells. The fluxes can be computed by means
of numerical interpolation, based on the defined location of the centres of the cells. This has the advantage
of approximating the divergence theorem more naturally, as the sum of the fluxes should be equal to the
change in the volume. This indicates that the choice of degrees of freedom influences the way the equations
are translated into a discrete setting, yet still errors are made in representing exact relations. For instance,
the constitutive law may be inserted into the balance equations, such that the quantities solved for are field
quantities like velocity, mixing the errors in the process. In addition, the computation of fluxes may introduce
additional errors.

Finally, the finite element method is based on rewriting the equations using the Galerkin method in a
weak form with test functions. In some cases, the weak form can be derived from an appropriately chosen
Lagrangian functional. The trial and test functions are expanded using an appropriately chosen set of basis
functions which have compact support, i.e. they are only non-zero locally (within the elements). The cor-
responding weights of these basis functions are the degrees of freedom, and together with the selected basis
represent the solution. This method is easily applicable for both structured and unstructured meshes, hence
it allows for mesh flexibility and thus handling complex geometries. Instead of taking local basis functions, in
spectral methods one takes a basis that spans the full domain, trading mesh flexibility again for accuracy. The
mimetic spectral element method is closely related to this method, but with emphasis on a choice of basis
with geometric considerations in mind.

Some observations can be made with regard to the common use of these methods. First, the quantities
of interest are more or less disconnected from the geometry [33]. The methods alone provide no guiding
structure on the representation of computed variables. For example, arbitrary basis functions can be selected
in the finite element method. The choice of how to represent the computed variables may however largely
determine the performance [6]. A prime example of geometric consideration aiding stability is the staggered
scheme in finite difference methods for fluid flows, in which the pressure and velocity are taken at different
locations in a checkerboard formation ensuring a stable scheme [6]. Furthermore, it is known that stability
issues such as non-physical modes arise when the discrete operators do not possess the same properties as
the continuous operators they mimic [59].

In addition, the methods provide no clear separation between topological and metric aspects. As shown
in the example of linear elasticity, the uncertainty in the continuous equations is clearly localised in the con-
stitutive model and inputs. If this is not taken into account when discretising the equations, also no clear
separation exists between the error contribution of modelling, discretisation, and stability error [40]. By con-
trast, the underlying geometrical description on which the mimetic methods are based, allows to separate
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clearly which relations are topological or exact, and which relations depend on metric [6].

The most important consideration when dealing with problems in physics, e.g. continuum mechanics as
considered in this work, is that the solution should capture the physics of the problem as well as possible. In
other terms, fundamental laws such as the balance law of linear momentum seen in the example of linear
elasticity or conservation of mass should always hold. When solving mathematical problems numerically,
like the Poisson problem, the quality of the solution from the numerical method is usually assessed in terms
of accuracy, stability, and consistency: An appropriately chosen method should be stable and consistent to
converge to the right solution. However, while the method may still be convergent when applied directly to
continuum mechanics problems, the fundamental laws are usually only weakly satisfied. In order to satisfy
these laws strongly, an explicit constraint needs to be posed on the solution, separate from the constitutive
law.

If the conservation laws are only weakly satisfied, fine meshes and thus more expensive simulations are
in turn needed for a physical simulation. In fluid dynamics for example, conservation of mass is given by the
continuity equation, which is one of the key concepts. When using the conventional numerical methods, this
means that in case the mesh is not refined enough, mass conservation is not satisfied. In the example for lin-
ear elasticity, the force equilibrium may not hold locally [21, p. 3]. The results may then be non-physical with-
out a clear indication from error analysis of the numerical implementation of the mathematical formulation
alone. It is out of the question that extreme caution is needed when judging this to prevent that non-physical
results are used [58].

To overcome the mentioned limitations, it is therefore considered important to reconsider the translation
between the equations and their discrete representation. This is the true aim of the mimetic discretisation
methods, to conserve as much as possible of the symmetry, and physical and geometrical structures in the
translation of a continuous physical problem to a discrete formulation [46, p. 5]. By following this guiding
framework, the correct steps to arrive at a physical discrete representation can be taken, which gives a clearer
view on the limitations of this discrete representation as well.

1.2. Thesis outline
The aim of this research is to document the steps taken in the search for a formulation using the mimetic
spectral element method, with an implementation based on linear elasticity, that can be extended to fluid
problems such as Stokes flow. Such a formulation would be the first step towards solving the Navier-Stokes
equations with desirable conservation properties that this method will be shown to have. The first steps to be
taken in this direction are in the application of the mimetic spectral element method to linear elasticity and
Stokes flow. The main question that will be answered is:

“Is it possible to find a formulation for the mimetic spectral element method applied to the linear elas-
ticity problem, that is hybridisable and strongly conserves both linear momentum and angular momen-
tum?”

The steps in the process of answering this question form the road map of this thesis. Several questions
accompany these steps. The first question is, who have built the framework for the method to be derived,
and which works are relevant to understand the reasoning behind using it? Then, what are the prerequisites
for the implementation of the mimetic spectral element method? Furthermore, which problems have been
considered already using this method until now, and what has been found? When can a formulation be
hybridised? And, what are the considerations for the choice of solution representation in applying the method
to continuum mechanics problems, keeping conservation properties in mind? In each part of this thesis, the
answer to these questions is found. In Fig. 1.1, an overview of the parts in the thesis is shown.

This thesis starts with explaining the line of thinking that allows to eventually exploit the concepts from
exterior calculus and algebraic topology in the construction of a mimetic discretisation method such as the
mimetic spectral element method. This is done through presenting the main works studied and their find-
ings. These concepts are described in Chapter 2. The discrete analogs to these concepts that lead to the
mimetic spectral element method are studied conceptually here as well, and a brief overview of works in this
field employing these concepts is given. The current state of application of these ideas using the method at
hand is introduced. Finally, an elaboration is given on the relation between the recently developed hybrid
method to other discontinuous methods.

Then, in Chapter 3, a summary of mathematical ingredients necessary to implement the mimetic spectral
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Figure 1.1: Road map of the thesis.

element method is given. It serves as an introduction to the most relevant basics of the method. Furthermore,
other mathematical topics such as mappings, problem formulation in Lagrangian form, and error norms will
be shortly elaborated on. The mixed formulations that are considered in this thesis comprise the Poisson
equation, the Stokes Flow equations with vorticity introduced explicitly, and the linear elasticity equations.
They are derived in Chapter 4, Chapter 5 and Chapter 6, respectively. A proposed new formulation is pre-
sented with initial results in Chapter 7, and it is extended to fluids in Chapter 8. The basic build-up of these
chapters is motivated as follows.

First, the basics of the mimetic spectral element method have to be understood in more detail. This is
done by reproduction of results for a basic problem, solving the Poisson problem. In this way, the general
workings and implementation have been studied. Two test cases (the manufactured solution and L-shaped
domain) then verify that the method is implemented correctly and converges as expected for both smooth
and non-smooth solutions. Next, to reproduce the results for comparison of formulations later on, the prob-
lem of Stokes flow in the velocity-vorticity-pressure formulation, [47], has been implemented and tested on
two test cases, verifying again that the implementation is correct. An additional test case was also performed,
which showed new results for this formulation to be compared with other methods. The implementation
of the problem of linear elasticity in a recent formulation was the last step in the process of verifying the
method. At the start of this work, this formulation was still in development. The formulation is compara-
ble to the existing documented formulation in [53], but it differs in the sense that the symmetry of the stress
tensor is imposed by the constraint of angular momentum conservation instead. In the existing formula-
tion, symmetry of the shear stresses was imposed. Therefore, this formulation is considered, documented,
and examined in this work to provide a full overview. The new formulation for linear elasticity uses the sym-
metry constraint, but with a different use of basis. The conservation properties of this new method will be
shown. Furthermore, it is shown that this new formulation is compatible with the hybrid method that will
be discussed in Section 2.3.4, answering the research question at hand. Finally, a first attempt to extend the
new formulation to fluids is taken. The constitutive law changes, and mass conservation is added as an extra
constraint on the minimisation. It will be shown that also this formulation is hybridisable.

For these chapters, the results and error analysis of each of these formulations are presented separately
in each chapter. To compare and verify the results, several test problems are considered. The problems for
which analytic solutions are available aid in the verification of the method, and are necessary for evaluating
the (predicted) error norms for convergence testing. The error convergence is studied in detail, while the
conditions for point-wise conservation of mass, linear momentum, and angular momentum are elaborated
on. The thesis ends with the conclusions drawn on the research question and formulations, and recommen-
dations for directions in continuing the work on this method.
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Literature Survey

This chapter is mainly based on overviews written on the reasons for the application of concepts from exterior
calculus and algebraic topology to physics. The start and initial development of the mimetic discretisation
methods is described and motivated. Furthermore, the application of algebraic topology to extend this to the
discrete setting is discussed. Insights on operations on the differential forms from exterior calculus then lead
to the ingredients for a mimetic discretisation. These are explained as they are implemented in the mimetic
spectral element method. This method is further elaborated on through examples of recent applications.
Some considerations and possibilities in the formulation of the Stokes flow and linear elasticity problems
follow, and the survey is concluded with a short discussion on the development of the hybrid method.

2.1. Pioneers and development
The methods for mimetic discretisation are based on the framework of describing physics by means of no-
tions from exterior calculus. The first work in this framework was performed by Tonti [68], and Dodziuk [26],
and in recent years the concepts have been explored theoretically and motivated by Bossavit [11, 66], Mat-
tiussi [51], Bochev & Hyman [7], Hiptmair [40], Robidoux & Steinberg [63], and the different implementations
of mimetic discretisation by Perot & Zusi [59], Arnold, Falk & Winther [4, 5], Lipnikov, Manzini & Shashkov
[49] and Brezzi & Buffa [14], Palha, Kreeft & Gerritsma [32, 47], amongst others.

Some of the first mathematicians to explore exterior calculus were Grassmann (exterior or Grassmann
algebra), Poincaré (homology and duality), and Cartan (differential geometry). The concept of using exterior
calculus to describe physics is certainly not new. Establishing this connection was for example explored early
by Flanders [30].

In the theory of exterior calculus, relations between differential forms are studied, which are in essence
field quantities associated to geometry, allowing for a geometric description of physics. Describing physics in
terms of these differential forms can be argued to be advantageous over using vector or tensor calculus, which
will be explained in this section. Additionally, through algebraic topology, the concepts of exterior calculus
can be translated naturally into a discrete method [7].

This section contains the main findings of the first development in this line of thinking. It starts with
a brief summary of the reasoning behind introducing an alternative to the normal vector calculus given in
[70], followed by a brief introduction on the use of differential forms, an overview on the construction of a De
Rham complex, and finally the link to discrete methods through algebraic topology.

2.1.1. Relating physics to geometry
In the differential formulation of a problem (e.g. a partial differential equation) an exact solution to the prob-
lem is possible in specific cases in the form of an analytic solution. This concept arises from the use of the
mathematical notion of a limit. When dealing with reality and real problems, the solutions from numerical
computations are only approximate and within some set tolerance. It is not possible to measure with perfect
accuracy, let alone end up with an exact real number as is the case when taking a mathematical limit. There
is thus a separation between physically relevant and mathematical solutions.

In this view, Tonti [70] gives a list of useful notions for this new starting point for computational physics.
Of these, the classification of variables through the association to geometry, as well as the notion of cell com-
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plexes and orientation and the association of variables to these, and a reformulation of a physical problem
are highlighted here.

The quantities that are measured in experiments are domain variables, values assigned to geometry, such
as displacement to points, force to surfaces or volumes, mass to volumes, etc. The necessary quantities for
describing a system in differential formulation are field values, like density, velocity, or pressure. However,
these are not directly measurable, but are a mathematical abstraction, arising only from a limiting process,
something that is not possible with the approximate measurements. It is therefore argued better to work with
the discrete quantities from the start, and use the geometrical and topological relations between them.

As explained, the global domain variables are assigned to geometry in the form of integral quantities. Fur-
thermore, a distinction should be made between source and configuration variables. The source variables,
such as forces, affect the configuration variables, such as velocity fields, introducing the need of a constitutive
law, for example using an empirically determined constant. The relation between source variables and con-
figuration variables is not topological and can only be represented by introducing metric [33]. The relations
between source variables and between configuration variables is metric free.

In [68], one of the first comparisons is made of different physical theories that seem to have similar math-
ematical structure. The comparable quantities for computation, which are given different names in various
applications such as fluid flow or electromagnetism, can be attributed to two different sets of geometry or
cell complexes. These sets are called the primal and dual complex [70]. The positioning of various quantities
(the domain and configuration variables) on the geometric components of a complex is called a classification
diagram (or Tonti diagram). The addition of physical constitutive laws to a classification diagram is called a
factorisation diagram [51]. The diagrams for numerous physics disciplines have been worked out in [69],
and play an important role in capturing the symmetries of a physical system. Using these as guideline, the
topological relations can be seen separate from the metric dependent, constitutive relations, which is of great
advantage when the relations are considered at the discrete level.

The orientation of the complexes the variables are associated with plays an important role in the classi-
fication of the physical variables [70]. It is important to distinguish between two types of orientation, inner
orientation and outer orientation. In Fig. 2.1, the orientation for objects in a two-dimensional domain is de-
picted. The two types of orientation are assigned to a primal and dual cell complex. Note that the names
primal and dual are assigned arbitrarily, and apart from distinguishing between the two complexes, there is
no predefined order. It can be seen that the inner orientation concerns the direction within or along geomet-
ric objects, while the outer orientation concerns directions through and around these objects.

(outer oriented)

(inner oriented)

	

	

Figure 2.1: Inner and outer orientation of geometric objects in R2.

In three dimensions, there is a difference between vectors associated to lines such as circulation and vec-
tors associated to surfaces such as fluxes, and between values in points such as temperature or displacement
or density and values that represent a volume total such as energy or mass [59]. An argument from fluid me-
chanics for using the notions of orientation and cell complexes is the description of velocity. The velocity
can be seen in inner orientation as the circulation, the integral of the velocity along a line. Alternatively, the
velocity is found in an outer orientation as the flux, the integrated velocity through a surface. Considering
orientation provides a tool to find the correct interpretations of a physical quantity.

This is important, because in this example, different quantities are related to the inner and outer oriented
velocity. In the first, the rotation or vorticity, the curl of the velocity, should be taken as the total circulation
(the inner oriented velocity) in a plane in the inner orientation, and represented by an integral quantity over a
plane. The divergence of the velocity is taken in the outer orientation as the total flux in and out of a volume,
but again represented by an integral quantity over a volume, which could be the mass flux. Note that it is
possible to represent displacement or velocity as vector-valued quantities in points as well if stress is the
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primary unknown, which will be done in Chapter 6.

2.1.2. Using differential forms to describe physics
Central to the mimetic discretisation framework is the relation between physical quantities and the geometric
objects. By using the language of differential forms that exterior calculus provides, a clear distinction between
physical quantities can be made from the geometry they are associated to, something which is not always the
case for conventional vector calculus notation. Instead of considering point-wise quantities alone, quantities
called differential forms can be used to represent physical quantities. Distinctions between the quantities
that live on the two cell complexes in terms of orientation can be made in the language of differential forms
easily as well. In this section, a short overview on differential forms is given that serves as a brief introduction,
other more elaborate introductions to the topic with mimetic discretisation in mind can for instance be found
in [6], [33], and [57].

What are these forms conceptually? Flanders introduces forms as "the things which occur under integral
signs" [30, p. 1], while Hiptmair describes them more concretely as "mappings assigning values to oriented
manifolds of different dimensions" [40, p. 266]. A manifold is the most general description of space in n di-
mensions, where Euclidean space is the most familiar particular case [31, p. 3]. The reason differential forms
are associated to manifolds instead of Euclidean space is that in the definition of manifolds, there is no metric
involved [31, p. 18]. Hence, the relations between forms are metric-independent. In some sense comparable
to a vector field, a form does not represent a single component of geometry, but rather all components with
the same dimension, e.g. points, lines, surfaces, etc. [57]. So in the description of a form, the functions asso-
ciated to the geometric basis are called vector proxies, which are the only part normally considered in vector
calculus [33].

It is important to distinguish between exterior forms and differential forms. Exterior k-forms are k-linear
and anti-symmetric mappings from k-dimensional space (vectors) to the space of real numbers [6]. This as-
signs a value or proxy to the object spanned by the vectors. Next to addition and subtraction, multiplication
of exterior forms is possible through the exterior product to create forms up to k ≤ n. Exterior forms repre-
sent components of geometry spanned by vectors in Euclidean space. Differential forms are an application
of these exterior forms to more general differentiable manifolds through the definition of the tangent vector.
That means that the differential forms inherit the properties of exterior forms, including the exterior prod-
uct, while introducing the operations of differentiation and integration. The differential form possesses an
exterior form part, that transforms combinations of tangent vectors to values, and a proxy part that applies a
spatially varying modification of the value [6].

A brief summary of the description of differential forms as explained in [57] follows, the notation used
here is the same. By definition, any vector v in a vector space V located on a point p in a manifold M can
be expanded using a basis of linear independent basis vectors from a vector space. A tangent vector is the
derivative at p on a curve through p in M. For an n-dimensional manifold, a basis of n tangent vectors is
associated to n curves through this point, which form the tangent space TpM, which is a linear vector space.
A tangent bundle T M is the collection of tangent spaces TpM at all points p in M.

Then, given any linear vector space V , a dual vector space V ′ can be associated to it. This dual space
contains co-vectors α ∈V ′, linear functionals acting on the vectors v ∈V . These are the exterior forms, acting
on the basis vectors. Co-vectors can be formulated in the dual space of the tangent space in a similar way as
done for the vector space V , since the tangent space TpM is always a linear vector space. This is then called
the cotangent space, T ∗

p M. The collection of cotangent spaces of all points is called a cotangent bundle. A
section of this cotangent bundle is a differentiable 1-form or basic 1-form [57], denoted in this report by dx
and dy in R2.

A form that is differential and given for every point in M is called a k-form on M [6], where k is the di-
mension of the associated geometry. The k-forms are anti-symmetric tensors. To construct them, the wedge
product that acts on basic 1-forms is needed. The space of k-forms in Ω is denoted by Λ(k)(Ω). For example,
the wedge product of two basic 1-forms creates a differential 2-form. In n dimensions, there are therefore
(n +1) different differential forms possible.

Multiplication of basis forms through the exterior product or wedge product is thus needed to construct
differential k-forms [33]. The multiplication of forms in the same space is possible through this wedge prod-
uct ∧, a mapping that takes two forms and produces another form, where [33]

∧ :Λ(k)(Ω)×Λ(l )(Ω) −→Λ(k+l )(Ω).

This operation is metric independent in case it is performed on forms on the same oriented manifold. The ex-
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terior product is skew-symmetric, which means that it changes sign if the order changes and is zero whenever
two components are equal, i.e. acting on the basis forms [33],

dx ∧dx =−dx ∧dx = 0,

dx ∧dy =−dy ∧dx.

Note that it is common to write shorthand, dxdy = dx ∧dy . The wedge product is furthermore multilinear,
distributive, and associative [30, p. 9], thus the second relation follows directly from the first relation, as

0 = (
dx ∧dy

)∧ (
dx ∧dy

)= dx ∧dx +dx ∧dy +dy ∧dx +dy ∧dy = dx ∧dy +dy ∧dx.

As this work only considers two-dimensions, in R2, inner oriented k-forms are denoted [33], for k = 0,1,2
respectively, with the basis forms dx and dy , as

α′(0) = a(x, y),

β′(1) = b1(x, y)dx +b2(x, y)dy,

γ′(2) = c(x, y)dx ∧dy.

The prime denotes that the space of inner oriented forms is considered to be the dual space here, this will be
clarified later in Section 2.1.3. The functions of (x, y) are called vector proxies, since these are usually used
only in vector calculus for representing physical quantities. The connection to the geometry is clear when
integrating these forms, showing the concept of duality pairing. The integration of the forms is done over a
series of points P , a line L or a surface S , and denoted by [33]∫

P
α′(0) =∑

P
a = 〈α′(0),P〉 ,∫

L
β′(1) =

∫
L

b1(x, y)dx +b2(x, y)dy = 〈β′(1),L〉 ,∫
S
γ′(2) =

∫
S

c(x, y)dx ∧dy = 〈γ′(2),S〉 .

2.1.3. The De Rham complex
Now, it will be shown that differential forms can be related with the theory from Tonti, where orientation and
complexes are used to structure the physical quantities. The differentiation of forms allows to construct a
De Rham complex that depicts the topological relations between physical quantities of the same orientation.
With the introduction of the Hodge operator, the quantities of inner and outer orientation of different De
Rham complexes can be related as well, though this relation is always metric dependent.

The differentiation of forms is possible through the exterior derivative. The exterior derivative applied to
forms in Rn maps forms as [33]

d :Λ(k)(Ω) −→Λ(k+1)(Ω), k < n.

It acts as the gradient, curl, and divergence operator depending on the form it is applied to, as it arises from
the duality pairing of a form on a boundary and its derivative in the enclosed manifold by this boundary [57],∫

Mk+1

dλ(k) =
∫
∂Mk+1

λ(k).

This pairing is formalised in the (Generalised) Stokes Theorem [33], also introduced in [30, p. 2] as the general
Stokes’ formula. The generalised Stokes theorem equivalently links the exterior derivative to the geometry
through duality pairing by [33, 57]

〈dλ(k),Ω〉 = 〈λ(k),∂Ω〉 .

It thus combines the well-known Newton-Leibniz or Gradient theorem, Gauss’ or Divergence theorem, and
the Kelvin-Stokes or Curl theorem into a unified theorem [47]. The exterior product is furthermore metric
independent and nilpotent [57], for any differential formα(k), ddα(k) = 0, which depending on the differential
form can mean ∇·∇×a = 0 or ∇×∇a = 0, which are the well-known identities from vector calculus.
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For the previously introduced inner-oriented forms in Section 2.1.2,

dα′(0) = ∂a

∂x
dx + ∂a

∂y
dy,

dβ′(1) =
(
∂b2

∂x
− ∂b1

∂y

)
dxdy,

dγ′(2) = 0.

The exterior derivative acts on forms in the same way the gradient, curl, and divergence operators act on
scalars, vectors and pseudo-vectors. Applying the exterior derivative to the n-form leads to the null-space.
Differential forms on a single cell complex are thus related topologically through the exterior derivative oper-
ator.

The differential forms are associated to the geometric components of the two complexes with the two
type of orientation. Forms on both complexes can be related through the Hodge operator, which represents a
constitutive law of physics [69]. This operator is approximate and metric dependent. It is the conversion by
a Hodge operator between the primal and dual that introduces the metric part (and therefore approximation
or discretisation error) of the equations. The Hodge-? operator maps k-forms onto n −k-forms [33],

? :Λ′(k) −→Λ(n−k).

Here, the prime on the first form denotes that it is in the dual space of the latter form. Since there is no pre-
defined order in the spaces, in the formulations discussed in Chapter 4, Chapter 5 and Chapter 6 the outer
oriented space is taken as the primal space, hence a prime denotes an inner oriented variable. A full definition
for the Hodge operator is given in [67, p. 436], where it is defined using the exterior product. The most
relevant result is that this operator can be applied to the basis forms, such that in R2, ? dx = dy , ? dy =−dx,
? dxdy = 1, and ? 1 = dxdy . The inner oriented forms can now be associated to the outer oriented forms,
with

?α′(0) = a(x, y)dxdy =α(n) =α(2),

?β′(1) = b1(x, y)dy −b2(x, y)dx =β(n−1) =β(1),

? γ′(2) = c(x, y) = γ(n−2) = γ(0).

It is thus possible to describe a vector proxy in terms of forms of different order and orientation [40]. This is
also clear in the example from fluid dynamics, where the velocity can be associated to both 1-forms (inner-
oriented circulation) and (n−1)-forms (outer-oriented flux). Starting from points, one can draw up a De Rham
complex, see Fig. 2.2 for two De Rham complexes, one for each orientation. It shows the relation between
points and lines, and lines and surfaces through the same exterior derivative operator [66]. The double De
Rham complex then summarises the actions of both the exterior derivative and Hodge operators. As the

R Λ(0) Λ(1) Λ(2) 0

0 Λ′(2)
Λ′(1)

Λ′(0) R

(outer oriented)

(inner oriented)

d
(curl)

d
(div)

d

d d
(grad)

d
(curl)

? ? ?

Figure 2.2: Double De Rham complex summarising the forms and operators in R2 [33].

complex changes in terms of relations for R3, since then volumes are added, Fig. 2.3 is shown that depicts this
as well. Here, the full sequence (gradient, curl, divergence) is observed for both orientations.

2.1.4. Combining ideas from exterior calculus to algebraic topology
The insights of Tonti are combined with the introduced differential forms in Bossavit’s Japanese papers (for
instance [12]) in the context of electromagnetism, where it is introduced as a network of first order differential
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R Λ(0) Λ(1) Λ(2) Λ(3) 0
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d
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d
(curl)

d
(div)

d

d d
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d
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d
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Figure 2.3: Double De Rham complex summarising the forms and operators in R3 [33].

equations. A distinction between the topological balance equations and the metric dependent constitutive
relations is made clear. The topological equations inducing the exterior derivative in Fig. 2.3 can be described
in a discrete sense by connectivity of the geometric components of a mesh only, a concept from algebraic
topology. This gives rise to the concept of the topological incidence matrices discussed in Section 3.1.3. The
concept of a dual mesh is also introduced. For triangular meshes, the dual mesh will be polygonal, where the
cell centres can be taken as barycentric or by taking the dual mesh edges normal to the primal mesh edges.
These result in the barycentric and Voronoi-Delaunay dual meshes, respectively. Note that for quadrilateral
meshes considered in the mimetic spectral element method, the question on where to put the dual mesh
remains. The fact that there is no unique way to construct a dual mesh is because there is metric involved to
connect the primal and dual complex [12].

As discussed in [51], alike in network theory, the connectivity of the components of a discrete mesh gives
rise to defining chains of these components. The co-chains are then the discrete projection of the differential
forms on the chains. Co-chains act as weights on these chains, assigning values that represent the integrated
value over the components. Or, as it is described more mathematically in [31, p. 638], it can also be stated as
"chains correspond to vectors while co-chains correspond to co-vectors or 1-forms". Their implementation
will be discussed in Section 3.1.2.

Mattiussi also continues on the theory from Tonti in the context of methods for solving numerical prob-
lems, focusing on electromagnetism as well. It is crucial to identify that different physical systems behave
similarly. A deviation of the Tonti diagrams given in [51] arises from the fact that a distinction between chains
and co-chains (the discrete representations of geometry and physics, respectively) is made. A qualitative
comparison between popular numerical methods for partial differential equations and the mimetic approach
is made. The conclusion is that the popular numerical methods have the tendency to adopt techniques ad-
hering to the mimetic approach, an example is the staggered finite volume method. The combination of
the best features of each method can be done by devising mimetic discretisation methods that maintain the
distinction of topological and constitutive relations. With regard to error analysis, in the mimetic approach,
the model error can be positioned with the discretisation error in the constitutive relations. The tendency of
common approaches is to look at global errors, something that is natural for the co-chain-based field function
approximation in a mimetic method. The boundary conditions and sources in a problem are identified as the
modelling of external effects that are not considered in the problem description. The conclusion drawn on
this is that the boundary conditions and sources too can be described in terms of topological and constitutive
laws by physical reasoning [51].

This concludes an overview on the works and topics from which the ideas on mimetic discretisation have
arisen. The specific requirements will be discussed in the next section.

2.2. Mimetic discretisation
The previously presented theory on exterior calculus is able to describe physical quantities and their relations
in the continuous sense. Current research focuses mainly on how to arrive at the discrete representation that
still strongly satisfy the same relations. It can be shown that the topological relations between the quantities
of computation, which in classical vector calculus are called the gradient, curl, and divergence operations,
have the advantage of being directly discretisable with the quantities they relate. These relations should hold
for the discrete projections of forms, or co-chains, onto collections of geometric components of a discretised
domain, or chains, and therefore be exact in the discrete setting as well.

This means that, in the case of incompressible flow for example, the conservation of mass (divergence
of the velocity) can be exactly satisfied in the discrete formulation. It was also seen that working with this
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framework allows to clearly separate the metric and topological parts before discretisation, allowing for the
preservation of topological laws at the discrete level. The strength of the mimetic discretisation methods that
are derived from this framework lies therefore in introducing the error in the approximate part of the physical
model, the constitutive laws, where the discrete Hodge operator is introduced.

This is further discussed in this section. First, the requirements taken from literature on a mimetic dis-
cretisation method are denoted, and elaborated on. The next question is the discretisation of the metric
dependent Hodge operators, and finally an overview on mimetic discretisation methods is given.

2.2.1. Requirements
In [7], a clear overview of the essential considerations in establishing a mimetic discretisation method is
given. To arrive at a mimetic discretisation method, there are five requirements [63]:

1. a discretisation of integrals over geometry components,

2. a discrete analog of the fundamental theorems of calculus,

3. a discretisation of differential operators,

4. a discrete analog of commuting diagrams,

5. a discrete analog of product rules.

In the following, operators are described with some examples on the implementation from the mimetic
spectral method. The requirements will be fulfilled step by step.

The first requirement is the discretisation of differential forms to co-chains associated to chains. A reduc-
tion operation is required to map the forms to co-chains [7] by discretising the known field variables that are
generally the given quantities in a problem. As mentioned before, the quantities that are computed repre-
sent discrete integral quantities, which may not directly be the quantities of interest in a physical problem.
However, any related quantities can in general be reconstructed from the degrees of freedom. To obtain field
variables again from the computed integral quantities after solving a problem, a reconstruction operation
that maps the co-chains back to forms [7] is necessary to represent them as such. The reconstruction in
the mimetic spectral element method is implemented by performing interpolation, which can be done by
sampling from the weighted basis functions.

The second requirement involves the generalised Stokes theorem by duality pairing, which must hold
discretely for the co-chains as well. The third requirement translates to the co-boundary operator. The co-
boundary operator is then the discrete analog of the exterior derivative, which relates the co-chains, the dis-
crete projections of forms on mesh elements, within a complex exactly. This can be compared to Kirchhoff’s
laws in circuit analysis [31, p. 643]. In a discrete setting, applying this operator on a co-chain is done by the
incidence matrices. The incidence matrices consist of only plus one, minus one, and zeros elsewhere [7, 33].
Hence, they are very sparse, which is a favourable property from a computational perspective. Furthermore,
the incidence matrices are based only on the connectivity of the mesh but not on the metric properties (such
as lengths and areas), and can thus be constructed for any type of mesh. This also means that these matrices
remain invariant when the mesh is stretched or rotated, as long as the connections stay the same.

In general, commutation diagrams are used to represent the fact that many of these operations can be
applied in different orders to achieve the same result, a property that is very useful when maintained at
the discrete level. The fourth requirement therefore entails most importantly that the co-boundary opera-
tor commutes with the projection operator, the combined operation of reduction and reconstruction. This
results in a discrete De Rham complex that involves the co-boundary operator, and also a discrete Hodge op-
erator. Furthermore, reduction and reconstruction should be implemented such that consequent application
on a co-chain should result in the same co-chain [7, 33].

And finally, for the last requirement, the wedge product should have a discrete version, such that products
between co-chains resemble wedge products between forms. Furthermore, the choice of a discrete inner
product then leads to an important consideration. Although the aim for the discrete versions of the operators
on forms is to mimic the continuous operators as closely as possible, depending on the selection of reduction
and reconstruction this can be difficult to achieve. The choice of primary operation, for instance the inner
product or the discrete Hodge operator, affects whether the other operations are natural or derived from this
primary operation. Choosing the inner product has several advantages, as it is easier to construct and leads
to well-behaved discrete structures [7]. This is also done in the mimetic spectral element method.
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2.2.2. Discrete Hodge operators
To separate the metric part from the topological part in the mimetic spectral element method when consid-
ering elliptic second order partial differential equations, either a system of first order equations called the
mixed formulation (like in the mixed finite element method) can be constructed, or the equations are solved
directly (by eliminating one of the first order equations again) but with explicit definition of a dual grid (like
in a staggered finite volume method). A discrete Hodge operator is necessary in both cases. in the first case
it appears in the inner product and thus in the mass matrices, that approximately relate the explicit primal
variables to the implicit dual variables. In the second case, the Hodge-matrices to map from the primal to the
dual grid (and vice versa) act as discrete Hodge operators [57].

The discretisation of Hodge operators is a key feature that distinguishes the mimetic approaches. As op-
posed to the discrete differential operator, discrete Hodge operators cannot be constructed using algebraic
topology [33]. In other words, there are various options to choose from. This is in line with the findings in
[40], where it is additionally stated that the choice of dual mesh is irrelevant, and furthermore information
is lost when this elimination process is used. The mixed formulation leads to a saddle-point problem with
a unique solution. In [66], the relation between the explicit definition of a Hodge operator or introduction
by the Galerkin method was pointed out as well, stating that both the mass matrices and Hodge matrices,
although different, represent a discrete Hodge operator.

There are three requirements on these Hodge or mass matrices [40]: They should be square, symmetric,
positive definite, they should follow the property of the skew-symmetry of the wedge product when switching
the arguments, and they should satisfy a discrete integration by parts rule. In the mimetic spectral element
method, the introduction of discrete Hodge operators indeed results in diagonal or full square, symmetric,
positive definite mass matrices. Furthermore, for the mimetic spectral element the discrete wedge product
satisfies the skew-symmetry property, and the inner product between a form and a form on which a co-
differential acts, which is a combination of the exterior derivative and the Hodge operator, satisfies a discrete
integration by parts rule [57].

As the mass matrices are dependent on the metric, they have to be generated for every mesh constructed.
However, one of the advantages of the method is that they can be constructed on a reference domain. That
is because of another important commuting diagram for mappings, where the pull-back operator commutes
with the exterior derivative. In numerical simulations, it is then possible to describe globally all elements in
terms of a reference element through this mapping. The pull-back operator thus enables to use a mapping,
such that computations can be conveniently done in a reference domain. This is convenient, since the mass
matrices have to be determined once for the reference domain, and can be multiplied with the local pull-back
for every part of the physical domain [33]. This is further discussed in Section 3.3.

This concludes the ingredients necessary for the method to be implemented. These are the construction
of mass matrices and incidence matrices, the reduction of known simulation inputs to a right-hand-side
vector (boundary conditions and forcing functions), and the reconstruction of the solution.

2.2.3. Development of related mimetic discretisation methods
In the mimetic discretisation framework, there are several distinct approaches designed for various applica-
tions. Next to the mimetic spectral element method, which will be discussed elaborately in the next section,
related methods are mentioned here for completeness. These are the finite element exterior calculus and
mimetic finite differences methods, which will be discussed in the following. Further areas to mention are
on unstructured triangular staggered meshes preserving symmetries [58], extensions to general polyhedral
meshes [10, 15], a most geometric approach that is discrete exterior calculus [25], covolume methods [52],
and mimetic isogeometric discretisations [16, 28, 39].

The finite element exterior calculus [4, 5] is based directly on the conventional finite element method.
It aims at "the development of finite element subcomplexes of certain elliptic differential complexes and
co-chain projections onto them, and their implications and applications in numerical PDEs" [4, p. 4]. The in-
gredients for the method come from differential geometry, algebraic topology and homological algebra, with
finite element de Rham subcomplexes and co-chain projections seen as key tools in the method. As in the
conventional finite element method, the domain is divided in an unstructured mesh of elements, on which
the solution is characterised by a weak or variational formulation. The solution exists in suitable function
spaces, which are decomposed in finite dimensional subspaces, allowing for directly comparing to the exact
solution through the same mathematical tools, such as norms or functionals. Central to the method are the
Koszul operator and the Koszul complex in the construction and analysis of the finite element subspaces. By
considering solutions only in finite-dimensional subspaces of the space in which the exact solution is sought,



2.3. Applications of the mimetic spectral element method 13

the solution in this method inherits the co-homology and other features of the exact complexes through co-
chain projections [4]. Recent work on the method is for example on the effect of lower order terms on sta-
bility and convergence rates for both scalar and vector Laplacian problems [1], an application to the rotating
shallow-water equations [19], and a posteriori error estimates with bounds for the computational error com-
puted from the discrete solution and problem data [24].

Another major framework is the mimetic finite differences, a recent extensive review of the 50-year history
of the method is given in [49]. These have arisen from support operator methods, which are finite difference
methods containing a discrete vector and tensor calculus with discrete analogs of the vector operators gradi-
ent, curl, and divergence [42, 65]. The degrees of freedom, which represent scalar, vector or tensor field, are
associated to mesh objects, and collections of degrees of freedom are called grid functions, that function as a
nodal or edge basis. The association to mesh objects can be well understood in terms of algebraic topology.
The fact that the differential operators can be discretised directly is convenient when working with conser-
vation laws, since the gradient and divergence operators are negatively adjoint, which means for instance
that conservation of mass is ensured by the framework. The introduction of parasitic or spurious modes in
discretisation methods in general is attributed to the fact that the differential operators possess null-spaces
that are too large [49]. In addition, using the method simplifies the convergence analysis through symmet-
ric discretisation [14]. The mimetic finite differences has been compared and shown to be almost identical
to hybrid and mixed (staggered) finite volume methods [27]. It is applied to elliptic problems on polyhedral
meshes in [14]. Other recent work on application are for example on using mimetic finite differences for solv-
ing the Stokes equations on unstructured polygonal meshes [20] and the extension to parabolic problems
[50].

2.3. Applications of the mimetic spectral element method
Now that the basic ingredients for the mimetic spectral element method and their origin have been explained,
the question remains on the current state of the method. To answer this question, a short history of the
method will follow. The application of the method to Stokes flow and linear elasticity will then be discussed,
and finally the hybrid method will be introduced further.

2.3.1. An overview
As mentioned, the work on the mimetic spectral element method is relatively new. The aim of this method
is to have a high order mixed finite element method with exact conservation for topological relations, while
also having optimal convergence. In this method, the quantities of interest are projected on components of
the mesh with different dimensions, through the use of appropriate basis functions. This is possible with
two types of basis, a nodal basis constructed from Lagrange polynomials, and an edge basis constructed with
the edge functions proposed in [32]. These bases are constructed on a structured quadrilateral mesh, and
satisfy the Kronecker delta property in their respective dimensions: the nodal basis on the nodes, and the
edge basis on the edges. Through tensor products, these one-dimensional definitions can be extended to
arbitrary dimension. A full introduction on the ideas implemented in the mimetic spectral element method
is given in [33].

Some first works focusing on this method can be found in the conference papers [13, 32, 48, 55]. Here, the
method was first presented to solve the Poisson equation on multiple continuous spectral elements. Later,
several journal papers gave a full overview on the method [39, 47, 57], with applications to (anisotropic) dif-
fusion and Stokes flow. A possible extension to advection problems is discussed in [56], and momentum
conservation [71], followed by the development of a Navier-Stokes solver on simplicial meshes with conser-
vative properties [54], conserving mass, energy, enstrophy, and vorticity. Discrete Lie derivatives to compute
convection terms have been proposed in [35, 48, 55]. Recently, the algebraic dual polynomials have been de-
rived and applied, which are described in the not yet published documents [36, 43]. These polynomials allow
for the setup of sparse systems to solve due to the topological discretisation of the conservation laws, while
only a single mesh has to be defined for all computations.

Additionally, effort is put to extend this method to hybrid elements with domain decomposition [73]. Ap-
plying the mimetic spectral element method in this hybrid formulation is promising. This is done by dividing
the domain into multiple hybrid elements, the quantities for the hybrid elements can be solved for each do-
main independently. This in short involves setting up operators acting on the quantities on the boundaries,
to ensure that conservation or equilibrium of the quantities hold at these locations. By doing so, the problem
may be divided into separate domains for computation, which can be evaluated in parallel after the interface
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relations have been computed. This is an attractive property for large systems of equations, which are gen-
erally the result of problems which require high accuracy and where many unknowns have to been found.
Instead of having to solve the complete system at once, which is generally the case for continuous elements,
it can be solved in parts more efficiently.

2.3.2. Stokes flow
In [47], the mimetic spectral element method is applied to Stokes flow. The Stokes flow equations arise in
the case of very low Reynolds number flows, called creeping flows, where the inertial effects are negligible.
Examples include the flows of highly viscous fluids, such as oils or resin. This means that the convection
can be removed from the Navier-Stokes equations, which leaves the linear elliptic Stokes flow equations. The
equations are then comparable to those of linear elasticity, but fluids possess a different stress-strain relation,
hence the constitutive law changes. In addition, the stress tensor comprises an isotropic pressure term and
shear stresses. For a physical flow, the mass conservation constraint results in an extra equation.

In the velocity-vorticity-pressure (VVP) formulation, a system of first order equations is solved for the
velocity, vorticity, and pressure. This is done by assuming constant viscosity and using the relation for the
vector Laplacian. The vorticity is then introduced as a third unknown, related to the velocity by the curl
operator. The three equations are discretised by assigning the vorticity and velocity to the primal grid, as
projections of 0-form and 1-form, respectively, and finally the pressure as a 2-form, since it is then dual to
the 0-form in the dual space. The point here is that the velocity and vorticity are the primal variables, while
the pressure (or stress) is the dual variable. The scheme is applied to a manufactured solution test case, and
the lid-driven cavity flow in two and three dimensions. By construction, the method satisfies conservation of
mass point-wise, and the error converges optimally [47]. In [39], the same results are found for Stokes flow
in the VVP formulation when using B-spline basis functions. Furthermore, the topological relations should
hold for any basis that "forms a partition of unity and allows a tensor product structure" [39, p. 1464].

Although the problem of Stokes flow has been considered in [39, 47], the formulation used was based on
reducing the momentum equation to a system of first order equations through the introduction of the vor-
ticity. The assumption here is constant viscosity, which is a restriction on generality. Moreover, the linear
momentum balance is at most conserved weakly, since it is not imposed topologically. Introducing the con-
straint of mass conservation to a linear elasticity formulation can allow for a Stokes flow formulation which
conserves both mass and linear momentum, which is shown in Chapter 8. It is necessary to find a formula-
tion for linear elasticity that conserves linear and angular momentum first, where the latter is a combination
of linear momentum and symmetry of the stress tensor. This will be shown in Chapter 6.

2.3.3. Linear elasticity
Until now, the results have been mostly gathered from mixed formulations of systems of first order equa-
tions. Continuum mechanics applications generally require the representation of higher order tensor quan-
tities than vectors. A first step for the mimetic spectral element methods towards the discretisation of ten-
sor quantities was performed on linear elasticity [53], where linear momentum was shown to be conserved
exactly point-wise but the stress tensor was not symmetric. As opposed to the more mathematical VVP for-
mulation, by using a stress based formulation for the Stokes problem, linear momentum could be conserved
strongly. This in turn motivates the search for a better formulation for linear elasticity first, which should
satisfy strongly the symmetry of the stress tensor.

The problem of linear elasticity arises in the analysis of solid structures and materials. It is valid only for
small displacements, but can still be widely applied. In [53], a formulation within the mixed spectral ele-
ment method for linear elasticity is proposed. The stress is here the primal variable, while the displacement
and rotation are Lagrange multipliers that enforce linear momentum and symmetry of the stress tensor, re-
spectively. The conservation of linear momentum, which originates from equilibrium of forces, is satisfied
point-wise in this formulations. While symmetry on the stress tensor is strongly imposed, the presented
approach results in only a weakly satisfied equilibrium of moments on curvilinear grids. The points for dis-
cretisation also play a role in the properties of the solution. Due to computing physical quantities as Lagrange
multipliers in a mixed formulation, the amount of degrees of freedom and thus the system size is increased.
However, this is compensated by the fact that no post-processing step is necessary to obtain the traction from
the displacement, which is generally necessary in the traditional finite element method, but they are directly
available.

A remaining problem is that the equilibrium of moments should be satisfied point-wise, without intro-
ducing spurious kinematic modes. This will be shown to be the case for the new formulation in Chapter 7. To
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understand where these come from, it is important to know the properties of a mixed finite element method.
In a mixed finite element method, the problem is formulated as a saddle-point problem, which results in
a system of equations solved for two quantities separately. This means that, In the case of linear elasticity,
both the stresses and displacements are solved for at the same time. In the case of the Stokes flow, not only
the velocity is solved for but also the pressure [9, p. 16-21]. In case a minimisation problem is considered,
Lagrange multipliers are introduced to ensure the conservation laws in addition to the energy minimisation,
which then leads to a mixed formulation.

To correctly set up mixed methods, there are two different approaches. These either circumvent or satisfy
the Ladyshenskaya–Babuška–Brezzi stability condition, also called the inf-sup condition. Circumvention of
this condition led to stabilised methods and minimisation methods or least squares methods. Satisfaction of
this condition is possible through the so-called compatible methods [47]. Discrete vector spaces that satisfy
this condition have been constructed: Nedelec spaces (curl conforming), Raviart-Thomas spaces (divergence
conforming), and Brezzi-Douglas-Marini spaces (divergence conforming) [47]. A well known mixed formula-
tion for Stokes flow in terms of pressure and velocity and stable elements for it are given in [2]. The mimetic
methods are a subclass of the compatible methods, and as such will lead to stable solutions for elliptic prob-
lems such as the Stokes flow problem, proven for the mimetic spectral element method applied to Stokes flow
in the VVP formulation [46, p. 199-202]. However, the linear elasticity problem will introduce another saddle
point system, and hence it is in general required to prove well-posedness as well for new formulations.

2.3.4. The hybrid method
In the introduction, the recent extension of the mimetic spectral element method to a hybrid method was
noted. It is further introduced here and compared to other methods in this area.

The discretised equations of a problem can be computed on a single domain with the mimetic spectral el-
ement method, where the order of the basis may be increased to reduce the interpolation error up to machine
precision (thus by a spectral element method). However, for a more flexible method that is more generally
applicable to arbitrary geometries, it is important to apply the method on multiple elements. This can be
done for low order polynomials in a large number of elements (which can then be considered to be a finite
element method). To divide a domain in multiple elements, three different approaches are considered here,
continuous Galerkin methods, discontinuous Galerkin methods, and the hybrid method in the framework of
the mimetic spectral element method.

In continuous Galerkin methods for conventional finite element methods, the domain is divided in ele-
ments, on which basis functions are defined only within the elements. The edges are shared by neighbouring
elements, such that only a single unknown is placed here. The structure of the sparse matrix then depends on
the numbering of the elements and edges. These continuous methods are conforming, such that solutions
are sought in a subset of the original solution space of the continuous problem. The conservation properties
of these methods are re-examined in [41].

As opposed to the continuous methods, using domain decomposition with non-overlapping, discontin-
uous domains, the global problem is divided into sub-problems. This is the case in discontinuous Galerkin
methods, as well as in the hybrid finite element method. As the name suggests, the numbering of unknowns
(resulting in degrees of freedom) globally is then practically done as if the edges of elements are disconnected.

An overview of discontinuous Galerkin methods is given in [3]. The distinction between methods made
there is based on the imposed numerical fluxes between elements. The term numerical flux reveals that
these do not necessarily represent physical relations. The consequences of this choice results in the variety of
methods, since it affects stability, accuracy, and the sparsity and symmetry of the stiffness matrix [3]. A clear
motivation for using these methods is given in [18], where their applicability as finite element alternative to
high resolution finite difference and finite volume methods for convection dominated problems with physical
discontinuities is highlighted. Further advantages of the discontinuous methods are that they are highly
parallelisable, provide a high mesh flexibility for complex geometries, and are easily compatible with adaptive
refinement strategies.

The recent discontinuous Petrov-Galerkin method has improved stability [23] by first searching optimal
test function spaces for each problem considered, and then solving using these test functions. This does
not involve an extra solution step but can be computed during the setup of the element matrices. However,
conservation laws do not hold on element level in general for the discontinuous Petrov-Galerkin method, al-
though it is proposed to be possible at the expense of introducing another scalar unknown [23]. The method is
more expensive than continuous Galerkin or other discontinuous Galerkin methods, but in return improved
stability is obtained. Alternatively, combining ideas from the hybrid finite element method and discontin-
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uous Galerkin methods, the hybridisable discontinuous Galerkin method [17] has been developed, which is
based on a mixed formulation discussed later. Hybridisable discontinuous Galerkin methods are by construc-
tion discontinuous Galerkin methods which allow for static condensation, shown for steady state diffusion
problem in [17].

The hybrid method that is used in [73] involves separate elements, where the bordering edges are con-
strained with an interface operator that is enforcing continuity as a Lagrange multiplier. This means that,
although the edges of every element boundary have two degrees of freedom, the solution will be continuous
across the elements. This is different from the discontinuous Galerkin methods, where the solution in general
jumps between the elements. In addition, the Lagrange multipliers become in a sense part of the solution in
the form of physical boundary conditions for each element. The method is comparable to the primal hybrid
finite element methods from [61].

Although the method introduces extra unknowns at the edges, for higher order methods, the number of
unknowns inside the elements will be higher than those at the edges, hence this is not an issue. The elements
are separated by introducing separate degrees of freedom at the element edges results in independent blocks
for each element in the system matrix. The pairing of edges at the same location can be performed using an
interface operator, which introduces extra equations relating the edges at the same location. An example of
such an operator is the Steklov-Poincare operator [60]. The computation of the interface quantity relations
can then be performed separately by means of the method of static condensation, see [9, p. 429]. The do-
mains can be solved independently afterwards, allowing parallelisation of computation, which can be highly
favourable for a large number of unknowns. These methods lead to a block diagonal mass matrix that can be
solved in parallel for every element [17].

Thus, each of the mentioned methods has the advantage of domain decomposition, the discontinuous
Galerkin methods and hybrid method are parallelisable. The distinction of the hybrid method for the mimetic
spectral element method is in the continuity of the fluxes and the physical interpretation of the Lagrange
multipliers. For steady state, elliptic problems, this method is promising, while for time dependent problems
which introduce discontinuities, the other discontinuous methods may be a better alternative.

2.4. Summary
The goal of this chapter was to introduce the works that functioned as the starting point for the mimetic
spectral element method. The combination of concepts from exterior calculus and the insights of Tonti lead
to a geometric description of physics. The relations between differential forms can be summarised in a De
Rham complex, which is the basis for the Tonti classification diagrams. Furthermore, concepts from alge-
braic topology can be used to discretise the forms and their relations. This framework leads thus to a natural
discretisation of the differential forms that describe physics. The requirements for a mimetic discretisation
are fivefold, and entail the direct discretisation of differential and integral operators, while preserving the
properties of the continuous relations through discrete analogs. The operators necessary to implement the
mimetic spectral element method are projection through reduction and reconstruction, the inner product
which results in mass matrices, and the co-boundary operator which results in incidence matrices. Next
to the mimetic spectral element method, the finite element exterior calculus and mimetic finite differences
methods have been discussed. An overview on the mimetic spectral element method led to the conclusion
that to move towards continuum mechanics applications, the problem of linear elasticity needs to be re-
considered. Finally, the hybrid method has been compared to other related methods for handling domain
decomposition.



3
Mathematical Background

Although this chapter contains only a brief overview of the mathematical background needed to work with
the mimetic spectral element method, it will shed light on the notation and application of the concepts from
exterior calculus and algebraic topology discussed in the previous chapter. It further functions as an illustra-
tion for those who are not familiar with these concepts but want to have a brief introduction of the basics,
with references to full texts devoted to the subjects.

The treated topics in this chapter are the basics of the method, the basis functions that are derived us-
ing the knowledge of these basics, mapping techniques for the method, the theory behind minimisation of
Lagrangian functionals, and finally the corresponding calculation of errors.

3.1. Basics of the mimetic spectral element method
The first part of this section describes the notation that will be used throughout the thesis. Although many of
the ideas here are also presented in literature, the notation varies. Therefore, the preferred notation is given
here. Furthermore, the concepts from algebraic topology that allow for a natural discrete representation are
translated to the operations needed for the projection of forms onto a mesh. Finally, the construction of the
connectivity or incidence matrices is explained.

3.1.1. Notation
The following symbols and specific notation are reserved in this thesis, and their meaning is therefore clarified
here. As usual, n denotes the dimension of space, while p denotes the polynomial degree of basis. Since
the amount of degrees of freedom varies depending on the basis, N is reserved for the necessary points to
describe a polynomial of degree p, such that N = p +1 for a one-dimensional function. For two-dimensional
functions, it depends on the basis. In general, h represents the element size for an orthogonal mesh with
linear spaced elements, and is therefore defined as h ≡ 1

K , where K is the number of elements in one direction.
The geometrical interpretation for h of element size will not hold for the deformed grids. Then, k denotes the
dimension of a form. For numerical integration and interpolation, p f is a suitable number larger than p such
that the numerical error in numerical integration and interpolation is negligible.

Vectors are in boldface, e.g. u. Tensors are underlined twice, e.g. σ . The k-forms are always denoted

with their respective k, e.g. φ(k). Dual spaces and objects defined in them are denoted with a prime, e.g. Ω′.
System vectors (for in computations) are in italic boldface with the superscript h, e.g. ph . Vector proxies are
denoted with an over-line, e.g. u. Test functions are denoted with a tilde, e.g. p̃. The determinant of a matrix
or operator A is denoted with |A| ≡ det(A). Inner products are denoted with (a,b)Ω, and will be discussed in
Section 3.4.2.

3.1.2. Projection onto a mesh
The differential forms should now be discretised such that the discrete quantities still satisfy the relations of
the continuous quantities. This can be done in a convenient way through the use of the algebraic topology
of the mesh components. In Fig. 3.1, a simple orthogonal outer oriented cell complex is shown. This cell
complex consists of three k-cells. The 0-cell comprises all (p +1)2 points, the 1-cell comprises all 2p(p +1)
edges, and the 2-cell comprises all p2 surfaces. Simply put, the variables represented by differential forms,
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such as ω(0), q (1), and p(2), will be represented on these discrete cells. To arrive at a discrete representation
of the differential forms, two operators are required. This is explained more elaborately in [57], here only the
key concepts are discussed.

First, to reduce continuous forms to the mesh, the reduction or integration operatorR is used. The reduc-
tion of a form results in a co-chain that is associated to a chain of mesh elements. This operation is not well
defined in general, as there are several ways to do this. The co-chains are values associated to components of
the discrete geometry. They are the weights of the solution representation, while the basis representing the
mesh can be formed by (tensor combinations of) Lagrange polynomials and edge polynomials, which will be
introduced in Section 3.2. The discretisation of field variables can be performed on the primal grid by means
of integration, and comes explicitly into play later on, for example when dealing with boundary conditions
and forcing functions for the formulations in Chapter 4, Chapter 5, and Chapter 6. This discretisation can
in general also be done using the algebraic dual polynomials, these will be described in Section 3.2. This
approach will be taken in the new formulations in Chapter 7 and Chapter 8. The reduction of any contin-
uous field results in loss of information, hence an interpolation error is introduce when reconstructing this
reduced field.

To extract values point-wise from the discrete solution, the reconstruction or interpolation operator I is
used. As the name suggests, reconstruction involves the interpolation of values from the degrees of freedom
with their weighted basis, which will be introduced in Section 3.2. The projection is then the subsequent
application of reduction and reconstruction, πh = IR. The operation I must be the right inverse of the
reduction R, since then the consistency condition RI = I holds, with I the identity matrix. Vice versa, the
reduction followed by a reconstruction will always lead to an interpolation error, IR= I +O(hp ), which can
be shown to be the main error contribution if the convergence is optimal [57].

InR2, there are three possible co-chains. Their components are numbered along x and y using the indices
(i , j ). The first, ω(0) is situated on the chain of (p +1)2 nodes or 0-cells, with components ωi j . The reduction
for 0-forms is direct nodal sampling at the defined nodes. The next co-chain q (1) is situated on the chain of
2p(p +1) edges or 1-cells, which comprises two sets of components, ui j and vi j . To reduce a 1-form, which
should be a co-vector, onto this 1-cell, the value must be integrated over each edge. Finally, the co-chain p(2)

associated to a chain of p2 surfaces or 2-cells, such that each quantity represents an integral over the surface,
hence surface integration is necessary.
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Figure 3.1: Cell complex for a low order element, with labeled degrees of freedom (p = 2).

3.1.3. The discrete exterior derivative
The co-boundary operator δ acts as the discrete counterpart of the exterior derivative, d, but acting on co-
chains. It can relate the co-chains in the same way the exterior derivative relates the differential forms as
shown in a De Rham complex in Fig. 2.2. As such, it is important to note that it commutes with both compo-
nents of the projection [57],

πhd = IRd = IδR= dIR= dπh .
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It is constructed as an incidence matrix depending on the co-chain it is acting on. To arrive at the co-chain
on the 1-cells from the co-chain on the 0-cells, the positive or negative action of each component of the latter
is used. Consider the cell complex in Fig. 3.1. Since ω is defined counter-clockwise positive here, the action
of ω1,1 on u1,1 is negative, while the action of ω1,1 on v1,1 is positive. Similarly, if p is defined source-like, the
action of u1,1 on p1,1 is negative, while the action of v1,1 on p1,1 is positive. This can be summarised in an
incidence matrix. Note that any numbering and definition of positive sign is free to choose since it does not
impact the sparsity properties of the incidence matrix, but it should of course be consistent everywhere in
the setup of the system.

The incidence matrix E(1,0) for the mesh in Fig. 3.1 is denoted for x-lexicographic numbering of the edges,
first the vertical and then horizontal edges, as

E(1,0) =



−1 0 0 1 0 0 0 0 0
0 −1 0 0 1 0 0 0 0
0 0 −1 0 0 1 0 0 0
0 0 0 −1 0 0 1 0 0
0 0 0 0 −1 0 0 1 0
0 0 0 0 0 −1 0 0 1
1 −1 0 0 0 0 0 0 0
0 1 −1 0 0 0 0 0 0
0 0 0 1 −1 0 0 0 0
0 0 0 0 1 −1 0 0 0
0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 1 −1



. (3.1)

In this case, where p = 2, there are (p +1)2 = 9 unknowns ωi , j for ω(0) and 12 unknowns for q (1), (p +1)p = 6
for ui , j and p(p +1) = 6 for vi , j . The indices of ωi , j have x-lexicographic numbering, i.e. for a single index
ωk , k = i + ( j − 1)(p + 1) ∀i , j ∈ [1, p + 1]. The indices of ωk are in the horizontal direction of this matrix.
Similarly for the unknowns for ui , j and vi , j , along the vertical side of this matrix, i.e. for a single index uk ,
k = i + ( j −1)(p +1) ∀i ∈ [1, p +1], j ∈ [1, p] and for a single index vk , k = i + ( j −1)p ∀i ∈ [1, p], j ∈ [1, p +1].
The indices of first uk and then vk are in the vertical direction of this matrix.

Similarly, the incidence matrix E(2,1) can be denoted as

E(2,1) =


−1 1 0 0 0 0 −1 0 1 0 0 0
0 −1 1 0 0 0 0 −1 0 1 0 0
0 0 0 −1 1 0 0 0 −1 0 1 0
0 0 0 0 −1 1 0 0 0 −1 0 1

 . (3.2)

There are p2 = 4 unknowns pi , j for p(2), with single index pk where k = i + ( j − 1)p ∀i , j ∈ [1, p]. In this
matrix, the indices of first uk and then vk are in the horizontal direction while the indices of pk are in the
vertical direction.

In general, the incidence matrix E(n−1,n−2) is the discrete equivalent of the curl operator and the exterior
derivative acting on an outer oriented n−2-form inRn . The incidence matrix E(n,n−1) is the discrete equivalent
of the divergence operator, and the exterior derivative acting on an outer oriented n − 1-form in Rn . This
readily shows the sparsity of these matrices.

3.2. Basis
As mentioned before, the co-chains are associated to mesh cells of different dimensions. To represent them
in a finite element context, a basis is constructed with special properties. For this, a primal grid is selected
which is found to be optimal for the representation of the mesh elements. Then, the basis for this primal
grid is selected. From this primal grid and the definition of the inner product, the algebraic dual basis can
be derived. Finally, the construction of basis in higher dimensions is summarised. Note that throughout
Section 3.2.1 to Section 3.2.3, i , j ,k are used as dummy indices. In Section 3.2.4, the variables i , j mean again
the index in horizontal and vertical direction.
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3.2.1. Grid construction
A Gauss-Lobatto-Legendre grid is preferably used [36], which is based on the root locations of the polynomial

φGLL = (
1−ξ2) dLp (ξ)

dξ
,

here Lp (ξ) is a Legendre polynomial of degree p. This polynomial solves the Legendre’s differential equation

d

dξ

(
(1−ξ2)

dLp (ξ)

dξ

)
+p(p +1)Lp (ξ) = 0.

To obtain the points, instead of algebraically or numerically solving the ordinary differential equation, Bon-
net’s recurrence relation for the Legendre polynomials can be used, with L1(ξ) = 1 and L2(ξ) = ξ, and for k > 2,

(k +1)Lk+1(ξ) = (2k +1)ξLk (ξ)−kLk−1(ξ).

Using an iterative method for root finding such as Newton-Raphson, the roots ξi of Lp (ξ) can be found for
any p.

3.2.2. Primal basis
To derive basis functions with the correct properties, it is convenient to define the nodal and edge degrees
of freedom as N 0

i and N 1
i , respectively. Note that the action of N 0

i (a(0)) and R(a(0)) are equivalent, different

ways to write the same. Any 0-form φ(0) or 1-form χ(1) can be expanded using their corresponding degrees of
freedom and basis, e.g.

φ(0)(ξ) =
p+1∑
i=1

N 0
i (φ)hi (ξ), χ(1)(ξ) =

p∑
i=1

N 1
i (χ)ei (ξ).

Given the Gauss-Lobatto-Legendre nodes ξi , where −1 = ξ1 ≤ ξ2... ≤ ξp+1 = 1, the nodal and edge degrees of
freedom are defined as [43]

N 0
i (φ) ≡φ(0)(ξi ), N 1

i (χ) ≡
∫ ξi+1

ξi

χ(1)(ξ).

Here, Ni are linear functionals called local degrees of freedom, or co-chains, that act on the elements, eval-
uating on one node i . Note that this is only well-defined for smooth functions. Also, φ=φ(0) is denoted as a
zero form here. The nodal basis functions should therefore satisfy

h j (ξi ) = δi j =
{

1 if j = i

0 if j 6= i
, ∀i , j ∈ [1, p +1],

since then each nodal basis function represents the individual contribution of a node. Therefore, the La-
grange polynomials are used, which are constructed from p +1 data points with

hi (ξ) ≡
p+1∏

k=1,k 6=i

ξ−ξk

ξi −ξk
.

The nodal basis functions are shown in Fig. 3.2a. At each node of the mesh, only one basis function has the
value one, while the others are zero.

Similarly, the edge basis functions should satisfy the property

∫ ξi+1

ξi

e j = δi j =
{

1 if j = i

0 if j 6= i
, ∀i , j ∈ [1, p].

The functions for the edge basis that will be used are the functions e j (ξ), called edge functions derived in [32].
On the same GLL-points, they are defined as the sum over the derivatives of the nodal basis functions over
the grid,

e j (ξ) ≡−
j∑

k=1
dhk (ξ),



3.2. Basis 21

as these have the required property that [32]∫ ξi+1

ξi

e j (ξ) =−
j∑

k=1

∫ ξi+1

ξi

dhk (ξ) =−
j∑

k=1
[hk (ξi+1)−hk (ξi )] = δi j , ∀i , j ∈ [1, p].

A short note must be given on the fact that the edge basis functions actually include the basis form, since

e j (x) ≡−
j∑

k=1
dhk (x) =−

j∑
k=1

dhk (x)

dx
dx = ε j (x)dx.

However, in the remainder of this report, the basis dx will still be noted when performing the derivations.
Hence, the edge functions denoted by e j are in fact only the vector proxy part ε j of the true edge functions,
which are the basis forms derived in [32].

The edge functions are also depicted in Fig. 3.2b, where the shaded area equals one, while the integrals of
the other two edge functions over this part of the domain are zero.
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(a) Nodal basis functions, of order p.
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(b) Edge basis functions, of lower order p −1.

Figure 3.2: The primal basis functions for an element in R1 of p = 3.

3.2.3. Dual basis
A thorough overview and proofs for the derivation of the algebraic dual basis functions discussed here can
be found in [43]. The origin for defining this basis explicitly is that for the problems in the following chapters
Chapter 4, Chapter 5, and Chapter 6, the system to solve usually involves full mass matrices, which can be
mitigated by defining an algebraic dual basis and solving for degrees of freedom on this basis. This dual
basis is orthonormal to the primal basis. Although the derivation and construction of these polynomials can
be done explicitly, in an actual implementation this is not necessary. In the new formulation described in
Chapter 7, the dual polynomials will be used explicitly.

Any polynomial φ ∈ P , with P the space of polynomials of degree p, can be represented by p +1 nodal
degrees of freedom, i.e.

φ(ξ) =
p+1∑
i=1

N 0
i (φ)hi (ξ) =Ψ0(ξ)N 0(φ),

where matrices holding the function values at each node for each function are defined,

Ψ0(ξ) = [
h1(ξ),h2(ξ), ...hp+1(ξ)

]
,

(N 0(φ)
)T =

[
N 0

1 (φ),N 0
2 (φ), ...N 0

p+1(φ)
]

.

Defining the one dimensional mass matrix

M
(0)
1D =

∫
Ω

(
Ψ0(ξ)

)T
Ψ0(ξ)dΩ,
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the L2-inner product of two elements φ,π ∈P leads to

(φ,π)L2(Ω) ≡
∫
Ω
φπdΩ=

∫
Ω

(N 0(φ)
)T (

Ψ0(ξ)
)T
Ψ0(ξ)N 0(π) = (N 0(φ)

)T
M

(0)
1DN 0(π).

Then, defining the dual edge degrees of freedom, N ′1(π), with(N 0(φ)
)T N ′1(π) ≡ (N 0(φ)

)T
M

(0)
1DN 0(π),

the dual basis functions h′
j (ξ) must again satisfy the Kronecker-delta property, i.e. N ′1

i (h′
j ) = δi j , hence they

are found to be

Ψ′1(ξ) =Ψ0(ξ)
(
M

(0)
1D

)−1
,

where
Ψ′1(ξ) = [

e ′1(ξ),e ′2(ξ), ...e ′p+1(ξ)
]

.

In Fig. 3.3, these dual polynomials are shown. It can be seen that, while the Lagrange polynomials are nodal,
the dual polynomials derived from them are more like edge polynomials.

Expressing the edge degrees of freedom again for any χ ∈Q, with Q the space of polynomials of degree
p −1,

χ(ξ) =
p∑

i=1
N 1

i (χ)ei (ξ) =Ψ1(ξ)N 1(χ),

where
Ψ1(ξ) = [

e1(ξ),e2(ξ), ...ep (ξ)
]

,
(N 1(χ)

)T =
[
N 1

1 (χ),N 1
2 (χ), ...N 1

p (χ)
]

.

Then, following the same arguments as for the nodal basis, the L2-inner product of two elements χ,γ ∈ Q
leads again to a mass matrix,

M
(1)
1D =

∫
Ω

(
Ψ1(ξ)

)T
Ψ1(ξ)dΩ,

and the dual edge functions are given by

Ψ′0(ξ) =Ψ1(ξ)
(
M

(1)
1D

)−1
,

where
Ψ′0(ξ) = [

h′
1(ξ),h′

2(ξ), ...h′
p (ξ)

]
.

In Fig. 3.3, these dual polynomials are also shown. It can be seen that the dual polynomials derived from the
edge functions look more like (weighted) nodal polynomials.

3.2.4. Tensor products of basis functions
In two (or higher) dimensions, the co-chains are expanded in tensor products of the basis [57]. 0-forms are
projected to 0-co-chains on nodal values, hence the basis will be

P (ξ,η) =Ψ0(ξ)⊗Ψ0(η),

with individual components
Pi , j (ξ,η) = hi (ξ)h j (η).

Then, the basis of a projected 1-form is constructed from a mix of nodal and edge basis, for lines in ξ- and
η-direction, respectively, as

L(ξ,η) =
[

Lx (ξ,η) 0
0 Ly (ξ,η)

]
=

[
Ψ1(ξ)⊗Ψ0(η) 0

0 Ψ0(ξ)⊗Ψ1(η)

]
,

with individual components

(Lx )i , j (ξ,η) = ei (ξ)h j (η),(
Ly

)
i , j (ξ,η) = hi (ξ)e j (η).



3.3. Mapping 23

−1.0 −0.5 0.0 0.5 1.0

ξ

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

1.25

h′(ξ)

(a) Nodal basis functions, of lower order p −1.

−1.0 −0.5 0.0 0.5 1.0

ξ

−2

0

2

4

6

8

e′(ξ)

(b) Edge basis functions of order p.

Figure 3.3: The algebraic dual basis functions for an element in R1 of p = 3.

Finally, the basis of a projected 2-form is constructed of only edge basis, such that a surface basis is con-
structed,

S(ξ,η) =Ψ1(ξ)⊗Ψ1(η),

with individual components
Si , j (ξ,η) = ei (ξ)e j (η).

The algebraic dual basis for R2 is constructed in a similar manner as for the 1-dimensional basis. For an
elaborate derivation including mappings (discussed in Section 3.3) of the mass matrices, see Appendix A.1.
The (two-dimensional) mass matrices can be constructed in R2 with

M(0) =
∫
Ω

P T PdΩ, M(1) =
∫
Ω

LT LdΩ, M(2) =
∫
Ω

ST SdΩ

For the polynomials of a polynomials space of order p, denoted again byPp , withφ ∈Pp⊗Pp ,π ∈ (Pp ⊗Pp−1
)×(Pp−1 ⊗Pp

)
and χ ∈Pp−1 ⊗Pp−1, the nodal, edge, and surface degrees of freedom given by [43]

N ′2(φ) =M(0)N 0(φ), N ′1(π) =M(1)N 1(π), N ′0(χ) =M(2)N 2(χ).

The corresponding basis can be constructed using

P ′ = P T (
M(0))−1

, L′ = LT (
M(1))−1

, S′ = ST (
M(2))−1

.

3.3. Mapping
Instead of directly computing quantities for the construction of the system matrix (mass matrices) and right-
hand-side (boundary conditions and forcing functions) on the physical domain, it is convenient to compute
on a reference domain, with (ξ,η) ∈ Ω̂, and use a mapping to the physical domain (x, y) ∈ Ω. The mapping
of coordinates can be expressed in an operator Φ : Ω̂→Ω, such that (x, y) = ( f1(ξ,η), f2(ξ,η)). This mapping
is in general not invertible. The mapping of differential forms from the physical domain to the reference
domain then happens with the pull-back operator Φ∗. The k-forms have the desired property that they are
independent of metric, that is [47], ∫

Ω̂
â(k) =

∫
Ω

a(k).

It is then the pull-back operator that maps between a(k) and â(k), which is defined by [47]∫
Ω

a(k) =
∫
Φ(Ω̂)

a(k) =
∫
Ω̂
Φ∗a(k) =

∫
Ω̂

â(k).
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Ω̂

(ξ,η)

Φ(ξ,η)

Ω

(x, y)

Figure 3.4: Mapping between reference and physical domain.

It is important to note that the pull-back operator commutes with the wedge product ∧, denoted as

Φ∗
(
a(k) ∧b(k)

)
=Φ∗

(
a(k)

)
∧Φ∗

(
b(k)

)
,

and the exterior derivative d [47, 57], denoted as Φ∗d = dΦ∗, two properties that will be used extensively in
derivations of mapping terms. It also commutes with the projection operation πh [47]. The pull-back op-
erator involves computing components of the Jacobian matrix, for a two-dimensional problem the Jacobian
matrix and its inverse can written as

Φ∗ = J =
[
∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

]
.

The determinant then follows as ∣∣Φ∗∣∣= |J | = ∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ
.

To compute components of the inverse pull-back operation, a one-to-one correspondence can be used,

Φ−∗ =
[
∂ξ
∂x

∂ξ
∂y

∂η
∂x

∂η
∂y

]
= 1

|Φ∗|

[ ∂y
∂η − ∂x

∂η

− ∂y
∂ξ

∂x
∂ξ

]
.

The application ofΦ∗ on the physical differential basis dx and dy follow as

Φ∗(dx) = ∂x

∂ξ
dξ+ ∂x

∂η
dη, Φ∗(dy) = ∂y

∂ξ
dξ+ ∂y

∂η
dη,

as well as the application of Φ−∗ on the reference differential basis dξ and dη to map back to the physical
domain,

Φ−∗(dξ) = ∂ξ

∂x
dx + ∂ξ

∂y
dy = 1

|Φ∗|
(
∂y

∂η
dx − ∂x

∂η
dy

)
,

Φ−∗(dη) = ∂η

∂x
dx + ∂η

∂y
dy = 1

|Φ∗|
(
−∂y

∂ξ
dx + ∂x

∂ξ
dy

)
.

In the second line, the correspondence of the inverse pull-back is used.
The mapping has an important consequence for the solution representation, as the solution is repre-

sented on quadrature points, which cannot be freely selected on the physical domain, but are determined by
the mapping. For the application of the mimetic spectral element method on arbitrary domains, the transfi-
nite mappings discussed in [37, 38] may be used.

3.4. Minimisation problems
There are different ways to rewrite a problem to arrive at a weak formulation that can be solved. Following
the Galerkin method, any partial differential equation can be directly rewritten in the weak form, by multi-
plying all terms with a test function and integrating over the domain, and applying integration by parts to
introduce the boundary condition [9, p. 1-3]. For some problems, a different formulation than the partial
differential equations and the corresponding weak form notations is possible. This involves a minimisation
problem, which is posed such that the minimum of a given functional is sought for. The solution can be
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constrained beforehand by the essential boundary condition on the variables. This minimisation is done by
taking variations. From this, the weak formulation is then obtained [72, p. 75-77]. If the exact solution is
smooth enough, the weak formulation leads to the partial differential equations to solve, which can be done
by adding explicitly additional boundary conditions, called natural boundary conditions.

The latter procedure will be explained in this section in more detail. Then, the inner product of differential
forms is defined, and finally the function spaces in which the test and trial basis will be defined, and which
will also allow for the proper error evaluation are shortly elaborated on.

3.4.1. Deriving the weak form
When starting from the minimisation problem, the resulting system of equations can lead to a symmetric
matrix to solve. It is possible to write the Poisson problem, the linear elasticity problem and the Stokes flow
problem in this form. These start from the principle of minimisation of energy. For the Poisson problem, the
energy in the system is given, with q =∇p, by

J (p) =
∫
Ω

1

2

∣∣q∣∣2 −p f dΩ=
∫
Ω

1

2

∣∣∇p
∣∣2 −p f dΩ.

Furthermore, p = 0 is prescribed on the boundary. The minimum of energy can be found by considering a
small change, here α, taking the derivative and setting zero,

0 = dJ (p +αp̃)

dα

∣∣∣∣
α=0

=
∫
Ω

d
{

1
2

∣∣∇p +α∇p̃
∣∣2 − f

(
p +αp̃

)}
dα

∣∣∣∣∣∣
α=0

dΩ

=
∫
Ω

{
1

2

(
2∇p̃ · (∇p +α∇p̃

))− p̃ f

}∣∣∣∣
α=0

dΩ

=
∫
Ω

(∇p̃ ·∇p
)− p̃ f dΩ

= (∇p̃,∇p
)
Ω− (

p̃, f
)
Ω ,

whereα is set zero, and the inner product was written in shorthand. This procedure is called taking variations.
Using integration by parts, (∇p̃,∇p

)
Ω− (

p̃, f
)
Ω = (

p̃,∇· (∇p
))
Ω− (

p̃, f
)
Ω = 0.

Since this must hold ∀p̃, the result is the Poisson equation, ∇· (∇p
)=∆p = f .

To pose additional constraints on the solution, the energy functional can be restricted by imposing con-
straints on the solution. This is called constrained minimisation [6]. To do so, one or more Lagrange multi-
pliers (here λ) can be used, such that the functional to be minimised becomes

J (q,λ) =
∫
Ω

1

2

∣∣q∣∣2 dΩ+
∫
Ω
λL

(
q
)

dΩ.

Here, L(q) = ∇ · q − f is a linear operator, which is the case for the other constraints used in Lagrangian for-
mulations in this report. It will turn out that such a minimisation problem will lead to a mixed formulation,
and that if a physical constraint is enforced by a Lagrange multiplier, the latter also has physical meaning. In
this case, λ= p. For an elaborate discussion and comparison of the different properties of formulations aris-
ing from unconstrained and constrained optimisation problems and formulations derived using the Galerkin
method, see [6].

3.4.2. The inner product
To be able to construct weak-form based solutions, it is necessary to formulate an inner product in terms of
the exterior product and a Hodge operator [40]. The inner product on forms on the same oriented manifold
is always metric dependent.

For two k-forms a(k) and b(k) associated to the same geometry, the inner product is defined as [47, 57](
a(k),b(k)

)
Ω
=

∫
Ω

a(k) ∧? b(k).

The inner product is a bilinear form, mapping two differential forms to a scalar. This form which is symmetric
and thus results in a symmetric mass matrix. In the case the two forms are in dual spaces to each other, the
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inner product becomes metric free, since the wedge product between two forms in the same space is metric
free [33].

Furthermore, this inner product has the following identity when dealing with the co-differential operator,
d? = (−1)n(k+1)+1 ? d? [57]. Like integration by parts [47], which is the Green’s formula [7], the following
holds, (

a(k−1),d?b(k)
)
Ω
=

(
da(k−1),b(k)

)
Ω
−

∫
∂Ω

tr
(
a(k−1)

)
∧ tr

(
? b(k)

)
.

3.4.3. Function spaces
The necessary function spaces for the solution will be stated here. To determine the properties of the solution
of the problems considered, the function spaces should be defined beforehand. Here, Ω denotes a domain
of computation, and ∂Ω denotes the boundary of that domain, and it is assumed for all problems that the
boundary is Lipschitz continuous. The most general function space in Ω is the space of square integrable
functions, L2(Ω), formally defined as [9, p. 4]

L2(Ω) ≡
{

f

∣∣∣∣ ∫
Ω

∣∣ f
∣∣2 dΩ= ∥∥ f

∥∥2
L2(Ω) <∞

}
.

Function spaces that ensure that the solution spaces contain suitable functions with appropriate derivatives
[9, p. 4]

H 1(Ω) ≡
{

p ∈ L2(Ω)
∣∣∣∇p ∈ [

L2(Ω)
]n

}
, (3.3a)

H(div,Ω) ≡
{

q ∈ [
L2(Ω)

]n
∣∣∣∇·q ∈ L2(Ω)

}
, (3.3b)

H(curl,Ω) ≡
{

q ∈ [
L2(Ω)

]n
∣∣∣∇×q ∈ [

L2(Ω)
]n

}
. (3.3c)

The selected function spaces for a problem should always ensure that variational analysis of a minimisation
problem is well-defined.

3.5. Error computation
Although the solution can be visualised qualitatively by point-wise evaluation in contour plots and plots of
cross-sections, it is also important to compare to the exact solution and compute the error at many points
to verify the method. This is done by computing the error with appropriate norms. By measuring the error
quantitatively with these norms, the convergence of the solution when refining the mesh can then be deter-
mined.

3.5.1. Norms
The error is evaluated using norms introduced earlier. The most commonly used norm is the L2-error norm,
which for a scalar (here p) is given by

∥∥εp
∥∥

L2(Ω) =
√∫

Ω

(
pex(x, y)−ph(x, y)

)2 dΩ, (3.4)

which can be numerically approximated by introducing quadrature, taking a weighted sum over a large num-
ber of points, ∥∥εp

∥∥2
L2(Ω) ≈

∑
r

∑
s

(
pex(xr , ys )−ph(xr , ys )

)2
wr ws . (3.5)

For mapped domains, it is noted that the norm changes since the size of the domain changes. The determi-
nant of the pull-back operator or Jacobian J is applied to the integration, such that∥∥εp

∥∥2
L2(Ω) =

∑
r

∑
s

(
pex(xr , ys )−ph(xr , ys )

)2
J (xr , ys )wr ws .

For a vector (here the flux q), that is projected as a 1-form onto the grid, to compute the total error, a Pythagorean
sum of the two components should be taken,∥∥εq

∥∥2
L2(Ω) =

∥∥εqx

∥∥2
L2(Ω) +

∥∥∥εqy

∥∥∥2

L2(Ω)
.
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The same holds for a tensor. Other norms that also take into account the derivative can be used. These norms
are stronger, since local oscillations with low values may have high valued derivatives, hence these are ruled
out even more by these norms. First, there is the divergence norm based on the space H(div) from (3.3b) that
takes into account the residual of the discrete divergence equation. For a vector q and a tensor σ ,∥∥εq

∥∥2
H(div;Ω) =

∥∥εq
∥∥2

L2(Ω) +
∥∥εdivq

∥∥2
L2(Ω) , (3.6a)∥∥∥εσ∥∥∥2

[H(div;Ω)]n
=

∥∥∥εσ∥∥∥2

L2(Ω)
+

∥∥∥εdivσ

∥∥∥2

L2(Ω)
. (3.6b)

Similarly, the curl norm based on the space H(curl) from (3.3c) that takes into account the residual of the
discrete curl equation,

‖εω‖2
H(curl;Ω) = ‖εω‖2

L2(Ω) +‖εcurlω‖2
L2(Ω) . (3.7)

Finally, the gradient norm for the space H 1 from (3.3a) is used to take into account the residual of the discrete
gradient of the solution, here for a scalar p and a vector u,∥∥εp

∥∥2
H 1(Ω) =

∥∥εp
∥∥2

L2(Ω) +
∥∥εgradp

∥∥2
L2(Ω) , (3.8a)

‖εu‖2
[H 1(Ω)]n = ‖εu‖2

L2(Ω) +
∥∥εgradu

∥∥2
L2(Ω) . (3.8b)

The divergence, curl and gradient part of the norms will be specified for each problem in the relevant results
sections. Apart from the L2-norm, the L∞ norm can additionally be used to identify or rule out the presence
of local (large) oscillations in the solution. It is defined as∥∥εp

∥∥
L∞(Ω) = max

r,s

∣∣∣pex(xr , ys )−ph(xr , ys )
∣∣∣. (3.9)

Since the case of a single point with high error would be weighted out in an L2-norm, using the L∞ in addition
guarantees that local errors are always lower than the obtained error-norm value. This is useful to prove that
the error is up to machine precision, as should be the case for topological relations.

3.5.2. Convergence
As discussed in Section 3.1, the interpolation error is of order O(hp ). When computing the norms described
in Section 3.5.1, it is relevant to see what the influence is of refinements in polynomial order p of the elements,
or refinements in the number of elements K through h = 1/K . The error can be expressed as

ε=C hαp , (3.10)

where C and α are positive non-zero constants, 0 < α < 1. By refinement of polynomial order p, it is thus
expected that for a linear increase in p, the error decreases exponentially. This can be shown in a plot with a
linear scale for p and a logarithmic scale for the error, where a straight line can be expected. By refinement
of the element size, done for a set domain by increasing the number of elements K , the convergence will be
of the order αp. The optimal convergence is then characterised in a plot with a logarithmic scale for both the
error and element size by a straight line with slope p. The constant C only determines the height of the line
in this plot, which can be influenced by the quality of the mesh.

It is valuable to compare the error of the solution to the interpolation error. This directly indicates sub-
optimal performance, e. g. α < αopt < 1. The interpolation error, with the exact solution projected on the

mesh denoted by
(

f ex
)h , is computed with

‖εI‖2
L2(Ω) =

∫
Ω

(
f ex(x, y)− (

f ex)h (x, y)
)2

dΩ. (3.11)

3.6. Summary
With the defined connectivity of the mesh, a means of projecting the continuous quantities and their rela-
tions on them, the basis functions for the solution and test functions, and the definitions for the solution, it is
possible to construct the necessary matrices to solve problems using the mimetic spectral element method.
Using reconstruction, the results can then be quantitatively analysed. Using the mapping, this is then pos-
sible for any quadrilateral mesh. Finally, the error norms defined will allow a quantitative analysis of the
results, which can be expressed in convergence plots. Note that the procedure for implementation is shown
schematically in Appendix C.





4
The Poisson Problem

In this chapter, a first look is taken at a simple problem, the Poisson problem, to gradually introduce the
techniques used in the mimetic spectral element method. First, the derivation of the weak form and the
implementation using a discrete system to solve will be shown. Then, the results for this implementation will
be shown for two test cases.

4.1. Derivation and implementation
After introducing the Poisson problem in its common form, the equations are rewritten in differential forms,
giving a motivation for this different way of writing. Then, the weak form is derived from a minimisation
problem, leading to the system matrix to find the solution for the problem. Finally, a note is given on multiple
elements, and on how to compute the solution.

4.1.1. Problem introduction
The scalar Poisson problem with Dirichlet boundary conditions is given by

∆p = f in Ω, (4.1a)

p = g on ∂Ω. (4.1b)

Here, p is a potential, and f a forcing function. For Neumann boundary conditions, the second part generally
reads ∇p ·n = g ∈ ∂Ω. If only Neumann boundary conditions are prescribed, this poses the constraint on the
choice of f and g , ∫

Ω
f dΩ=

∫
Ω
∆pdΩ=

∫
∂Ω

∇pdΓ=
∫
∂Ω

g dΓ,

and that an additional constraint is needed for p, since it is only determined up to a constant. The additional
constraint is either setting one value in the domain, or setting

∫
Ω pdΩ= 0.

In differential forms, the Poisson problem can be written for Rn as, [33]

dq (n−1) = f (n) in Ω,

with q the flux or normal velocity, and

q (n−1) =? u(1)

=? dp(0)

=? d?p(n)

=−d?p(n),

since u(1) = dp(0), and for n = 2 applying d? to a 2-form sets k = 2, and d? = (−1)n(k+1)+1? d? =−? d? [33].
Here, u(1) is the circulation or tangential velocity. This can be rewritten to a system of first order equations,

29
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such that

q (n−1) +d?p(n) = 0 in Ω, (4.2a)

dq (n−1) = f (n) in Ω, (4.2b)

?p(n) = p ′(0) = g ′(0) on ∂Ω. (4.2c)

The differential forms clarify which relations are approximate and which can be represented exactly. The
relations between q (n−1) and u(1) involves a Hodge operation. The same holds for f (n) =? f (0), where f (0) can
be seen as input data which may not be certain in practise. Finally, the boundary condition poses another
uncertainty, and also here the metric dependency is seen. From this formulation, the separation of relations
that are uncertain and the relations that are exactly known is clear.

As discussed in Section 3.1.2, these differential forms can be projected onto components of the cell com-
plex. The projection on them are co-chains, and these values thus represent the weights of a basis that is
defined on mesh elements. The associated geometry in n = 2 for the 1-form q and the dual 0-form for this
specific problem is depicted in Fig. 3.1.

4.1.2. Lagrangian formulation
The derivation of the weak form from the Lagrangian formulation now follows. The Lagrangian formulation
for the minimisation problem for the Poisson problem is posed as the saddle-point problem [9, p. 24-25]

L(
q,λ; f ,λP

)= ∫
Ω

1

2
q T q+λ(∇·q− f

)
dΩ−

∫
∂Ω
λP q ·ndΓ. (4.3)

Here, λP = tr(λ) is given on the boundary, and f ∈ L2(Ω) in the domain. From this formulation, it is seen in
which spaces the solution (q,λ) should be sought for: λ ∈ L2(Ω), and q ∈ H(div,Ω). As explained in Section 3.4,
the functional (4.3) can be minimised by considering small variations in the arguments, taking the derivative,
and setting to zero. For example, now taking variations with respect to q,

dL(
q+αq̃ ,λ+βλ̃; f ,λP

)
dα

∣∣∣∣∣
α=β=0

= 0,

gives (
q̃,q

)
Ω+ (

λ,∇· q̃
)
Ω =

∫
∂Ω
λP q̃ ·ndΓ, ∀q̃ ∈ H(div).

Next, taking variations with respect to λ results in the conservation law,(
λ̃,∇·q

)
Ω = (

λ̃, f
)
Ω , ∀λ̃ ∈ L2(Ω).

The final system of equations in weak form is then described in the variational problem: Find λ ∈ L2(Ω), and
q ∈ H(div,Ω), such that

(
q̃,q

)
Ω+ (

λ,∇· q̃
)
Ω =

∫
∂Ω
λP q̃ ·ndΓ, (4.4a)(

λ̃,∇·q
)
Ω = (

λ̃, f
)
Ω , (4.4b)

∀q̃ ∈ H(div,Ω),∀λ̃) ∈ L2(Ω). If the solution is sufficiently smooth in Ω, and if λ ∈ H 1(Ω), since this holds
∀λ̃ ∈ L2(Ω) and ∀q̃ ∈ H(div,Ω), applying the main theorem of calculus results in the system of first order
ordinary differential equation of the Poisson problem,

q−∇λ= 0 in Ω, (4.5a)

∇·q = f in Ω, (4.5b)

λ=λP on ∂Ω. (4.5c)

In this case, it is seen that the Lagrange multiplier λ will have as physical interpretation the pressure p, while
q has the physical interpretation of a flux.
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4.1.3. Weak formulation
In finite element methods, an engineering approach to derive the weak form is to directly test the familiar
differential equation (4.2) with suitable test functions. However, as seen in the previous section, in case of
the Poisson problem, it is also possible to derive a weak formulation from a minimisation problem. The weak
form (4.4) can be written with differential forms as(

q̃ (n−1), q (n−1))
Ω+ (

dq̃ (n−1), p(n))
Ω =

∫
∂Ω

tr
(
q̃ (n−1))∧ tr

(
p(0)) , (4.6a)(

p̃(n),dq (n−1))
Ω = (

p̃(n), f (n))
Ω . (4.6b)

If the standard Galerkin method is followed, i.e. (4.2) is tested with test functions that have the same basis as
the solution, then (

q̃ (n−1), q (n−1))
Ω+ (

q̃ (n−1),d?p(n))
Ω = 0,(

p̃(n),dq (n−1))
Ω = (

p̃(n), f (n))
Ω .

The system can be rewritten using integration by parts [47], as(
q̃ (n−1),d?p(n))

Ω = (
dq̃ (n−1), p(n))

Ω−
∫
∂Ω

tr
(
q̃ (n−1))∧ tr

(
? p(n)) ,

hence (4.6) can be derived from either (4.2) or (4.3). Since this is a mixed formulation arising from a con-
strained optimisation, this setting is called mixed Galerkin [6]. The point made here is that starting from the
Lagrangian formulation allows to more clearly select the necessary function spaces, and hence the correct
basis for representing the solution.

4.1.4. The system to solve
The system (4.6) can be written in terms of matrices for the given basis functions as[

M(n−1)
(
M(n)E(n,n−1)

)T

M(n)E(n,n−1) 0

][
q h

ph

]
=

[
g h

M(n) f h

]
, (4.8)

with g h a vector containing all boundary values at the same edges as q h , and f h a vector containing the
reduced co-chain values of f at the same locations as ph . The reduction of these quantities from their known
continuous functions is discussed in detail in Appendix A.3 and Appendix A.4. The construction of mass
matrices, and the derivation of the term leading to the incidence matrix, is discussed in detail in Appendix A.1
and Appendix A.2.

Using the algebraic dual basis from Section 3.2.3, it is possible to rewrite the system to eliminate the mass

matrix M(n) from the second row and make it part of the solution. Introducing
(
p ′)h ≡M(n)ph ,[

M(n−1)
(
E(n,n−1)

)T

E(n,n−1) 0

][
q h(
p ′)h

]
=

[
g h

f h

]
, (4.9)

since on the primal grid, where the fluxes are, the algebraic dual polynomials can be used as a basis for? p(2)

in the system. This means that the system to solve becomes sparser, and part of the solution,
(
p ′)h has to

be solved for M(n) in a post-processing step, e.g. ph = (
M(n)

)−1 (
p ′)h . This is done to be able to expand it

in primal basis functions for ph again. The sparsity of these two systems, in primal-primal and primal-dual
formulation, is compared in Fig. 4.1. The effect of the full mass matrix M(n) is clear from the sparsity in the
primal-dual formulation.

4.1.5. Continuous and hybrid elements
To divide the domain in multiple spectral elements, there are generally two approaches, separating into con-
tinuous and hybrid elements. In continuous methods, the global unknown vector includes only one unknown
for every edge, even if it is shared by two elements. In the hybrid method, the numbering globally is done as
if the edges of elements are disconnected, such that adjacent boundaries of edges have two unknowns. The
pairing of edges at the same location is then performed using an interface operator. This step can be per-
formed separately and the domains can be solved independently afterwards. For the Poisson problem using
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(a) Primal-primal formulation, from (4.8).
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(b) Primal-dual formulation, from (4.9).

Figure 4.1: Sparsity patterns of the system matrix for the Poisson problem on a single orthogonal element, p = 3.

u
v
p

Figure 4.2: Coupling the hybrid elements of lowest order for the Poisson problem, K = 2, p = 1.

the hybrid method, the setup is visualised in Fig. 4.2. The practical implementation for coupling the shared
edges at boundaries between elements is setting up a matrix that equates the two edges. For a global num-
bering index, the Poisson problem becomes

M(n−1)
(
E(n,n−1)

)T
NT

E(n,n−1) 0 0

N 0 0




q h

M(n)ph

λh

=


g h

f h

0

 .

The matrix N is sparse, just like the incidence matrix. Due to the orientation of the edges, it will be com-
posed of plus and minus one, and zero entries. A note on how to solve this particular system is given in
Appendix B. For an elaborate derivation of the hybrid formulation of the Poisson problem and the derivation
of a Lagrangian for the interface operator, see [73]. The results presented in this chapter are generated with
continuous elements, since the result is the same.

The mass matrices can be generated for each element separately, as the element mass matrices include
a local mapping of each element. This is a useful property for the hybrid method, since the inversion of the
matrix can then be done for each element separately. For continuous elements, the whole system must be
solved, such that the global numbering may alter the condition number of the system matrix, and therefore
the computational effort needed to solve it. The numbering is a matter of using a consistent index.

The global matrix can be set up in different ways. Each element can be numbered such that a diagonal of
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the element systems is created. This means that the vector on the left-hand side is built up directly by stacking
the element unknown vectors. The right hand side must also be ordered in the same way. Another way is to
order the whole matrix globally. This means assigning the entries in the matrix such that a global unknown
vector is created. This will mean that the mass matrices are on a diagonal, with some sparse off-diagonal
matrices and a large part is zero. The solution and right-hand side vector is then also ordered with a global
numbering index.

4.1.6. Evaluating the solution
The solution vector contains discrete projections of the 1-form q (1) and 2-form p(2), which represent the
integral value (or co-chain) of the fluxes q through the lines, and the integral value of p over a surface. To
localise these values on any point in the domain, the solution can be interpolated by evaluating the solution
at an amount of points larger than the polynomial order used.

Assuming an orthogonal square reference domain,

uh(x, y) =
p+1∑
i=1

p∑
j=1

(u)i j hi (x)e j (y), vh(x, y) =
p∑

i=1

p+1∑
j=1

(v)i j ei (x)h j (y),

where x, y are chosen on a fine grid. Similarly,

ph(x, y) =
p∑

i=1

p∑
j=1

pi j ei (x)e j (y).

The errors are evaluated point-wise using these functions. For general domains that require mapping, the
derived expressions are given in Appendix A.3.2.

Denoting the result vector of the application of the incidence matrix to the solution vector of the flux as(
dq (1)

)h = E(n,n−1)q h , the resulting system vector can be reconstructed using the same basis as for ph ,

(
dq (1))h

(x, y) =
p∑

i=1

p∑
j=1

(
dq (1))

i , j ei (x)e j (y).

4.2. Results
In this section, the results for the Poisson problem are presented. These results have been reproduced as a
verification of the code implementation, but also serve as an overview of the key findings in previous works.
The two test problems are a manufactured solution and a solution with a singularity which has an exact
solution as well.

4.2.1. Manufactured solution
For all implementations, the first test case for verification is reproducing a manufactured solution. This can
be done on an orthogonal mesh and a deformed, curvilinear mesh seen in Fig. 4.3. The spacing of the el-
ements is linear, while the solution points inside an element are the Gauss-Lobatto-Legendre points. The
mapping of reference coordinates (ξ,η) from the reference domain [−1,1]2 to the deformed mesh coordinates
(x, y), is given by, [57],

x(ξ,η) = 1

2

(
1+ξ+ c sin(πξ)sin(πη)

)
,

y(ξ,η) = 1

2

(
1+η+ c sin(πξ)sin(πη)

)
.

In this test case, the domain is rectangular, such that mappings are only needed on internal degrees of free-
dom, and the domain bounds can be freely chosen. The components of the Jacobian follow directly as

∂x

∂ξ
(ξ,η) = 1

2

(
1+πc cos(πξ)sin(πη)

)
,

∂x

∂η
(ξ,η) = 1

2

(
πc sin(πξ)cos(πη)

)
,

∂y

∂ξ
(ξ,η) = 1

2

(
πc cos(πξ)sin(πη)

)
,

∂y

∂η
(ξ,η) = 1

2

(
1+πc sin(πξ)cos(πη)

)
.

A smooth manufactured solution is chosen, where
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(a) Orthogonal mesh, c = 0.
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(b) Deformed mesh, c = 0.3.

Figure 4.3: Meshes with K 2 = 32 elements of order p = 5 for different deformation coefficient c.

pex = sin(2πx)sin(2πy),

such that

uex = 2πcos(2πx)sin(2πy),

vex = 2πsin(2πx)cos(2πy),

f ex =−8πcos(2πx)cos(2πy).

The solution for the potential ph is zero on the boundary in this test case, as the test domain of [0,1]2

is used. In Fig. 4.4, the solution and error contours are shown for three cases, where the meshes in Fig. 4.3
are used. The boundary conditions are all Dirichlet, so with prescribed pressure. Furthermore, continuous
elements are used, such that elements share a degree of freedom on the boundaries between them. The errors
in a solution on a deformed mesh for the same order are clearly larger. However, by refining the mesh, the
solution converges to the exact solution.

This is shown quantitatively in Fig. 4.5 for both spectral or p-refinement, and mesh or h-refinement,
respectively. The norms are as defined in Section 3.5.1. For the Poisson problem, the residual norm for (3.6a),
the divergence part of the H(div) norm, should be computed as

∥∥εdivq
∥∥2

L2(Ω) =
∥∥∥(

dq (1))h − f ex
∥∥∥2

L2(Ω)
.

The gradient part of
∥∥εp

∥∥2
H 1(Ω) in (3.8a),

∥∥εgradp
∥∥2

L2(Ω), is computed by computing

(
gradp

)h = (
M(1))−1

[
−(
E(2,1))T (

p ′)h +g h
]

,

which has two components and is expanded in the same way as qh .
The interpolation error for the solution components is plotted as well in Fig. 4.5, which, as explained in

Section 3.5.2, shows that the error in the solution representation is almost entirely due to interpolation errors.
Furthermore, the indicated slopes show that the solution follows the optimal convergence of order p. The
order of convergence for a deformed mesh does not change, as evident from the slopes in the h-convergence
plot. The value of the constant C in (3.10) is only increased for a deformed mesh. For p-convergence, it is
seen that the constant α in (3.10) decreases with deformation. The solution is still optimal independent of
deformation, evident from the proximity to the interpolation error.
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(a) Solution on orthogonal mesh (order p = 5).
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(b) Error on orthogonal mesh (order p = 5).
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(c) Solution on deformed mesh with c = 0.3 (order p = 5).
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(d) Error on deformed mesh with c = 0.3 (order p = 5).
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(e) Solution on deformed mesh with c = 0.3 (order p = 10).
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(f) Error on deformed mesh with c = 0.3 (order p = 10).

Figure 4.4: Solution for the potential ph , computed with continuous elements on the element mesh of Fig. 4.3.
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Figure 4.5: Convergence trends for the Poisson manufactured solution on the domain [0,1]2.
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Figure 4.6: Conservation of mass for the Poisson manufactured solution on the domain [0,1]2.
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Furthermore, the point-wise error in the conservation law is shown in Fig. 4.6 for the same refinements
in p and h, which can be said to be in the order of machine precision. If the force function is non-zero, it
is not always possible to reduce it such that the reconstructed force is point-wise exact, as there is a loss of
information if it cannot be resolved by the discrete representation. For the manufactured solution used in this
section, the reduction of f is only approximate (it cannot be represented by polynomials), hence instead the
reduced function f h is used for computing the error in divergence of the velocity used for expressing mass
conservation, ∥∥εdivq

∥∥2
L∞ =

∥∥∥(
dq (1))h − f h

∥∥∥2

L∞ . (4.12)

The reason for this approach is that in real applications, the forcing function may only be a simple polynomial
function. For instance, if gravity is the forcing function, it is nearly constant in the domain. In these cases, it
can be fully represented in f h . Therefore, the conservation law is point-wise satisfied up to the representation
of f as f h . Note that the coloured lines in Fig. 4.6 have no further meaning, as opposed to the black lines in
Fig. 4.5. The next test problem will show that mass conservation is point-wise satisfied as well if the forcing
function is zero.

4.2.2. L-shaped domain
An additional test case in an L-shaped domain is used to show the method performance on non-smooth
solutions. As such, the L-shaped domain test case from [22] is used, see the geometry in Fig. 4.7a. Each of
the three blocks contains K 2 elements, hence there are 3K 2 elements in total for this problem. All boundaries
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(b) Mesh for 3K 2 = 3(22) elements, p = 5.

Figure 4.7: L-shaped domain specifications and mesh used for generating the solution contour plots.

have a Dirichlet boundary condition, except for the inside boundaries from point (−1,0)− (0,0) and (0,−1)−
(0,0) where the flux is prescribed directly with a Neumann boundary condition (see Appendix A.4.3 on how
to implement this), these boundaries are indicated in Fig. 4.7a with ΓN . The exact solution is given in polar
coordinates by

φex(r,θ) = r 2/3 sin

(
2

3

(
θ+ π

2

))
,

such that the velocity components are given by

uex = ∂φ

∂x
= 2

3
r cos(θ)sin

(
2

3

(
θ+ π

2

))
− r− 1

3 sin(θ)cos

(
2

3

(
θ+ π

2

))
,

vex = ∂φ

∂y
= 2

3
r sin(θ)sin

(
2

3

(
θ+ π

2

))
− r− 1

3 cos(θ)cos

(
2

3

(
θ+ π

2

))
,

and the forcing term f ex = 0.
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Figure 4.8: Convergence trends for the solution on the L-shaped domain.
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Figure 4.9: Conservation of mass for the solution on the L-shaped domain.
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−1.0 −0.5 0.0 0.5 1.0
−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00
vh

0.0

0.6

1.2

1.8

2.4

3.0

(d) Solution for velocity component v .
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Figure 4.10: The solution on the L-shaped domain, for K = 2, p = 5.
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The solution results using a mesh of continuous elements seen in Fig. 4.7b are shown in Fig. 4.10, where
again, the conservation law is shown to be point-wise satisfied, even in this case where the forcing function is
zero. The singularity at the point (0,0) is clearly visible in the three-dimensional contour plots Fig. 4.10e and
Fig. 4.10f. For this setup, the singularity poses no problem, since the solution of the velocities is represented
by integral quantities over the edge instead of point-wise quantities. The discontinuity of the flux, for uh in
y-direction and for vh in x-direction is also clearly visible in Fig. 4.10c and Fig. 4.10d. The convergence plots
for this problem in Fig. 4.8 show sub-optimal p-convergence (i.e. no straight line), as expected for this non-
smooth problem. The error is however close in value to the interpolation error, hence this is the best possible
solution using this discrete representation. The h-convergence of reduced order (2/3) is also observed in
[22], attributed to the limited regularity of the solution. The maximum point-wise error for both refinements
confirms again the conservation of mass.

4.3. Summary
The Poisson problem has been presented as a first introduction to the application of the mimetic spectral ele-
ment method. From a Lagrangian formulation, it is possible to derive the weak formulation with the correctly
selected function spaces. The weak formulation leads to a system with mass matrices, while the choice of the
basis allows for discretising the divergence operator as an incidence matrix. To make the system more sparse,
it is convenient to introduce the algebraic dual basis. The formulation was tested with two test problems.
The first was a manufactured solution, that showed the convergence of the error to be optimal for the given
basis for both h- and p refinement. In addition, the L-shaped domain test case allowed for proving again the
point-wise exactness of the discrete divergence operator. This implementation of the method has now been
verified.



5
The Stokes Problem

This chapter contains a verification of results for a previously studied formulation of the Stokes problem. A
new problem is also treated using this formulation, which is the backwards facing step problem. The problem
is first derived and new terms are elaborated on, and then the results for the three test cases are shown and
discussed.

5.1. Derivation and implementation
The Stokes flow equations will be first introduced in this section in vector notation. The main line of thought
from [47] to obtain the system of equations will be followed here. Then, as the constraint of constant viscosity
allows to introduce the vector Laplacian, the vector Laplacian will be rewritten in differential forms, and the
equations are rewritten as a system of first order equations. The weak formulation and system to solve follow,
and a note on hybridisation then concludes this section.

5.1.1. The Stokes flow equations
The Stokes flow equations are

∇· τ + f = 0, (5.1)

∇·u = 0. (5.2)

The first equation represents conservation of linear momentum, while the second equation represents con-
servation of mass. Here, the Cauchy stress tensor τ can be divided in the deviatoric stress tensor σ and
pressure p,

τ = σ −p I ,

where σ = 2νε , with ε the rate of deformation tensor

ε = 1

2

(∇u+ (∇u)T )
The tensors can hence be written out, with u =

[
u

v

]
, as

σ =
[
σxx σy x

σx y σy y

]
, ε = 1

2

[
2 ∂u
∂x

∂u
∂y + ∂v

∂x
∂v
∂x + ∂u

∂y 2 ∂v
∂y

]
. (5.3)

Unless the pressure is prescribed on the boundaries, the pressure in this equation is determined up to a
constant, such that the solution values for the pressure should be taken relative to a point or the average
pressure should be set zero [47].

Taking ν= 1 (or another constant), as ∇·u = ∂u
∂x + ∂v

∂y = 0, and thus

∇· (∇u)T =
 ∂2u
∂x2 + ∂2v

∂x∂y
∂2u
∂x∂y + ∂2v

∂y2

=
 ∂
∂x

(
∂u
∂x + ∂v

∂y

)
∂
∂y

(
∂u
∂x + ∂v

∂y

)=∇ (∇·u) = 0,

41
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the vector Laplacian appears, since then,

∇· σ = ν∇· (∇u+ (∇u)T )= ν (∇·∇)u = ν∆u.

Hence, the Stokes flow equations for constant viscosity are

ν∆u−∇p + f = 0, (5.4)

∇·u = 0. (5.5)

5.1.2. The vector Laplacian
In vector calculus, the vector Laplacian has the identity

∆u =∇?(∇·u)−∇× (∇?×u
)

= grad?(divu)−curl
(
curl?u

)
.

The stars are written in these equations, because it must be made clear that the gradient and the divergence
operations are performed on different forms, as are the curl operations. These relations are seen as well on
the double De Rham complex, see Fig. 2.2. Taking the grad? is equivalent of first applying the Hodge-?, then
the exterior derivative which is the gradient on a 0-form, and then again applying the Hodge-?. The same
can be done for the curl?. Using this complex, the Hodge Laplacian [7] for a 1-form in R2 is written as

∆q (1) = d?dq (1) −dd?q (1). (5.6)

Here, the quantity ∇×q or d?q (1) can be replaced by a different quantity, the vorticity, which should be a
0-form ω(0),

ω(0) = d?q (1). (5.7)

The forms appearing in the equations in R2 are thus the outer-orientedΛ(n−2) =ω(0) andΛ(n−1) = q (1).

5.1.3. System to solve
Now the previously found expression in (5.6) can be taken to rewrite the equations (5.1) in differential forms
as

d?dq (n−1) −dd?q (n−1) −d?p(n) + f (n−1) = 0,

dq (n−1) = 0.

In the first line, the first term can be removed due to the second equation. The second term can be rewritten
by introducing the vorticity explicitly, resulting in the system from [47],

ω(n−2) −d?q (n−1) = 0,

dω(n−2) +d?p(n) = f (n−1),

dq (n−1) = 0.

Using the standard Galerkin method, rewriting these equations for R2 in the weak formulation requires three
test functions, ω̃(0), q̃ (1) and p̃(2). Multiplying the terms in each line with the respective correct test function
and integrating over the domain yields(

ω̃(0),ω(0))
Ω− (

ω̃(0),d?q (1))
Ω = 0,(

q̃ (1),dω(0))
Ω+ (

q̃ (1),d?p(2))
Ω = (

q̃ (1), f (1))
Ω ,(

p̃(2),dq (1))
Ω = 0.

The terms with the co-differential can be rewritten as [47](
ω̃(0),d?q (1))

Ω = (
dω̃(0), q (1))

Ω−
∫
∂Ω

tr
(
ω̃(0))∧ tr

(
? q (1)),(

q̃ (1),d?p(2))
Ω = (

dq̃ (1), p(2))
Ω−

∫
∂Ω

tr
(
q̃ (1))∧ tr

(
? p(2)).
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Thus the final system becomes

(
ω̃(0),ω(0))

Ω− (
dω̃(0), q (1))

Ω =−
∫
∂Ω

tr
(
ω̃(0))∧ tr

(
? q (1)), (5.12a)(

q̃ (1),dω(0))
Ω+ (

dq̃ (1), p(2))
Ω = (

q̃ (1), f (1))
Ω+

∫
∂Ω

tr
(
q̃ (1))∧ tr

(
? p(2)), (5.12b)(

p̃(2),dq (1))
Ω = 0. (5.12c)

Now, these terms can be evaluated similarly as before, resulting in a system with three unknown vectors,


M(0)

(
E(1,0)

)T
M(1) 0

M(1)E(1,0) 0
(
E(2,1)

)T
M(2)

0 M(2)E(2,1) 0



ωh

q h

ph

=


−bh

M(1) f h +g h

0

 , (5.13)

where the vector f h results from reducing the forcing 1-form f , and bh and g h from boundary conditions
posed on the tangential velocity component and the pressure, respectively [47]. The two newly introduced
matrices are the mass matrix M(0), which is derived as well in Appendix A.1 and the incidence matrix E(1,0)

shown in Appendix A.2. The derivation of components for bh and g h is given in Appendix A.4 and for f h in
Appendix A.3.

The system can be rewritten (increasing the sparsity) by dividing the last row by M(2) and solving for an

altered
(
p ′)h =M(2)ph ,


M(0)

(
E(1,0)

)T
M(1) 0

M(1)E(1,0) 0
(
E(2,1)

)T

0 E(2,1) 0



ωh

q h(
p ′)h

=


−bh

M(1) f h +g h

0

 . (5.14)

The expansions for the pressure ph and flux qh are the same as for the Poisson problem in Section 4.1.6. The
expansion of the solution for ω is given by

ωh(x, y) =
p+1∑
i=1

p+1∑
j=1

ωi j hi (x)h j (y). (5.15)
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Figure 5.1: Coupling the hybrid elements of lowest order for the Stokes problem in VVP formulation, K = 2, p = 1.
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5.1.4. Note on hybridisation
This formulation is not hybrid, and cannot be hybridised directly like the Poisson problem. In Fig. 5.1, the
setup for the lowest order elements is given. The interface variables that couple the vorticity are visualised
using arrows, since their physical interpretation is the circulation, which is the dual of the flux. At each in-
tersection of four elements, four vorticity nodes meet, one for each corner. But if the top two vorticity nodes
are coupled, i. e. set to the same value, and the same happens for the left two and the right two, the bottom
two are automatically set equal by the first three constraints. This means that the last constraint does not add
information, hence the system is under-determined.

5.2. Results
This section contains the results for the formulation presented in this chapter. Three test cases are consid-
ered, the manufactured solution, the lid-driven cavity flow, and the flow over a backwards facing step. The
latter is a new result using this existing formulation. The results for this formulation are again generated using
continuous elements.

5.2.1. Manufactured solution
The manufactured solution test case can be repeated again for the Stokes flow problem in VVP formulation.
Taking the following standard exact solution for the pressure and velocity components, also used in [47],

pex(x, y) = sin(πx)sin
(
πy

)
, (5.16a)

uex(x, y) =−sin(2πx)cos
(
2πy

)
, (5.16b)

vex(x, y) = cos(2πx)sin
(
2πy

)
, (5.16c)

it is derived that

f ex
x (x, y) =πcos(πx)sin

(
πy

)−8π2 sin(2πx)cos
(
2πy

)
,

f ex
y (x, y) =πsin(πx)cos

(
πy

)+8π2 cos(2πx)sin
(
2πy

)
,

ωex(x, y) =−4πsin(2πx)sin
(
2πy

)
.

The maximum point-wise error of the divergence of the velocity for varying resolutions is shown in Fig. 5.2.
Note that the (coloured) connecting lines here do not have further meaning. The convergence results are
shown in Fig. 5.3.
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Figure 5.2: Point-wise maximum error in conservation law for the Stokes flow problem, for the manufactured solution
on the domain [0,1]2.
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Figure 5.3: p- and h-convergence trends for the Stokes flow problem, for the manufactured solution on the domain
[0,1]2.
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The norms used are computed as defined in Section 3.5.1, where here specifically,∥∥εdivq
∥∥

L2 =
∥∥∥(

dq (1))h
∥∥∥

L2

‖εcurlω‖2
L2 =

∥∥∥∥(
dω(0))h

x −
(
∂ω

∂x

)ex∥∥∥∥2

L2
+

∥∥∥∥(
dω(0))h

y −
(
∂ω

∂y

)ex∥∥∥∥2

L2∥∥εdivq
∥∥

L∞ =
∥∥∥(

dq (1))h
∥∥∥

L∞

The components of the norm ‖εcurlω‖L2 arises from the fact that dω(0) is a 1-form, hence the co-chain E(1,0)ωh

will have two components with the same expansion as qh . The gradient part of
∥∥εp

∥∥
H 1(Ω) is computed in the

same way as in Section 4.2.1. The interpolation error is plotted separately as well in the p-refinement plots,
and the slope of the optimal h-convergence is shown as black lines for the orthogonal mesh results. The
fact that the slope for ‖εω‖H(curl) is the same as for the other solution components, comes from the fact that
although ωh has one order higher convergence it its L2 norm, its derivative does not, hence the contribution
of ‖εcurlω‖L2 is dominant. It is observed that for p-refinement, the results lie very close to the interpolation
error, and furthermore follow the optimal trends very well. For h-refinement, the correct convergence rate
is observed, even for the distorted meshes. Therefore, optimal convergence is confirmed for all solution
components, and all error lies in the representation of the constitutive law.

5.2.2. Lid driven cavity flow
The second problem considered is the typical problem of lid driven cavity flow, of which reference results
are found in [39], [45], and [47]. The problem is a challenging test case, since there are two singularities in
the solution for the pressure and vorticity at the corners where the velocity jumps [47]. However, as flux is
represented by the average over the edge, these singularities will not be a problem for this formulation. It has
been recomputed for further verification of the implementation.

A square mesh on the domain [0,1]2 is used, with a cosine spacing of the elements. Using this spacing
greatly increases the resolution near the corners. The boundary conditions are unit velocity to the right at the
top boundary, and all other boundary velocities set to zero as no-slip boundary conditions. As the normal
velocity is prescribed on every boundary, the pressure is determined up to a constant, hence the average
pressure is set to zero.
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Figure 5.4: Orthogonal mesh with K 2 = 62 elements of order p = 6 used for the lid-driven cavity flow problem.

The mesh used for this test case is shown in Fig. 5.4. The results are summarised qualitatively in the
contour plots in Fig. 5.5. These plots show the expected trends and a clear match with the results from the
reference [47]. Also, the divergence of the velocity in this test problem confirms again exact point-wise mass
conservation for this scheme.
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Figure 5.5: Solution for the lid driven cavity test problem, with K 2 = 62 cosine spaced elements of order p = 6.
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5.2.3. Backwards facing step
Additionally, there is the backward-facing step flow, found in [8] and in [29]. In terms of connectivity, this
same domain was used for the backwards facing step problem in Stokes flow, although the three blocks are
sized differently. This final test problem is taken from [8], see Fig. 5.6. The boundary conditions are again

x

y

0 2 10
0

0.5

1

Figure 5.6: Domain for the backwards facing step problem.

set with normal and tangential velocity everywhere, such that the average pressure has to be set to zero. The
inlet and outlet velocity uin and uout are respectively given by

uin = 8(y −0.5)(1− y),

uout = y(1− y).

All other walls have no-slip wall boundary conditions.
The backwards facing step problem results are shown here for two highly refined meshes. The element

meshes used are shown in Fig. 5.7a and Fig. 5.8a, note that the grid inside the elements is not shown. A small
number of high order elements is used in Fig. 5.7 and a large number of lower order elements in Fig. 5.8. In
both cases, the solution has a comparable maximum error in mass conservation of machine precision, and
the contours qualitatively agree to those in [8], which are shown in Fig. 5.9.

5.3. Summary
The Stokes flow equations can be rewritten in a system of first order equations. These equations, following the
standard Galerkin procedure, can be rewritten in a weak form. This formulation is comparable to the Poisson
problem formulation, the divergence of the velocity is however always set to zero. It was tested with a similar
manufactured solution test case, producing optimal results with point-wise mass conservation. The formu-
lation is also capable of simulating non-smooth cases such as the lid-driven cavity flow and the backwards
facing step. Even for these cases, the mass conservation constraint can be said to be satisfied point-wise.
However, as was pointed out before in Section 2.3.2, the linear momentum law cannot be discretised exactly
in this formulation. Therefore, it is important to look at a first problem that explicitly introduces the linear
momentum equation by computing the stresses, the problem of linear elasticity.
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Figure 5.7: Solution of the backwards facing step test problem, with 3K 2 = 3(32) elements of order p = 10.
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Figure 5.8: Solution of the backwards facing step test problem, with 3K 2 = 3(102) elements of order p = 3.
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Figure 7. Improvement of the mass conservation in (29) under mesh refinement for the backward-facing
step (left panel) and the flow past a cylinder with r =0.6 (center panel) and r =0.9 (right panel). The
solid and the dashed line represent the SVP formulation (29) on the original and on the refined meshes,
respectively. Values are computed using (22) along vertical lines placed at every 0.1 units along the x-axis.
A total of 100 lines are used for the backward-facing step and 40 lines are used for the flow past a cylinder.
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Figure 8 . Velocity plot of the weighted L2 LSFEM (12) (top) and the SVP
formulation (29) (bottom) for the backward-facing step.
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Figure 9. Pressure plot of the weighted L2 LSFEM (12) (top) and the SVP
formulation (29) (bottom) for the backward-facing step.

radius 0.6. The reduction in the maximum mass loss when r =0.9 is somewhat smaller, but still
valuable. The important conclusion from this study is that mesh refinement consistently delivers
further improvements to the mass conservation of the SVP formulation.

Additionally, there are some qualitative differences in the finite element solutions computed by
(29) and (12), which can be attributed to the mass losses in the latter. Plots of the velocity, pressure
and vorticity for the backward-facing step problem computed by these two methods are compared
in Figures 8 –10. One significant difference between the two solutions is seen in the velocity plots
shown in Figure 8 . The SVP solution exhibits the expected behavior near the re-entrant step and
maintains the characteristic parabolic velocity profile throughout the full length of the problem
domain. In contrast, the severe mass loss in the solution of (12) near the re-entrant step leads to
an underestimate of the velocity magnitude and weakening of its parabolic profile in this region.

Plots of the finite element solutions for (29) and (12) in the case the flow past a cylinder of
radius 0.6 are compared in Figures 11–13 . The computed velocity fields by (29) and (12) are
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respectively. Values are computed using (22) along vertical lines placed at every 0.1 units along the x-axis.
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radius 0.6. The reduction in the maximum mass loss when r =0.9 is somewhat smaller, but still
valuable. The important conclusion from this study is that mesh refinement consistently delivers
further improvements to the mass conservation of the SVP formulation.

Additionally, there are some qualitative differences in the finite element solutions computed by
(29) and (12), which can be attributed to the mass losses in the latter. Plots of the velocity, pressure
and vorticity for the backward-facing step problem computed by these two methods are compared
in Figures 8 –10. One significant difference between the two solutions is seen in the velocity plots
shown in Figure 8 . The SVP solution exhibits the expected behavior near the re-entrant step and
maintains the characteristic parabolic velocity profile throughout the full length of the problem
domain. In contrast, the severe mass loss in the solution of (12) near the re-entrant step leads to
an underestimate of the velocity magnitude and weakening of its parabolic profile in this region.

Plots of the finite element solutions for (29) and (12) in the case the flow past a cylinder of
radius 0.6 are compared in Figures 11–13 . The computed velocity fields by (29) and (12) are
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Figure 10. Vorticity plot the weighted L2 LSFEM (12) (top) and the SVP
formulation (29) (bottom) for the backward-facing step.

Figure 11. Velocity plot of the weighted L2 LSFEM (12) (top) and the SVP formulation
(29) (bottom) for the flow past a cylinder with r =0.6.

similar for this example since the maximum mass loss in the case of (12) is only 6%. However,
even for this case of low mass loss, the inadequate pressure drop in the region behind the cylinder
is noticeable, as depicted in Figure 12. Visible differences are also evident in the vorticity plots
shown in Figure 13.

However, setting the cylinder radius to 0.9 intensifies the difficulty for (12), which now exhibits
a loss of over 80% of the mass in the narrowest region—see Figure 3. Accordingly, the qualitative
differences between the solutions of (29) and (12) become more pronounced, especially for the
velocity and the pressure. Because the cylinder restricts 90% of the channel, the fluid velocity
must increase significantly in the regions between the boundary walls and the top and the bottom
of the cylinder. As shown in Figure 14, the SVP solution demonstrates this behavior. In contrast,
the magnitude of the velocity in the solution of (12) is comparable to that of the inflow boundary,
thus underestimating the velocity. In Figure 15 we also observe that the pressure drop behind
the cylinder in the solution to (12) is underestimated. Moreover, as before, the visible qualitative
differences extend to the vorticity plots in Figure 16.
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(c) Vorticity ω.

Figure 5.9: Solution of the backwards facing step test problem for the velocity field, the pressure and the vorticity, taken
from [8] for comparison.





6
The Linear Elasticity Problem

The next problem, linear elasticity, will be considered twice in this thesis. This first formulation was still being
developed at the start of this work. It was seen important to document and analyse this particular formula-
tion, since it lead to key insights for the new formulation presented in the next chapter. This formulation
build on the knowledge from the Poisson problem, where it actually solves two Poisson problems and cou-
ples them through the angular momentum balance law. The stresses as such are represented on the primal
mesh (like the fluxes in Poisson), while the displacements are in the dual space, with a basis spanned by the
algebraic dual polynomials.

6.1. Derivation and implementation
First, the problem is introduced in common notation, using vector calculus. The Lagrangian formulation will
then be used to derive a weak form. This will lead again to the system to solve. In this section, the derivation
of the mass matrix and the torque matrix is shown explicitly for completeness.

6.1.1. Problem introduction
The equations for linear elasticity are given by

∇· σ + f = 0, (6.1)

with again the stress tensor σ as defined in (5.3) and the body force f. The constitutive law relates the stress

tensor to the strain tensor ε by the inverse of the stiffness tensor, the compliance tensor C , as

C σ = ε . (6.2)

Here, ε = 1
2

(∇u+ (∇u)T
)
, which was written out in (5.3). If the stress tensor components are numbered as[

σxx σy x σx y σy y

]
=

[
σ1 σ2 σ3 σ4

]
,

the constitutive law that is used in this report is Hooke’s law for a simple linear isotropic medium in the case
of plane stress, with E the stiffness and ν Poisson’s ratio,

C =


C11 C12 C13 C14

C21 C22 C23 C24

C31 C32 C33 C34

C41 C42 C43 C44

= 1

E


1 0 0 −ν
0 1+ν 0 0

0 0 1+ν 0

−ν 0 0 1

 . (6.3)

In the continuous formulation, the conservation of angular momentum is denoted by

∇·
(
r× σ

)
+ r× f = 0, (6.4)
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with r× σ shorthand for the column wise cross product, such that

T = r× σ =
[

x

y

]
×

[
σxx σy x

σx y σy y

]
=

[
xσx y − yσxx

xσy y − yσy x

]
.

This can be clarified by writing out the terms in (6.4),

0 =∇·
([

x

y

]
×

[
σxx σy x

σx y σy y

])
+

[
x

y

]
×

[
fx

fy

]

=∇·
[

xσx y − yσxx

xσy y − yσy x

]
+x fy − y fx

= ∂

∂x

(
xσx y − yσxx

)+ ∂

∂y

(
xσy y − yσy x

)+x fy − y fx

=σx y +x
∂σx y

∂x
− y

∂σxx

∂x
+x

∂σy y

∂y
−σy x − y

∂σy x

∂y
+x fy − y fx

=σx y −σy x + r×
(
∇· σ + f

)
.

(6.5)

Substituting (6.1) in this equation, the symmetry constraint is obtained,

σx y −σy x = 0.

Hence, in the continuous problem, satisfying conservation of angular momentum is equivalent to satisfying
conservation of linear momentum with a symmetric stress tensor.

6.1.2. Lagrangian formulation
The minimisation problem is written as 1

L
(
σ ,λ1,λ2

)
=

∫
Ω

1

2
σT C σ +λ1

(
∇· σ + f

)
+λ2

(
∇·

(
r× σ

)
+ r× f

)
dΩ−

∫
∂Ω

σ (uP ·n)dΓ. (6.6)

Here, σ ∈ [H(div,Ω)]n ,λ1 ∈
[
L2(Ω)

]n
, and λ2 ∈ L2(Ω). Taking variations with respect to σ gives

(
σ̃ ,C σ

)
Ω
+

(
λ1,∇· σ̃

)
Ω
+

(
λ2,∇·

(
r× σ̃

))
Ω
=

∫
∂Ω

σ̃ (uP ·n)dΓ, ∀ σ̃ ∈ [H(div,Ω)]n .

Taking variations with respect to λ1 gives(
λ̃1,∇· σ

)
Ω
=−(

λ̃1, f
)
Ω , ∀λ̃1 ∈

[
L2(Ω)

]n
,

and with respect to λ2 gives (
λ̃2,∇·

(
r× σ

))
Ω
=−(

λ̃2,r× f
)
Ω , ∀λ̃2 ∈ L2(Ω).

The final weak formulation is(
σ̃ ,C σ

)
Ω
+

(
λ1,∇· σ̃

)
Ω
+

(
λ2,∇·

(
r× σ̃

))
Ω
=

∫
∂Ω

σ̃ (uP ·n)dΓ, (6.7a)(
λ̃1,∇· σ

)
Ω
=−(

λ̃1, f
)
Ω , (6.7b)(

λ̃2,∇·
(
r× σ

))
Ω
=−(

λ̃2,r× f
)
Ω , (6.7c)

which must hold ∀ σ̃ ∈ [H(div,Ω)]n ,∀λ̃1 ∈
[
L2(Ω)

]n
,∀λ̃2 ∈ L2(Ω). The equality that was found in (6.5),

∇·
(
r× σ̃

)
= r×

(
∇· σ̃

)
+ σ̃x y − σ̃y x ,

1This formulation was derived by V. Jain, PhD candidate at the faculty of Aerospace Engineering of the Delft University of Technology.
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can be used to rewrite (
λ2,∇·

(
r× σ̃

))
Ω
=

(
λ2,r×

(
∇· σ̃

))
Ω
+ (
λ2, σ̃x y − σ̃y x

)
Ω

=−
([

yλ2

−xλ2

]
,∇· σ̃

)
Ω

+ (
λ2, σ̃x y − σ̃y x

)
Ω

.

If it is taken now that λ1 = u+
[

yλ2

−xλ2

]
with λ2 = ω = 1

2

(
∂v
∂x − ∂u

∂y

)
, for a sufficiently smooth solution in the

domain, when u ∈ [
H 1(Ω)

]2
, it is possible to use integration by parts since the gradient of u =λ1 −

[
yλ2

−xλ2

]
is

then defined,

(
λ1,∇· σ̃

)
Ω
−

([
yλ2

−xλ2

]
,∇· σ̃

)
Ω

−
∫
∂Ω

σ̃ (uP ·n)dΓ=−
(
σ̃ ,∇λ1

)
Ω
+

(
σ̃ ,∇

[
yλ2

−xλ2

])
Ω

.

Hence, the weak form can be rewritten as

(
σ̃ ,C σ

)
Ω
−

(
σ̃ ,∇λ1

)
Ω
+

(
σ̃ ,∇

[
yλ2

−xλ2

])
Ω

+ (
λ2, σ̃x y − σ̃y x

)
Ω
= 0, (6.8a)

(
λ̃1,∇· σ

)
Ω
=−(

λ̃1, f
)
Ω , (6.8b)(

λ̃2,∇·
(
r× σ

))
Ω
=−(

λ̃2,r× f
)
Ω . (6.8c)

The equations can then be written in a differential notation,

C σ =∇λ1 −∇
[

yλ2

−xλ2

]
−

[
0 λ2

−λ2 0

]
in Ω,

∇· σ =−f in Ω,

∇·
(
r× σ

)
=−r× f in Ω,

uP ·n = g on ∂Ω.

It can be seen that if the first equation is the constitutive law, C σ = ε , and since ε can be rewritten as

ε = 1

2

(∇u+ (∇uT ))=∇u−
[

0 ω

−ω 0

]
,

the first Lagrange multiplier must be λ1 = u+
[

yλ2

−xλ2

]
and the second Lagrange multiplier must be λ2 = ω,

such that the equations hold.

6.1.3. The system to be solved
The weak form of the system of equations to be discretised, (6.7), leads to several matrices and right hand
side vectors. The complete system that can be solved for (σ ,λ1,λ2) is denoted as

Mσ ET
σ QT

(
E(2,1)

)T

Eσ 0 0

E(2,1)Q 0 0



σh(
λ′

1

)h(
λ′

2

)h

=


bh

− f h

− f h
q

 . (6.10)

The sparsity here is due to the fact that the vector- and scalar-valued 2-forms are discretised with the algebraic
dual basis, leaving their reconstruction to the post-processing step. This means that the components of the
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solutionλh
1 , and the solution ofλh

2 need to be solved for the mass matrixM(2), i.e.

λh
1 =

[
λh

1x

λh
1y

]
=

(
M(2)

)−1
(
λ′

1,x

)h

(
M(2)

)−1
(
λ′

1,x

)h

 ,

λh
2 = (

M(2))−1 (
λ′

2

)h .

In the previous derivations from Lagrangian to weak form, tensors were introduced to represent the stresses.
However, so far no mass matrices or incidence matrices have been described that can act as discrete inner
product matrices and differential operators for tensors. The derivation and setup of these matrices will there-
fore be shown in this chapter.

6.1.4. Configuration of stress components
There are multiple configurations possible for assigning the stress components within an element to edges
with primal basis. In Fig. 6.1, two possibilities in lowest possible order are shown 2. The staggered configu-
ration has an overlay alike the standard configuration, but this is drawn apart for both stress directions for
clarity.

σxx
σy x
σx y
σy y

(a) Standard configuration.

σxx
σy x
σx y
σy y

(b) Staggered configuration.

Figure 6.1: Assigning the stress tensor components to edges.

The standard configuration assigns both normal and shear stress components along both vertical and
horizontal edges at the same order. This means that the polynomial order of the stress components along
edges within an element is the same, for a polynomial space P i , j , of order i in x and j in y,

σxx ∈P1,0, σy x ∈P0,1, σx y ∈P1,0, σy y ∈P0,1.

For the staggered configuration, the polynomial spaces of the stress components are

σxx ∈P2,0, σy x ∈P1,1, σx y ∈P1,1, σy y ∈P0,2.

For linear momentum conservation, it can be shown that for the standard configuration, the first Lagrange
multiplier componentsλ1,x ∈P0,0 andλ1,y ∈P0,0 are positioned in the centre, marked with a cross in Fig. 6.1a.
The location is not known exactly due to the use of algebraic dual polynomials. In the staggered configura-
tion, λ1,x ∈P1,0 and λ1,y ∈P0,1 are positioned in the centre of the two surfaces, also marked with crosses in
Fig. 6.1b. Both configurations have no difficulty in correctly representing the Lagrange multipliers.

For angular momentum conservation, however, the r× operator changes the polynomial spaces. In the
previously used notation, for instance (6.7), the notation of r × σ is used to describe a new quantity, the

torque. Writing out all components, for the standard configuration,

−yσxx ∈P1,1, −yσy x ∈P0,2, xσx y ∈P2,0, xσy y ∈P1,1.

It can be seen that the contributions to the torque components do not match in polynomial spaces. However,
performing the same operation for the staggered configuration,

−yσxx ∈P2,1, −yσy x ∈P1,2, xσx y ∈P2,1, xσy y ∈P1,2,

2The staggered configuration was proposed by Y. Zhang, PhD candidate at the faculty of Aerospace Engineering of the Delft University
of Technology.
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the polynomial spaces for T do match.
Although this is an argument to use the staggered configuration, for hybridisation this has no advantage,

which will be discussed in Section 6.1.9. Hence, in the following, only the derivations and the results for the
standard configuration, which is based on the Poisson configuration, are shown.

Note also that the polynomial space for ω is the same as the polynomial space for u and v in the stan-
dard configuration, while in the staggered configuration, the polynomial space of ω is one order higher in y
direction than u and one order higher in x direction than v .

6.1.5. Mass matrix of a tensor inner product
The derivation of the terms to generate the matrices is elaborate and not documented before. Therefore, the
derivation is shown here for completeness. Taking the second order tensor σ and compliance tensor C in two

dimensions as given in (6.3) as an example, the inner product between two second order tensor quantities
can be written as (

σ̃ ,C σ
)
Ω
=

∫
Ω
σ̃(1) ∧?Cσ(1).

Here, in terms of differential forms, σ should be taken as a co-vector valued (or alternatively vector valued)

(n −1)-form [31, p. 618-619]. The implication of this on the balance laws is also elaborated on in [44]. This is
denoted in this thesis by σ(1), such that the edges have two unknowns associated to them. Written out,

σ(1) =
[
σ(1)

x

σ(1)
y

]
=

[
σxx dy −σy x dx

σx y dy −σy y dx

]

This can also be written as

σ(1) = dx ⊗σxx dy +dx ⊗σy x dx +dy ⊗σx y dy +dy ⊗σy y dx

As the quantities are computed on edges, their bases are given in terms of nodal and edge polynomials in two
dimensions for the standard configuration in Fig. 6.1a as

σxx =
p+1∑
i=1

p∑
j=1

(σxx )i j hi (x)e j (y), σy x =
p∑

i=1

p+1∑
j=1

(
σy x

)
i j ei (x)h j (y),

σx y =
p+1∑
i=1

p∑
j=1

(
σx y

)
i j hi (x)e j (y), σy y =

p∑
i=1

p+1∑
j=1

(
σy y

)
i j ei (x)h j (y).

Note that these expansions are the same for the flux q (n−1) in the Poisson and Stokes problem. The bases of
the test functions are the same. Writing out in matrix form,

σ̃T =
[
σ̃xx σ̃y x σ̃x y σ̃y y

]
,

C σ =


C11 C12 C13 C14

C21 C22 C23 C24

C31 C32 C33 C34

C41 C42 C43 C44




σxx

σy x

σx y

σy y


The mass matrix can be denoted in a shortened notation, since there are only two different bases. The first
entry can be written out as

M 11
i j kl =

p+1∑
r=1

p+1∑
s=1

(σ̃xx )kl C11 (σxx )i j hi (xr )e j (ys )hk (xr )el (ys )wr ws ,

such that in general,

M ab
i j kl =

p+1∑
r=1

p+1∑
s=1

(σ̃a)kl Cab (σb)i j εb(xr , ys )εa(xr , ys )wr ws ,

with εa(x, y) the basis of the ath component of the tensor 1-form. The mass matrix denoted by Mσ is thus
formed as a 4 by 4 matrix, resembling the compliance matrix structure,∫

Ω
σ̃(1) ∧?Cσ(1) ≈

(
σ̃h

)T
Mσσ

h ,
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by, setting N = 2
(
2p(p +1)

)
for the standard configuration in Fig. 6.1a,(

σ̃h
)T =

[
(σ̃xx )1 , (σ̃xx )2 , ..., (σ̃xx )p(p+1) ,

(
σ̃y x

)
1 , ...,

(
σ̃y y

)
p(p+1)

]
= [σ̃1, σ̃2, ..., σ̃N ] ,(

σh
)T =

[
(σxx )1 , (σxx )2 , ..., (σxx )p(p+1) ,

(
σy x

)
1 , ...,

(
σy y

)
p(p+1)

]
= [σ1,σ2, ...,σN ] .

For the mapped tensor mass matrix, see Appendix A.1.5.

6.1.6. Torque
The torque is implemented as an operation that maps the components of σ to a single 1-form. Written out,∫

Ω
r× σdΩ=

∫
Ω

r×σ(1)

=
∫
Ω

r×
[
σxx dy −σy x dx

σx y dy −σy y dx

]

=
∫
Ω

{[
Xσx y −Y σxx

]
dy − [

Xσy y −Y σy x
]

dx
}

=
∫
Ω

{
Tx dy −Ty dx

}
.

The torque as a 1-form can thus be projected onto edges, where∫
Ω

T (1)dΩ≈
p+1∑
i=1

p∑
j=1

(Tx )i j hi (x)e j (y)dy −
p∑

i=1

p+1∑
j=1

(Ty )i j ei (x)h j (y)dx.

The values of the matrixQ can be obtained for every vertical edge, where hi (xr ) = 1, with matrix components

(Tx )i j kl =
p f∑

r=1
hi (xr )e j (yr )wr

[
X (yr )

(
σx y

)
kl −Y (yr ) (σxx )kl

]
,

and for every horizontal edge, where h j (yr ) = 1, with

(
Ty

)
i j kl =

p f∑
r=1

ei (xr )h j (yr )wr
[

X (xr )
(
σy y

)
kl −Y (xr )

(
σy x

)
kl

]
.

The terms involving this torque, seen in (6.7c), can then be discretised as(
λ̃2,∇·

(
r× σ

))
Ω
=

∫
Ω
−? λ̃(2)

2 ∧? d
(
r×σ(1))= ∫

Ω
λ̃(2)

2 ∧d
(
r×σ(1))≈ ((

λ̃′
2

)h
)T
E(2,1)Qσh .

For the mapped torque matrix, see Appendix A.1.5.

6.1.7. Topological divergence of stress
Similar to an incidence matrix acting on a scalar-valued co-chain, the divergence of a tensor can be imple-
mented as an incidence matrix. Writing out the components of the inner product of the first Lagrange multi-
plier and the divergence of the tensor,

λ̃1 = λ̃(2)
1 =

[
? λ̃(2)

1,x

? λ̃(2)
1,y

]
, ∇· σ =

 ∂σxx
∂x + ∂σy x

∂y
∂σx y

∂x + ∂σy y

∂y

= dσ(1) =
[

dσ(1)
x

dσ(1)
y

]
,

where it must be noted that the Lagrange multiplier is taken in the dual complex, such that the inner product
becomes metric free. In essence, the operation can be performed using the exterior derivative acting on 1-
forms producing 2-forms, or in the discrete setting the incidence matrix E(2,1), such that

(
λ̃1,∇· σ

)
Ω
=

∫
Ω
−? λ̃1

(2) ∧? dσ(1) =
∫
Ω
λ̃1

(2) ∧dσ(1) ≈
((
λ̃′

1

)h
)T
Eσσ

h =


((
λ̃′

1

)h
1,x

)h
E(2,1)σh

x((
λ̃′

1

)h
1,y

)h
E(2,1)σh

y

 .
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6.1.8. Stress tensor boundary conditions and forcing function
This boundary condition can be implemented by treating the velocity on the boundary as a vector valued
0-form, ∫

∂Ω
σ̃ (uP ·n)dΓ=

∫
∂Ω

tr
(
σ̃(1))∧−tr

(
? u(2)

P

)
=

∫
∂Ω
σ̃(1) ∧u(0)

P .

Again considering a reference square domain [−1,1]2 with four boundary parts, ∂Ω= ∂ΩT ∪∂ΩB ∪∂ΩL∪∂ΩR ,
the bottom boundary is written as

∫
∂Ω
σ̃(1) ∧u(0)

P =
∫
∂ΩB

{∑p+1
k=1

∑p
l=1(σ̃xx )kl hk (x)el (−1)dy −∑p

k=1

∑p+1
l=1 (σ̃y x )kl ek (x)hl (−1)dx

}
u(x,−1){∑p+1

k=1

∑p
l=1(σ̃x y )kl hk (x)el (−1)dy −∑p

k=1

∑p+1
l=1 (σ̃y y )kl ek (x)hl (−1)dx

}
v(x,−1)


≈−

∑p f

r=0

{∑p
k=1

∑p+1
l=1 (σ̃y x )kl ek (x)hl (−1)dx

}
u(xr ,−1)wr∑p f

r=0

{∑p
k=1

∑p+1
l=1 (σ̃y y )kl ek (x)hl (−1)dx

}
v(xr ,−1)wr

 .

In the weak formulations discussed, (6.7), there are both vector- and scalar-valued forcing terms. The forcing
functions can be written as

f = f(2) =
[

f (2)
x

f (2)
y

]
, r× f = f (2)

q = x f (2)
y − y f (2)

x .

In the case of the former,

(
λ̃1, f

)
Ω =

∫
Ω

[
−? λ̃(2)

1,x ∧? f (2)
x

−? λ̃(2)
1,y ∧? f (2)

y

]
=

∫
Ω

[
λ̃(2)

1,x ∧ f (2)
x

λ̃(2)
1,y ∧ f (2)

y

]
≈

((
λ′

1

)h
)T

f h .

Similarly,

(
λ̃2,r× f

)
Ω =

∫
Ω
−? λ̃(2)

2 ∧?
(
x f (2)

y − y f (2)
x

)
=

∫
Ω
λ̃(2)

2 ∧
(
x f (2)

y − y f (2)
x

)
≈

((
λ′

2

)h
)T

f h
q .

Here, f (2)
q = x f (2)

y − y f (2)
x , and f h

q is the co-chain projection of f (2)
q .

σxx
σy x
σx y
σy y

u
v

Figure 6.2: Coupling the hybrid elements of lowest order for the primal basis linear elasticity formulation, K = 2, p = 1.

6.1.9. Note on hybridisation
The system (6.10) cannot be hybridised like the Poisson problem (shown in Section 4.1.5). This can be rea-
soned as follows. The hybrid elements using this configuration are visualised in Fig. 6.2. The shear stresses
and normal stresses are on the boundaries of the elements, and at each interface, they are coupled with a



60 6. The Linear Elasticity Problem

Lagrange multiplier, such that they are constrained to be equal. However, since within the element, the shear
stresses are constrained to be equal as well, there are not enough constraints for the degrees of freedom, and
the shear stresses are under-determined. Hence, this system will be singular. This will be the case for both
the configurations shown in Fig. 6.1. Only additional constraints, such as one posed on each intersection that
sets the sum of four elements, can alleviate this problem, yet it is debatable if this is a physical constraint,
since it is arbitrary.

6.2. Results
For this formulation, again a manufactured solution test case is used to test the convergence. Furthermore,
the cantilever beam test case is used, in which the body force is zero. Note that for this formulation, the results
are generated using continuous elements.

6.2.1. Manufactured solution
For the linear elasticity formulation, the solution for the displacements is taken as

uex(x, y) = sin(πx)sin
(
πy

)
,

vex(x, y) = sin(πx)sin
(
πy

)
.

The solution for the rotation, strains and stresses is accordingly derived as

ωex(x, y) = π

2

(
cos(πx)sin

(
πy

)− sin(πx)cos
(
πy

))
,

εex(x, y) =π
[

cos(πx)sin
(
πy

) 1
2

[
sin(πx)cos

(
πy

)+cos(πx)sin
(
πy

)]
1
2

[
sin(πx)cos

(
πy

)+cos(πx)sin
(
πy

)]
sin(πx)cos

(
πy

) ]
,

σex(x, y) = πE

1+ν

[
1

1−ν
[
cos(πx)sin

(
πy

)+νsin(πx)cos
(
πy

)] 1
2

[
sin(πx)cos

(
πy

)+cos(πx)sin
(
πy

)]
1
2

[
sin(πx)cos

(
πy

)+cos(πx)sin
(
πy

)] 1
1−ν

[
sin(πx)cos

(
πy

)+νcos(πx)sin
(
πy

)]] ,

fex(x, y) = π2E

1−ν2

[
1
2 (2−ν)sin(πx)sin

(
πy

)− 1
2 (1+ν)cos(πx)cos

(
πy

)
1
2 (2−ν)sin(πx)sin

(
πy

)− 1
2 (1+ν)cos(πx)cos

(
πy

)] .

This test problem is also seen in [53].
The results for the p- and h-convergence of the solution components are shown in Fig. 6.3. Furthermore,

the conservation of linear momentum and the symmetry of the stress tensor are shown in Fig. 6.4 for both p-
and h- refinement as well.

The norms are defined by∥∥∥εσ∥∥∥
[H(div)]2

=
∥∥∥σh

xx −σex
xx

∥∥∥
L2

+
∥∥∥σh

y x −σex
y x

∥∥∥
L2

+
∥∥∥σh

x y −σex
x y

∥∥∥
L2

+
∥∥∥σh

y y −σex
y y

∥∥∥
L2

+
∥∥∥(

dσ(1)
x

)h − f ex
x

∥∥∥
L2

+
∥∥∥∥(

dσ(1)
y

)h − f ex
y

∥∥∥∥
L2

,

‖εu‖2

[H 1]2 =
∥∥∥uh −uex

∥∥∥2

L2
+

∥∥∥vh − vex
∥∥∥2

L2
+

∥∥∥∥∥
(
∂u

∂x

)h

−
(
∂u

∂x

)ex
∥∥∥∥∥

2

L2

+
∥∥∥∥∥
(
∂u

∂y

)h

−
(
∂u

∂y

)ex
∥∥∥∥∥

2

L2

+
∥∥∥∥∥
(
∂v

∂x

)h

−
(
∂v

∂x

)ex
∥∥∥∥∥

2

L2

+
∥∥∥∥∥
(
∂v

∂y

)h

−
(
∂v

∂y

)ex
∥∥∥∥∥

2

L2

,

‖εω‖L2 =
∥∥∥ωh −ωex

∥∥∥
L2

,∥∥εsym
∥∥

L2 =
∥∥∥σh

x y −σh
y x

∥∥∥
L2

.

Note that for computing the displacement, both λh
1 and λh

2 are evaluated point-wise, and the displacement
is then computed by simple addition,

uh(x, y) =λh
1 (x, y)+

[
−yλh

2 (x, y)

xλh
2 (x, y)

]
.



6.2. Results 61

2 4 6 8 10 12

p

10−11

10−9

10−7

10−5

10−3

10−1

101

er
ro

r

||εσ||[H(div)]2

c = 0.0, K = 1

c = 0.0, K = 3

c = 0.3, K = 1

c = 0.3, K = 3

Interpolation error

(a) Total error in stress, p-convergence.

10−1

h

10−4

10−3

10−2

10−1

100

101

102

er
ro

r

1

1

3

1

||εσ||[H(div)]2

c = 0.0, p = 1

c = 0.0, p = 3

c = 0.3, p = 1

c = 0.3, p = 3

(b) Total error in stress, h-convergence.

2 4 6 8 10 12

p

10−12

10−10

10−8

10−6

10−4

10−2

100

er
ro

r

||εu||[H1]2

c = 0.0, K = 1

c = 0.0, K = 3

c = 0.3, K = 1

c = 0.3, K = 3

Interpolation error

(c) Total error in displacement, p-convergence.

10−1

h

10−5

10−4

10−3

10−2

10−1

100

101
er

ro
r

1

1

3

1

||εu||[H1]2

c = 0.0, p = 1

c = 0.0, p = 3

c = 0.3, p = 1

c = 0.3, p = 3

(d) Total error in displacement, h-convergence.

2 4 6 8 10 12

p

10−12

10−10

10−8

10−6

10−4

10−2

100

er
ro

r

||εω||L2

c = 0.0, K = 1

c = 0.0, K = 3

c = 0.3, K = 1

c = 0.3, K = 3

Interpolation error

(e) Error in rotation, p-convergence.

10−1

h

10−6

10−5

10−4

10−3

10−2

10−1

100

101

er
ro

r

1

1

3

1

||εω||L2

c = 0.0, p = 1

c = 0.0, p = 3

c = 0.3, p = 1

c = 0.3, p = 3

(f) Error in rotation, h-convergence.

Figure 6.3: p- and h-convergence trends for the linear elasticity problem, for the manufactured solution on the domain
[0,1]2.
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Figure 6.4: Properties of the solution for the linear elasticity problem, for the manufactured solution on the domain
[0,1]2.
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The derivatives in the norm ‖εu‖H 1 are computed by first computing the symmetric part of the displacement

gradient tensor, with
(
ε′

)h =
[(
ε′xx

)h ,
(
ε′y x

)h
,
(
ε′x y

)h
,
(
ε′y y

)h
]

,

(
ε′

)h =− (Eσ)
(
λ′

1

)h −QT (
E(2,1))T (

λ′
2

)h +bh

Then, using the mass matrix M(1) for R2, the primal co-chains are found,

εh =
[(
M(1)

)−1
0

0
(
M(1)

)−1

](
ε′

)h

The strain components in εh can be evaluated with the same expansions as the stress components. Finally,
to find the displacement gradient tensor components, the skew-symmetric part needs to be subtracted from
the strain tensor, as

∇u = ε + W =
 ∂u

∂x
1
2

(
∂u
∂y + ∂v

∂x

)
1
2

(
∂u
∂y + ∂v

∂x

)
∂v
∂y

−
[

0 ω

−ω 0

]
.

Hence, the vorticity needs to be added or subtracted pointwise for εh
x y and εh

y x . The norm for linear momen-
tum is defined as

‖εlin‖L∞ = max

(∥∥∥(
dσ(1)

x

)h − f h
x

∥∥∥
L∞ ,

∥∥∥∥(
dσ(1)

y

)h − f h
y

∥∥∥∥
L∞

)
.

This relation is topological, evident from the small maximum error seen in Fig. 6.4, which is considered to be
machine precision error.

Optimal convergence is seen in Fig. 6.3, and all errors except for the rotation are of the same magnitude
as the interpolation error. It is not clear why the interpolation error for the rotation has a different trend for
the deformed mesh, it is possible that this is only the case for this specific problem. However, comparing to
the displacements, the error in rotation follows the same trend. The symmetry of the stress tensor is weakly
conserved, and converges to zero. Note that the interpolation error for the symmetry is interpreted as the
difference in the reduced exact solution of the shear stresses, i.e.

∥∥εI,sym

∥∥
L2 =

∥∥∥∥(
σex

x y

)h −
(
σex

y x

)h
∥∥∥∥

L2
.

This expresses the ability of the solution to represent a symmetric stress tensor. Finally, to reflect on the
starting point of this thesis, the error in constitutive law and the total error made are shown in Fig. 6.5. The
error in constitutive law is, for the compliance tensor of the problem considered here,

‖εconst‖2
L2 =

∥∥∥C σh − εex
∥∥∥2

L2

=
∥∥∥∥ 1

E

(
σh

xx +νσh
y y

)
−εex

xx

∥∥∥∥2

L2
+

∥∥∥∥ 1

E

(
νσh

xx +σh
y y

)
−εex

y y

∥∥∥∥2

L2
+

∥∥∥∥1+ν
E

σh
y x −εex

y x

∥∥∥∥2

L2
+

∥∥∥∥1+ν
E

σh
x y −εex

x y

∥∥∥∥2

L2
.

The total error is computed a

‖εtotal‖2
L2 =

∥∥∥σh − σex
∥∥∥2

L2
+

∥∥∥uh −uex
∥∥∥2

L2
+

∥∥∥ωh −ωex
∥∥∥2

L2
.

It can be seen that these are nearly the same, showing that all the error is concentrated on the constitutive
law, while the other relations hold.

6.2.2. Cantilever beam
To show the properties of this formulation without the effects of a forcing function, the cantilever beam prob-
lem is used. The algebraic solution of this problem is taken from [62, p. 123-124]. A schematic setup of this
problem is shown in Fig. 6.6. In this problem, the height of the beam is taken as 2hbeam = 0.01, with length
L = 1. The out-of-plane width of the beam is bbeam, in this problem taken as bbeam = 2hbeam. This only influ-

ences the moment of inertia I = 2h3
beambbeam

3 . The load on the left side, P = 1, is implemented as a shear stress
acting on the boundary. Apart from the rigid connection at x = L, where the displacement is set zero, on all
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Figure 6.5: Comparison of L2-error in the constitutive law and the total sum of L2-error of the solution for the
manufactured solution test case on the domain [0,1]2 for p-refinement.
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Figure 6.6: Cantilever beam problem setup.

other boundaries the normal and shear stress is prescribed. Finally, as material parameters, E = 2 ·1011, and
ν= 0.3, (which, if E is in N m−2, resembles a material like steel).

The exact solution is given for the strains by

εex
xx =−P x y

E I
, εex

x y = εex
y x =− (1+ν)P

2E I

(
h2 − y2) , εex

y y =
νP x y

E I
,

for the stresses by

σex
xx = E

1−ν2

(
εex

xx +νεex
y y

)
, σex

x y =σex
y x = E

1+νε
ex
x y , σex

y y =
E

1−ν2

(
νεex

xx +εex
y y

)
,

and for the displacements and rotation by

uex = PL2
beam y

6E I

(
3

(
1− x2

L2
beam

)
+ (2+ν)

y2

L2
beam

−3(1+ν)
h2

beam

L2
beam

)
,

vex = PL3
beam

6E I

(
2−3

x

Lbeam

(
1−ν y2

L2
beam

)
+ x3

L3
beam

+3(1+ν)
h2

beam

L2
beam

(
1− x2

L2
beam

))
,

ωex = 1

2

(
∂vex

∂x
− ∂uex

∂y

)
.

The results are shown for two cases. In the first case, the solution is fully resolved with one element of
order p = 3. This shows that the solution is exactly represented, and in that specific case the stress tensor is
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(a) Orthogonal grid, of order p = 3, c = 0.
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(b) Deformed grid, of order p = 10, c = 0.2.

Figure 6.7: Single element grid used for the cantilever beam problem.

symmetric, see Fig. 6.8. The error in linear momentum is computed as

εlin = (
dσ(1)

x

)h +
(
dσ(1)

y

)h
.

However, by deforming the mesh using the same mapping as for the manufactured solution test case, the
solution becomes underresolved, see Fig. 6.9. Now, exact symmetry clearly breaks down (seen in Fig. 6.9h),
while the linear momentum can be said to be still conserved in Fig. 6.9g (the value should be relatively com-
pared to the value of normal stress σxx ). Hence, this formulation conserves only linear momentum strongly,
and symmetry of the stress tensor is not strongly satisfied, hence also angular momentum is conserved weakly
(since only imposing linear momentum conservation and symmetry of the stress tensor strongly implies im-
posing angular momentum strongly).

6.3. Summary
This chapter introduced a way of directly implementing continuum mechanics problems with the mimetic
spectral element method. By logical choice of the basis of the stresses guided by geometric considerations,
the linear momentum relation could be discretised exactly on both an orthogonal and highly deformed grid.
However, due to the choice of basis for the shear stresses, the symmetry of the stress tensor and thus the an-
gular momentum could not be conserved strongly but only weakly. This was then also shown in the results
for the manufactured solution and cantilever beam test cases. The next chapter addresses a different formu-
lation, which is aimed at satisfying both the linear momentum constraint and symmetry of the stress tensor
strongly.
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Figure 6.8: Fully resolved solution for the cantilever beam on orthogonal grid, single element of order p = 3.
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Figure 6.9: Underresolved solution for the cantilever beam on deformed grid, single element of order p = 10, c = 0.2.





7
A New Linear Elasticity Formulation

In the previous formulation for linear elasticity, the stress components were all discretised along the primal
edges. This resulted in a configuration with weakly imposed symmetry through the angular momentum con-
servation constraint. However, to strongly satisfy symmetry and thus angular momentum, a different config-
uration can be used. In this configuration, the stresses are not assigned on the same edges with primal basis
functions only, but are instead assigned to combinations of primal and algebraic dual basis functions. This
is not only done to put the shear stresses in the same polynomial space, such that they can be set equal, but
also to be able to use hybrid elements.

7.1. Derivation and implementation
In the following, the weak formulation is derived from an altered functional that prescribes the shear stresses
on the boundary. Then the mixed basis for the elements is discussed. The reduction of functions for this spe-
cific formulation is discussed as well. The last part of this section discusses the hybrid element configuration
of this formulation.

7.1.1. Lagrangian and weak formulation
The Lagrangian functional for imposing linear momentum conservation and symmetry of the stress tensor is

L
(
σ ,u,ω; f,uP

)
=

∫
Ω

1

2
σT C σdΩ+

∫
Ω

u
(
∇· σ + f

)
dΩ+

∫
Ω
ω

(
σx y −σy x

)
dΩ+

∫
∂Ω

σ (uP ·n)dΓ.

Here, σ ∈ [H(div,Ω)]n , u ∈ [
L2(Ω)

]n
, ω ∈ L2(Ω). The idea1 is to rewrite the functional such that u still acts as

Lagrange multiplier for the normal stresses, and uP is prescribed on the boundary for the normal stresses,
while the shear stresses σy x ,σx y act as Lagrange multipliers for the displacements and

(
σy x

)
P ,

(
σx y

)
P are

prescribed on the boundary for the displacements. In this case, the functional reads in R2

L
(
σ ,u,ω; f,up ,

(
σy x

)
P ,

(
σx y

)
P

)
=

∫
Ω

1

2
σT C σdΩ+

∫
Ω

u

(
∂σxx

∂x
+ fx

)
dΩ−

∫
Ω

∂u

∂y
σy x dΩ

+
∫
Ω

v

(
∂σy y

∂y
+ fy

)
dΩ−

∫
Ω

∂v

∂x
σx y dΩ+

∫
Ω
ω

(
σx y −σy x

)
dΩ

+
∫
∂Ω

[−uPσxx nx +u
(
σy x

)
P ny + v

(
σx y

)
P nx − vPσy y ny

]
dΓ.

(7.1)

1Proposed by Dr. M. I. Gerritsma
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Note that the function spaces should now be extended to incorporate the added derivatives, σ ∈ [H(div,Ω)]2,

u ∈ [
H 1(Ω)

]2
, ω ∈ L2(Ω). By taking variations of (7.1), the system will be in the form of(

σ̃ ,C σ
)
Ω
+

∫
Ω

u
∂σ̃xx

∂x
− ∂u

∂y
σ̃y x + v

∂σ̃y y

∂y
− ∂v

∂x
σ̃x y dΩ+ (

ω,
(
σ̃x y − σ̃y x

))
Ω
= Bσ, (7.2a)∫

Ω
ũ
∂σxx

∂x
− ∂ũ

∂y
σy x + ṽ

∂σy y

∂y
− ∂ṽ

∂x
σx y dΩ=− (ũ, f)Ω−Bu , (7.2b)(

ω̃,
(
σx y −σy x

))
Ω
= 0, (7.2c)

where the boundary terms are

Bσ =
∫
∂Ω

[
uP σ̃xx nx + vP σ̃y y ny

]
dΓ,

Bu =
∫
∂Ω

[
ũ

(
σy x

)
P ny + ṽ

(
σx y

)
P nx

]
dΓ.

This must hold ∀ σ̃ ∈ [H(div,Ω)]2 ,∀ũ ∈ [
H 1(Ω)

]2
,∀ω̃ ∈ L2(Ω). Assuming a smooth enough solution such that

integration by parts can be used,(
σ̃ ,C σ

)
Ω
−

(
σ̃ ,∇u

)
Ω
+ (
ω,

(
σ̃x y − σ̃y x

))
Ω
= 0,(

ũ,∇· σ
)
Ω
+ (ũ, f)Ω = 0,(

ω̃,
(
σx y −σy x

))
Ω
= 0,

which should hold ∀ σ̃ , ũ,ω̃, thus

C σ =∇u−
[

0 ω

−ω 0

]
= 1

2

(∇u+ (∇u)T )= 0 in Ω,

∇· σ + f = 0 in Ω,

σx y −σy x = 0 in Ω.

These equations express the constitutive law, the conservation law of linear momentum, and symmetry of
the stress tensor. The system (7.2) can be discretised to

Mσ ET
σ RT

Eσ 0 0

R 0 0



σh

uh

ωh

=


−g h

σ

− f h −gu

0

 . (7.4)

The terms in this system will be elaborated on in the following sections.

7.1.2. Expanding into mixed basis
The main idea for this formulation 2 is to discretise the shear stresses, such that the conservation of linear
momentum and symmetry can be imposed simultaneously. This can be done if the shear stress components
are expressed in the same polynomial spaces, and by making explicit use of the algebraic dual basis functions
described in Chapter 3. These are denoted here as

e ′k (x j ) = hi (x j )
(
M(0))−1

i k , h′
l (x j ) = ei (x j )

(
M(1))−1

i l .

The expansions used to achieve this are

σxx =
p+1∑
i=1

p+1∑
j=1

(σxx )i j hi (x)e ′ j (y), σy x =
p∑

i=1

p∑
j=1

(
σy x

)
i j ei (x)h′

j (y),

σx y =
p∑

i=1

p∑
j=1

(
σx y

)
i j h′

i (x)e j (y), σy y =
p+1∑
i=1

p+1∑
j=1

(
σy y

)
i j e ′i (x)h j (y).

2This idea originated in a discussion by Y. Zhang, V. Jain and M. I. Gerritsma
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The stress components are visualised in Fig. 7.1 for an element of order p = 2. Since the dual basis functions
have different roots than the primal basis, the location of the stress components is only an approximate guess,
hence the dashed lines. What should be clear from this visualisation is that the normal components are in
Pp,p , while the shear stress components are in Pp−1,p−1. Furthermore, the shear stresses will be discontin-
uous between elements, while the normal stresses will be continuous between elements in their respective
working direction while discontinuous between elements in the other direction. In order for the linear mo-

σxx
σy x
σx y
σy y

u
v

Figure 7.1: Assigning the stress tensor components to an element with mixed basis, p = 2.

mentum conservation to be metric independent, the Lagrange multipliers u, v are dual to the components
of the divergence of stress. To compute the vector components of the divergence of the stress tensor, the re-
spective derivatives need to be computed. The computation of derivatives of the normal stresses is straight-
forward,

∂σxx

∂x
=

p∑
i=1

p+1∑
j=1

[
(σxx )i+1, j − (σxx )i , j

]
ei (x)e ′ j (y),

∂σy y

∂y
=

p+1∑
i=1

p∑
j=1

[(
σy y

)
i , j+1 −

(
σy y

)
i , j

]
e ′i (x)e j (y).

To do the same for the shear stress components, the imposed boundary conditions for the shear stresses are
necessary. Assigning these to i = 0 and i = p +1 for σx y and to j = 0 and j = p +1 for σy x , i.e.(

σx y
)

0, j =
(
σx y

)
P ,

(
σx y

)
p+1, j =

(
σx y

)
P ,(

σy x
)

i ,0 =
(
σy x

)
P ,

(
σy x

)
i ,p+1 =

(
σy x

)
P ,

the derivatives are found to be

∂σy x

∂y
=

p∑
i=1

p+1∑
j=1

[(
σy x

)
i , j −

(
σy x

)
i , j−1

]
ei (x)e ′ j (y),

∂σx y

∂x
=

p+1∑
i=1

p∑
j=1

[(
σx y

)
i , j −

(
σx y

)
i−1, j

]
e ′i (x)e j (y).

Note that the contributions to linear momentum in both directions have the same expansions, hence the
co-chains can simply be added. The forcing function will have the same basis as these derivatives as well,
see Section 7.1.5. Thus, the basis functions for the Lagrange multipliers u, v are chosen to be dual to the
derivatives of the stress components, such that

u =
p∑

i=1

p+1∑
j=1

(u)i j h′
i (x)h j (y), v =

p+1∑
i=1

p∑
j=1

(v)i j hi (x)h′
j (y).

The inner product can then be discretised using∫
Ω

ũ
∂σxx

∂x
− ∂ũ

∂y
σy x + ṽ

∂σy y

∂y
− ∂ṽ

∂x
σx y dΩ≈ uhEσσ

h ,

where the components of Eσ,

Eσ =
[

(Eσ)x 0

0 (Eσ)v

]
,
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are given for p = 2, using x-lexicographic numbering as in Section 3.1, as

(Eσ)x =



1 −1 0 0 0 0 0 0 0 −1 0 0 0

0 1 −1 0 0 0 0 0 0 0 −1 0 0

0 0 0 1 −1 0 0 0 0 1 0 −1 0

0 0 0 0 1 −1 0 0 0 0 1 0 −1

0 0 0 0 0 0 1 −1 0 0 0 1 0

0 0 0 0 0 0 0 1 −1 0 0 0 1


,

(Eσ)y =



−1 0 0 0 1 0 0 −1 0 0 0 0 0

1 −1 0 0 0 1 0 0 −1 0 0 0 0

0 1 0 0 0 0 1 0 0 −1 0 0 0

0 0 −1 0 0 0 0 1 0 0 −1 0 0

0 0 1 −1 0 0 0 0 1 0 0 −1 0

0 0 0 1 0 0 0 0 0 1 0 0 −1


.

(7.5)

Finally, also the Lagrange multiplier ω is chosen to be in the dual space of a 2-form, hence

ω=
p∑

i=1

p∑
j=1

ωi j h′
i (x)h′

j (y).

Note that the rotation can also be computed as the curl of the displacement, with components

∂u

∂y
=

p∑
i=1

p∑
j=1

[
(u)i , j+1 − (u)i , j

]
h′

i (x)e j (y), (7.6a)

∂v

∂x
=

p∑
i=1

p∑
j=1

[
(v)i+1, j − (v)i , j

]
ei (x)h′

j (y). (7.6b)

This can be implemented using an incidence matrix Eωuh , with

Eω =
[

(Eω)u 0

0 (Eω)v

]
,

where, for p = 2,

(Eω)u =


1 0 −1 0 0 0

0 1 0 −1 0 0

0 0 1 0 −1 0

0 0 0 1 0 −1

 , (Eω)v =


1 −1 0 0 0 0

0 1 −1 0 0 0

0 0 0 1 −1 0

0 0 0 0 1 −1

 . (7.7)

It will be shown in Section 7.2 that for this formulation,

1

2

[(
∂v

∂x

)h

(x, y)−
(
∂u

∂y

)h

(x, y)

]
=ωh(x, y).

7.1.3. Deriving the matrices
The derivation of the mass matrix for this formulation for an orthogonal domain is very similar to the deriva-
tion in Section 6.1.5. The construction of the incidence matrix for the linear momentum equation is the same.
It is noted that the right hand side contains the contributions of the shear stresses at the boundaries, which
are not defined inside the elements.

What remains is the derivation of the rotation matrix, R. This matrix forms a projection of the shear
stresses, which are expresses in different basis, onto the surface basis that is dual to the basis of the rotation.
If the expansion of this common projection is as usual(

σx y −σy x
)(2) (x, y) =

p∑
i=1

p∑
j=1

(
σx y −σy x

)
i j ei (x)e j (y).
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The co-chain denoting the difference of the shear stresses can be found by integration,

(
σx y −σy x

)
i j =

p∑
i=1

p∑
j=1

p∑
k=1

p∑
l=1

∫
Ω

h′
i (x)h′

j (y)
[(
σx y

)
kl h′

k (x)el (y)− (
σy x

)
kl ek (x)h′

l (y)
]

dxdy.

For an orthogonal domain, the quantities
∫
Ωh′

j (y)el (y)dy = δ j l and
∫
Ωh′

i (x)ek (x)dx = δi k simplify the inte-
gral. The components of the rotation matrix R= [Rx y ,Ry x ] are then found with

(
Rx y

)
i j kl =

p f∑
r=1

p f∑
s=1

h′
i (xr )h′

j (ys )h′
k (xr )el (ys )wr ws ,

(
Ry x

)
i j kl =−

p f∑
r=1

p f∑
s=1

h′
i (xr )h′

j (ys )ek (xr )h′
l (ys )wr ws .

Then, since the basis of the surface projection of the shear stress components is in the dual space of basis of
the rotation, it is possible to set the shear stress components equal point-wise.

7.1.4. Deriving the contributions of boundary conditions
For the boundary conditions, a trick arising from the definition of the dual basis functions leads to the deriva-
tion of the components. The boundaries will be considered all in a similar way.

The boundary condition for σxx requires a projection of uP on the left boundary. On the boundary, the
prescribed velocity is expanded as ∫

∂Ω
uex(y)dy ≈

∫
∂Ω

p+1∑
l=1

(uP )l hl (y)dy.

Hence ∫
∂Ω

p+1∑
j=1

p+1∑
l=1

(uP )l hl (y)e ′ j (y)dy ≈
∫
∂Ω

p+1∑
j=1

uex(y)e ′ j (y)dy = u1, j .

The boundary condition becomes∫
∂ΩL

uP σ̃xx nx dΓ=
∫
∂ΩL

p+1∑
j=1

p+1∑
l=1

(σ̃xx )1,l uex(y)e ′l (y)dy =
p+1∑
j=1

p+1∑
l=1

(σ̃xx )1,l u1, j .

This holds also for the other normal stress boundary term
∫
∂Ω vP σ̃y y ny dΓ. For instance, the prescribed shear

stress on the left and right boundary is given by∫
∂Ω

ṽ
(
σx y

)
P nx dΓ=

∫
∂Ω

p+1∑
j=1

p+1∑
l=1

ṽ1,lσ
ex
x y h′

l (y)dy.

7.1.5. Reducing the forcing function
The forcing function components need to have the same basis as the derivatives of the stresses, i. e.

f h
x (x, y) =

p∑
i=1

p+1∑
j=1

(
fx

)
i , j ei (x)e ′ j (y), f h

y (x, y) =
p+1∑
i=1

p∑
j=1

(
fy

)
i , j e ′i (x)e j (y).

Similarly to the boundary conditions, the degrees of freedom for the horizontal body forces can be computed
using the same property of the basis functions,

(
fx

)
k,l =

∫
Ω

p∑
i=1

p+1∑
j=1

(
fx

)
i , j ei (x)e ′ j (y)h′

k (x)hl (y)dxdy =
∫
Ω

f ex
x (x, y)h′

k (x)hl (y)dxdy,

which can be done in the same way for the vertical body forces. It can be seen that, compared to a reduction
on the primal mesh, the integration takes into account the complete basis. In contrast, for the primal mesh,
the geometric integration over a predefined cell was taken.
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Figure 7.2: Coupling the hybrid elements of lowest order for the new mixed basis linear elasticity formulation, K = 2,
p = 1.

7.1.6. Hybrid elements
Apart from placing the shear stresses in the same polynomial space, this formulation has another advan-
tage over the previously discussed primal formulation. As mentioned before, the mimetic spectral element
method can be extended to a hybrid method, that has attractive properties from a computational view. To
make the elements hybrid, they are disconnected, and Lagrange multipliers between the elements constrain
the values on neighbouring elements to be the same. This is shown schematically in Fig. 7.2. Since the shear
stresses are discontinuous between elements, they can be constrained to be equal within the elements. This
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Figure 7.3: The sparsity pattern for the hybrid formulation, K = 2, p = 1

will result in a system matrix of the form [
A BT

B 0

][
xh

λh

]
=

[
f h

0

]
. (7.8)

Here, A contains the information of each element. It can be ordered in a block-diagonal matrix containing
both the mass matrix and the incidence and rotation matrix. This is also shown in Fig. 7.3, where it is seen
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that the elements are really disconnected in the sparsity pattern of the system matrix. Alternatively it can be
ordered such that it consists of a block-diagonal of mass matrices and two off-diagonal block-diagonals of
incidence and rotation matrices. This system can be solved for λh by

B A−1B Tλh = B A−1F. (7.9)

The system (7.9) is much smaller than the full system (7.8). Noting that A is block diagonal, the setup of a large
problem would never involve the direct inversion of A. Instead, each of its blocks can be inverted in parallel
separately before construction, such that A−1 is constructed instead of A. In the results for this formulation,
the system is however directly computed since the number of degrees of freedom is low.

7.2. Results
The same manufactured solution test case will be taken as in Section 6.2.1 with the same exact solution. As
discussed in Section 7.1, the displacement component uex and the shear stress σex

x y are prescribed on the
left and right boundary, and the displacement component vex and the shear stress σex

y x are prescribed on the
bottom and top boundary. In Fig. 7.4, contour plots of all solution components are shown for a coarse solu-
tion to clarify the properties of the solution. The domain is chosen as [−1,1]2 to be able to distinguish more
clearly the directions in which the solution components are discontinuous or not. The displacement com-
ponent u is continuous between elements in y-direction but discontinuous in x-direction. Vice versa, the
displacement component v is continuous between elements in x-direction but discontinuous in y-direction.
The rotation and shear stresses are discontinuous between elements in both directions. This is why this for-
mulation does allow for the hybridisation of the elements, since no constraint is posed strongly on the shear
stresses in between elements. Note that the shear stress component σy x is not shown, since it is identical
(up to machine precision) to σx y , which will be discussed in the following. Finally, the normal stress σxx is
continuous between elements in x-direction, while the normal stress σy y is continuous between elements in
y-direction.

For this formulation, the aim was to satisfy the conservation laws of linear momentum and angular mo-
mentum point-wise. In Section 6.1.1, it was shown that conservation of angular momentum is satisfied when
linear momentum and the symmetry of the stress tensor are satisfied. In Fig. 7.5, contour plots of linear mo-
mentum and angular momentum conservation, as well as for the symmetry of the stress tensor and curl of the
displacements is shown for the same coarse solution as the results in Fig. 7.4. The error in linear momentum
and angular momentum is computed here with

εlin = (
dσ(1)

x

)h + f h
x +

(
dσ(1)

y

)h + f h
y ,

εang =−Y
[(

dσ(1)
x

)h + f h
x

]
+X

[(
dσ(1)

y

)h + f h
y

]
+σh

x y −σh
y x .

Clearly, both the errors are zero up to machine precision. Furthermore, it can be seen that the displacements
and rotation are connected through a topological relation as well, as evident from the difference in curl of the
displacement and the rotation. The convergence results are summarised in Fig. 7.6 and Fig. 7.8 for p- and
h-convergence, respectively. The norms are given by∥∥∥εσ∥∥∥

L2
=

∥∥∥σh
xx −σex

xx

∥∥∥
L2

+
∥∥∥σh

y x −σex
y x

∥∥∥
L2

+
∥∥∥σh

x y −σex
x y

∥∥∥
L2

+
∥∥∥σh

y y −σex
y y

∥∥∥
L2

,

‖εu‖L2 =
∥∥∥uh −uex

∥∥∥
L2

,

‖εv‖L2 =
∥∥∥vh − vex

∥∥∥
L2

,

‖εω‖L2 =
∥∥∥ωh −ωex

∥∥∥
L2

.

As the mappings of this new formulation have not yet been established, only the convergence results for a
non-deformed (c = 0) could be computed for now, where a scaling can be applied to compute on the do-
main [0,1]2. The expected convergence is observed, where the error is close to the interpolation error for
p-refinement. For h-refinement, the error clearly follows the expected slopes indicated again by the black
lines. The convergence of the error is therefore both optimal for p- and h-refinement.

Furthermore the conservation of linear momentum and the symmetry of the stress tensor is shown in
Fig. 7.7 and Fig. 7.9 for both refinements as well, since the values are again considered to be in the order of
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machine precision error. The norms are computed as

‖εlin‖L∞ = max

(∥∥∥(
dσ(1)

x

)h + f h
x

∥∥∥
L∞ ,

∥∥∥∥(
dσ(1)

y

)h + f h
y

∥∥∥∥
L∞

)
,∥∥εsym

∥∥
L∞ =

∥∥∥σh
x y −σh

y x

∥∥∥
L∞ .

As shown in the contour plots, conservation of angular momentum is satisfied point-wise. This is the case
because both linear momentum is point-wise conserved and the stress tensor is point-wise symmetric in-
dependent of mesh size or polynomial order. Comparing this formulation to the formulation presented in
Chapter 6, in particular Fig. 7.7b to Fig. 6.4a and Fig. 7.9b to Fig. 6.4b, this formulation is capable of conserv-
ing both linear and angular momentum. Through the choice of basis for the shear stresses, symmetry of the
stress tensor can be imposed strongly while conserving linear momentum as well.

7.3. Summary
This chapter introduced a new formulation for the linear elasticity problem. In this formulation, the basis is
chosen as pairs of primal and dual basis functions. Furthermore, the shear stresses are prescribed between
elements and weakly on the boundary, such that they are discontinuous between elements. This has the
important consequence that it is now possible to connect multiple elements with the hybrid method, and
still conserve linear momentum and angular momentum in each element. The possibility of hybridisation of
this formulation, where the system is non-singular, leads to the great advantage of domain decomposition.
After computing the interface operator, the system can be computed for each element separately in parallel.
With the convergence results in this section, it is proven that this is possible, and furthermore that linear
momentum and angular momentum is still conserved point-wise.
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Figure 7.4: Solution components for the new elasticity formulation for K 2 = 22 elements on the domain [−1,1]2, p = 2.
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(c) Symmetry of the stress tensor.
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Figure 7.5: Properties of the solution for the new elasticity formulation for K 2 = 22 elements on the domain [−1,1]2,
p = 2.
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Figure 7.6: p-convergence trends of the new formulation for the manufactured solution on the domain [0,1]2.
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Figure 7.7: Solution properties of the for the new formulation, manufactured solution on the domain [0,1]2 for varying p.
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Figure 7.8: h-convergence of the new formulation for the manufactured solution on the domain [0,1]2.

10−1

h

10−15

10−14

10−13

10−12

10−11

10−10

10−9

10−8

er
ro

r

||εlin||L∞
p = 1

p = 3

(a) Linear momentum.

10−1

h

10−17

10−16

10−15

10−14

10−13

10−12

10−11

10−10

er
ro

r

||εsym||L∞
p = 1

p = 3

(b) Stress tensor symmetry.

Figure 7.9: Solution properties for the new formulation, manufactured solution on the domain [0,1]2 for varying h.



8
Extension to Fluids

With the previously presented linear elasticity formulation, it is possible to extend the hybrid mimetic spectral
element method formulation with mixed basis to fluids. This involves changing the constitutive law, such that
velocities instead of displacements are computed, and introducing an extra constraint on these velocities
with the pressure.

8.1. Derivation and implementation
In the following, an additional constraint to the Lagrangian formulation is considered, and the implication of
the weak form will be shown. Since the formulation shares most of the terms with the new linear elasticity
formulation, only the treatment of the additional terms will be discussed.

8.1.1. Lagrangian and weak formulation

The Lagrangian functional for the Stokes problem, that is, imposing linear momentum conservation, sym-
metry of the stress tensor, and mass conservation, can be denoted by

L
(
σ ,u,ω, p; f,uP

)
=

∫
Ω

1

2
σT 1

2ν
σdΩ+

∫
Ω

u
(
∇· σ + f

)
dΩ+

∫
Ω
ω

(
σx y −σy x

)
dΩ

+
∫
Ω

p (∇·u)dΩ−
∫
∂Ω

σ (uP ·n)dΓ.

The function spaces for the unknowns are σ ∈ [H(div,Ω)]n , u ∈ H(div,Ω), ω, p ∈ L2(Ω). Note that here,

σ = 2νε , and the compliance tensor becomes the identity tensor which is simply a scalar multiplication.

Furthermore, u is now the velocity. Rewrite the functional again, prescribing the velocity for normal stresses
and pressure, and the shear stresses for the velocity, in R2,

L
(
σ ,u,ω, p; f,up ,

(
σy x

)
P ,

(
σx y

)
P

)
=

∫
Ω

1

2
σT 1

2ν
σdΩ+

∫
Ω

u

(
∂σxx

∂x
+ fx

)
dΩ−

∫
Ω

∂u

∂y
σy x dΩ

+
∫
Ω

v

(
∂σy y

∂y
+ fy

)
dΩ−

∫
Ω

∂v

∂x
σx y dΩ+

∫
Ω
ω

(
σx y −σy x

)
dΩ

−
∫
Ω
∇p ·udΩ+

∫
∂Ω

p,uP ·ndΓ

+
∫
∂Ω

[−uPσxx nx +u
(
σy x

)
P ny + v

(
σx y

)
P nx − vPσy y ny

]
dΓ.

(8.1)
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Now, it is required that u ∈ [
H 1(Ω)

]2
and p ∈ H 1(Ω). By taking variations of (8.1), the system will be in the

form of(
σ̃ ,

1

2ν
σ

)
Ω

+
∫
Ω

[
u
∂σ̃xx

∂x
− ∂u

∂y
σ̃y x + v

∂σ̃y y

∂y
− ∂v

∂x
σ̃x y

]
dΩ+ (

ω,
(
σ̃x y − σ̃y x

))
Ω
= Bσ,∫

Ω

[
ũ
∂σxx

∂x
− ∂ũ

∂y
σy x + ṽ

∂σy y

∂y
− ∂ṽ

∂x
σx y

]
dΩ− (

ũ,∇p
)
Ω =− (ũ, f)Ω−Bu ,(

ω̃,
(
σx y −σy x

))
Ω
= 0,(∇p̃,u

)
Ω = Bp ,

(8.2)

where the boundary terms are

Bσ =
∫
∂Ω

[
uP σ̃xx nx + vP σ̃y y ny

]
dΓ,

Bu =
∫
∂Ω

[
ũ

(
σy x

)
P ny + ṽ

(
σx y

)
P nx

]
dΓ,

Bp =
∫
∂Ω

p̃,uP ·ndΓ.

This must hold ∀ σ̃ ∈ [H(div,Ω)]2 ,∀ũ ∈ [
H 1(Ω)

]2
,∀ω̃ ∈ L2(Ω),∀p̃ ∈ H 1(Ω). Using integration by parts, which

then leads to (
σ̃ ,

1

2ν
σ

)
Ω

−
(
σ̃ ,∇u

)
Ω
+ (
ω,

(
σ̃x y − σ̃y x

))
Ω
= 0,(

ũ,∇· σ
)
Ω
− (

ũ,∇p
)
Ω+ (ũ, f)Ω = 0,(

ω̃,
(
σx y −σy x

))
Ω
= 0,(

p̃,∇·u
)
Ω = 0.

Then, assuming a smooth solution, as this holds ∀
(
σ̃ , ũ,ω̃, p̃

)
, this can be rewritten as

1

2ν
σ =∇u−

[
0 ω

−ω 0

]
= 1

2

(∇u+ (∇u)T )
in Ω,

∇· σ −∇p + f = 0 in Ω,

σx y −σy x = 0 in Ω,

∇·u = 0 in Ω.

which express the constitutive law, conservation of linear momentum, symmetry of the stress tensor, and
conservation of mass, respectively. Note that in this formulation, the viscosity ν does not have to be constant,
but can vary in the domain. This is a great difference with the velocity-vorticity-pressure formulation, which
is based on this assumption.

The weak form (8.2) can be discretised into a system,
Mσ ET

σ RT 0

Eσ 0 0 (PEdivu)T

R 0 0 0

0 PEdivu 0 0




σh

uh

ωh

ph

=


−g h

σ

− f h −g h
u

0

g h
p

 . (8.4)

The matrix Edivu represent the discrete divergence operation, which will be shown to be topological for the
expansions of the velocity components in the next section. The matrixP is a projection matrix used to project
the expansions of the derivatives of u to the expansion of p. Finally, the system vector g h

p is constructed in a

similar way as g h
σ , only the basis changes.
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8.1.2. The divergence operator
The pressure must couple the derivatives of the velocity, and its basis is therefore expanded in the primal
nodal basis, i.e.

ph(x, y) =
p+1∑
i=1

p+1∑
j=1

pi j hi (x)h j (y).

The velocity components are expanded in the same way as the new linear elasticity formulation,

u =
p∑

i=1

p+1∑
j=1

(u)i j h′
i (x)h j (y), v =

p+1∑
i=1

p∑
j=1

(v)i j hi (x)h′
j (y).

Taking the derivative, p −1 points can be found directly in each direction,

∂u

∂x
=

p∑
i=2

p+1∑
j=1

[
ui , j −ui−1, j

]
e ′i (x)h j (y),

∂v

∂y
=

p+1∑
i=1

p∑
j=2

[
vi , j − vi , j−1

]
hi (x)e ′ j (y).

This leads to the incidence matrix for the internal part of the element,

Edivu =
[

(Edivu)u 0

0 (Edivu)v

]
,

where, for p = 2,

(Edivu)u =



−1 0 0 0 0 0

1 −1 0 0 0 0

0 1 0 0 0 0

0 0 −1 0 0 0

0 0 1 −1 0 0

0 0 0 1 0 0

0 0 0 0 −1 0

0 0 0 0 1 −1

0 0 0 0 0 1



, (Edivu)v =



−1 0 0 0 0 0

0 −1 0 0 0 0

0 0 −1 0 0 0

1 0 0 −1 0 0

0 1 0 0 −1 0

0 0 1 0 0 −1

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1



. (8.5)

The extra ui j ((for i = 0, i = p +1) and vi j (for j = 0, j = p +1) will have to be taken from the boundary. In this
case, on the left and right side, another ui j is found, and similarly to the top and bottom side, another vi j is
found. This is implemented as a boundary condition, with the term g h

p . The final expansions are then

∂u

∂x
=

p+1∑
i=1

p+1∑
j=1

[
(u)i , j − (u)i−1, j

]
e ′i (x)h j (y), (8.6a)

∂v

∂y
=

p+1∑
i=1

p+1∑
j=1

[
(v)i , j − (v)i , j−1

]
hi (x)e ′ j (y). (8.6b)

Multiplication with the velocity uh then results in two times the degrees of freedom of ph , hence this must
still be projected onto the expansion of ph . This is done in the same way as for the shear stress components
and the vorticity, expanding the divergence as[(

∂u

∂x
+ ∂v

∂y

)′](2)

(x, y) =
p+1∑
i=1

p+1∑
j=1

(
∂u

∂x
+ ∂v

∂y

)
i j

e ′i (x)e ′ j (y), (8.7)

using the inner product definition,(
∂u

∂x
+ ∂v

∂y

)
i j
=

p+1∑
i=1

p+1∑
j=1

p+1∑
k=1

p+1∑
l=1

∫
Ω

hi (x)h j (y)
[(

uk,l −uk−1,l
)

e ′k (x)hl (y)+ (
vk,l − vk,l−1

)
hk (x)e ′l (y)

]
dxdy,
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such that the components of P= [
Px ,Py

]
become

(Px )i j kl =
p f∑

r=1

p f∑
s=1

hi (xr )h j (ys )e ′k (xr )hl (ys )wr ws ,

(
Py

)
i j kl =−

p f∑
r=1

p f∑
s=1

hi (xr )h j (ys )hk (xr )e ′l (ys )wr ws .

A note on the boundary condition for the pressure, following the same line of thinking as in Section 7.1.4, this
can be computed with ∫

∂ΩL

uP p̃dΓ=
∫
∂ΩL

p+1∑
j=1

p+1∑
l=1

p̃1,l uex(y)hl (y)dy =
p+1∑
j=1

p+1∑
l=1

p̃1,l u1, j .

Note that for the computation of the divergence of the velocity, the co-chain for this is computed with Euuh ,
where the boundary values need to be introduced as well, which are for the expansion of the components of
the divergence of u computed in the same way as for gσ. These are then expanded with the basis from (8.6a)
and (8.6b), respectively. In case of multiple elements, the velocity component part of the result of B Tλh from
(7.8) must be added to the boundary term (acting as the boundary components for neighbouring elements),
this part is expanded as in (8.7).

8.1.3. Hybrid elements
The same configuration for the hybrid elements as shown in Fig. 7.2 is used. The only difference is that the
pressure is coupled as well by the interface operator, with the same Lagrange multiplier that couples the
normal stresses. This relation is given, for instance coupling the left and right normal stress, by

−pproj +σxx
∣∣
L = −pproj +σxx

∣∣
R . (8.8)

Since the pressure is expanded with a different basis than the normal stresses, a projection is needed at the
interface. This projection is performed by a one-dimensional mass matrix, for instance for the left side,(

pproj
)

p+1,l = pp+1, j

(
M (0)

1D

)
j l

.

8.2. Results
The extended new formulation has been implemented as well, and tested with the same manufactured solu-
tion test case from Section 5.2.1. The pressure pex and velocity components uex and vex are again taken from
(5.16a), (5.16b), and (5.16c), respectively. Furthermore, ωex here is defined in the same way as rotation,

ωex(x, y) = 1

2

(
∂vex(x, y)

∂x
− ∂uex(x, y)

∂y

)
,

which is half the vorticity as used in Section 5.2. To allow for a varying ν, the forcing function can then be
expressed as

f ex
x (x, y) = ∂pex(x, y)

∂x
+ ∂

(
ν(x, y)ωex(x, y)

)
∂y

,

f ex
y (x, y) = ∂pex(x, y)

∂y
− ∂

(
ν(x, y)ωex(x, y)

)
∂x

.

The components for the exact solution of εex follow directly from the derivatives of uex and vex, and similarly,

σex = 2ν(x, y)εex, i.e.

ε = 1

2

[
2 ∂uex(x,y)

∂x
∂uex(x,y)

∂y + ∂vex(x,y)
∂x

∂vex(x,y)
∂x + ∂uex(x,y)

∂y 2 ∂vex(x,y)
∂y

]
, σex =

[
2ν(x, y)εex

xx 2ν(x, y)εex
y x

2ν(x, y)εex
x y 2ν(x, y)εex

y y

]
.

In the results, ν = 1 is used. The velocity component uex and the shear stress σex
x y are prescribed on the left

and right boundary, and the velocity component vex and the shear stress σex
y x are prescribed on the bottom
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and top boundary. The contour plots for this solution on the domain [0,1]2 are shown in Fig. 8.1 and Fig. 8.2
for the same order solution, K = 2 and p = 2 as used before in Fig. 7.4. In this formulation, the solution
for the velocity, vorticity, and stresses is discontinuous between elements in the same way as discussed in
Section 7.2. The pressure is in addition discontinuous between elements in both directions. From Fig. 8.2e, it
is clear that even in a very low resolution case, the stress tensor is symmetric point-wise. In addition, Fig. 8.2c
shows that linear momentum is satisfied point-wise, which leads to the fact that also angular momentum is
point-wise satisfied, seen in Fig. 8.2d. Finally, this solution conserves mass strongly point-wise, evident from
Fig. 8.2b.

The conserved relations for both p- and h-refinement are shown in Fig. 8.3. What was seen in the low
resolution case is again confirmed, as Fig. 8.3 shows that linear momentum, angular momentum, and mass
conservation are point-wise satisfied, evident from the maximum error made in all the cases. The norms
computed in the same way as in Section 7.2, only the mass conservation norm is new,

‖εmass‖L∞ =
∥∥∥(divu)h

∥∥∥
L∞ .

where the co-chain of (divu)h is computed as explained in Section 8.1.2.
The convergence results are given in Fig. 8.4 and Fig. 8.5. The p-convergence for the velocity and vorticity

is optimal, evident from the proximity in value to the interpolation error. For K ≤ 2, the p-convergence of
the stress and pressure follows the interpolation error as well, however, increasing the number of elements to
K > 2 leads to unexpected high errors. This is also seen clearly in the h- convergence plots, which are sub-
optimal for the pressure and stress. This can be attributed to the fact that the relation (8.8) only determines up
to a constant, hence it is possible that an additional constraint is needed to set the correct relative value. To
further show this interaction, the contour plots of the solution for this test case are compared. The resolutions
are a low number of elements of higher order, K = 2 and p = 5, a higher number of elements of lower order,
K = 5 and p = 2, and a higher number of elements of higher order, K = 5 and p = 5. The results for the velocity
components are compared in Fig. 8.6, for the vorticity and pressure in Fig. 8.7, for the normal stress compo-
nents in Fig. 8.8, and for the shear stress components in Fig. 8.9. The velocity components and vorticity show
expected results for both refinement in K and in p. However, it can be seen that refinement in K while keep-
ing p = 2 shows many oscillations in the solution of the pressure and normal stress components. The shear
stress components, which should be zero in this case, also contain some of these oscillations. From Fig. 8.2,
it was made clear that force equilibrium is maintained, such that only the distribution over the pressure and
stress may vary. When refining p, by comparing the last two cases, the oscillations vanish.

8.3. Summary
In this chapter, the constraint of mass conservation was added to the Lagrangian formulation for the new
linear elasticity formulation, such that an additional unknown, the pressure, is solved for. The formulation is
in addition shown to be hybridisable, with the same setup as for the new linear elasticity formulation. For any
number of elements and polynomial order of the solution, linear momentum, angular momentum, and mass
conservation is satisfied point-wise by the solution. It also shows good results for the velocity and vorticity.
However, due to the simultaneous coupling of the normal stresses and the pressure with the same interface
variable, this relation is possibly not represented well in case K > 2, which needs to be addressed in future
work.
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(a) Velocity component u.
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(b) Velocity component v .
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(f) Stress component σy y .

Figure 8.1: Contour plots for the new Stokes formulation with K 2 = 22 elements (c = 0.0) for the manufactured solution
on the domain [0,1]2, p = 2.
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(c) Linear momentum.
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(d) Angular momentum.
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(e) Symmetry of the stress tensor.
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Figure 8.2: Second part of contour plots for the new Stokes formulation with K 2 = 22 elements (c = 0.0) for the
manufactured solution on the domain [0,1]2, p = 2.



88 8. Extension to Fluids

2 4 6 8 10 12

p

10−14

10−13

10−12

10−11

10−10

10−9

10−8

er
ro

r
||εlin||L∞

K = 1

K = 2

K = 3

(a) Linear momentum for varying p.

10−1

h

10−15

10−14

10−13

10−12

10−11

10−10

10−9

10−8

10−7

er
ro

r

||εlin||L∞
p = 1

p = 2

p = 3

(b) Linear momentum for varying h.

2 4 6 8 10 12

p

10−14

10−13

10−12

10−11

10−10

10−9

10−8

er
ro

r

||εdivu||L∞
K = 1

K = 2

K = 3

(c) Mass conservation for varying p.
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(f) Stress tensor symmetry for varying h.

Figure 8.3: Properties of the solution for new Stokes formulation, for the manufactured solution on the domain [0,1]2 for
varying p and h, c = 0.
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(e) Pressure.

Figure 8.4: p-convergence trends of the new Stokes formulation for the manufactured solution on the domain [0,1]2,
c = 0.



90 8. Extension to Fluids

10−1

h

10−6

10−5

10−4

10−3

10−2

10−1

100

101

er
ro

r

1

1

2

1

3

1

||εu||L2

p = 1

p = 2

p = 3

(a) Velocity in x-direction.

10−1

h

10−6

10−5

10−4

10−3

10−2

10−1

100

101

er
ro

r

1

1

2

1

3

1

||εv||L2

p = 1

p = 2

p = 3

(b) Velocity in y-direction.

10−1

h

10−3

10−2

10−1

100

101

er
ro

r

1

1

2

1

3

1

||εσ||L2

p = 1

p = 2

p = 3

(c) All stress components.

10−1

h

10−4

10−3

10−2

10−1

100

101

er
ro

r
1

1

2

1

3

1

||εω||L2

p = 1

p = 2

p = 3

(d) Vorticity.

10−1

h

10−4

10−3

10−2

10−1

100

101

er
ro

r

1

1

2

1

3

1

||εp||L2

p = 1

p = 2

p = 3

(e) Pressure.

Figure 8.5: h-convergence trends of the new Stokes formulation for the manufactured solution on the domain [0,1]2,
c = 0.
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(a) Velocity component u, K = 2, p = 5.
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(b) Velocity component v , K = 2, p = 5.
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(c) Velocity component u, K = 5, p = 2.
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(d) Velocity component v , K = 5, p = 2.
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(e) Velocity component u, K = 5, p = 5.
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(f) Velocity component v , K = 5, p = 5.

Figure 8.6: Comparison of velocity components for the manufactured solution (c = 0) on the domain [0,1]2.
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(a) Vorticity ω, K = 2, p = 5.
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(b) Pressure p, K = 2, p = 5.
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(c) Vorticity ω, K = 5, p = 2.
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(d) Pressure p, K = 5, p = 2.
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(e) Vorticity ω, K = 5, p = 5.
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(f) Pressure p, K = 5, p = 5.

Figure 8.7: Comparison of vorticity and pressure for the manufactured solution (c = 0) on the domain [0,1]2.
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(a) Stress component σxx , K = 2, p = 5.
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(b) Stress component σy y , K = 2, p = 5.
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(c) Stress component σxx , K = 5, p = 2.
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(d) Stress component σy y , K = 5, p = 2.
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(e) Stress component σxx , K = 5, p = 5.
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(f) Stress component σy y , K = 5, p = 5.

Figure 8.8: Comparison of normal stress components for the manufactured solution (c = 0) on the domain [0,1]2.
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(a) Stress component σx y , K = 2, p = 5.
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(b) Stress component σy x , K = 2, p = 5.
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(d) Stress component σy x , K = 5, p = 2.

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

σhxy

−0.0016

−0.0008

0.0000

0.0008

0.0016

(e) Stress component σx y , K = 5, p = 5.
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(f) Stress component σy x , K = 5, p = 5.

Figure 8.9: Comparison of shear stress components for the manufactured solution (c = 0) on the domain [0,1]2.



9
Conclusions and Recommendations

The mimetic spectral element method has been successfully applied to three problems, the Poisson problem,
the Stokes problem, and the linear elasticity problem. Using this knowledge, a new formulation for linear
elasticity is proposed and the results are shown, which answer the research question: Yes, a formulation
for the mimetic spectral element method applied to the linear elasticity problem, that is hybridisable and
conserves both linear momentum and angular momentum, is found. To achieve this, several conclusions
have been found on the way, that answer the sub-questions posed in Section 1.2.

From the works studied in the literature survey, a motivation and understanding of the mimetic discreti-
sation methods has been found. The origin of these ideas came from the combination of concepts from
exterior calculus and the insights of Tonti, leading to a geometric description of physics. The combination of
this geometric description with algebraic topology leads to a natural discretisation of the differential forms
that describe physics. It is argued that the geometrical description of physics has the advantages of clear
separation of metric and topological aspects in a physical problem, which in turn leads to the correct choice
in representation of the physical variables and separation of the errors made in a numerical simulation. An
overview on the mimetic spectral element method led to the conclusion that to move towards continuum
mechanics applications, the problem of linear elasticity needed to be reconsidered, with the extension to a
hybrid formulation with attractive properties in mind.

The ingredients of the mimetic spectral element method have been put together to solve the Poisson
problem. The system was made more sparse by the introduction of the algebraic dual basis for the expansion
of the pressure. The two test problems yielded the expected results. The first was a manufactured solution,
that showed the convergence of the error to be optimal for the given basis for both h- and p refinement. The
L-shaped domain test case then allowed for showing the point-wise exactness of the divergence operator in
the absence of forcing terms.

The second problem that was considered was the Stokes problem, rewritten in a system of first order
equations called the vorticity-velocity-pressure formulation. The standard Galerkin procedure was followed
to find a weak form. It was tested with the same manufactured solution test case, producing optimal results
with point-wise mass conservation. The formulation is also capable of simulating non-smooth cases such as
the lid-driven cavity flow and the backwards facing step. Even for these cases, the mass conservation con-
straint is satisfied point-wise. The conclusion is that the law of conservation of mass is discretised exactly in
this formulation, however, the linear momentum balance law cannot be satisfied exactly using this formula-
tion. Furthermore, the formulation is not general due to the assumption of constant viscosity.

This lead to the pursuit of directly implementing continuum mechanics problems with the mimetic spec-
tral element method, with stress as the primary unknown. By a logical choice of the basis of the stresses, the
linear momentum balance law can be discretised exactly. However, due to the choice of basis for the shear
stresses, the symmetry of the stress tensor and thus the angular momentum could not be conserved strongly
but only weakly. This formulation is in addition not directly hybridisable, but requires additional constraints
to do so. The results for the manufactured solution and cantilever beam test cases on orthogonal and curvi-
linear grids showed that linear momentum is strongly conserved by the solution, while the symmetry of the
stress tensor and therefore angular momentum are only weakly conserved.

A new formulation has been proposed with the basis chosen as pairs of primal and dual basis functions.
Furthermore, the shear stresses are prescribed on the boundary, such that they become discontinuous over
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the elements. The implemented formulation is shown to be hybridisable, as the system to solve for the hybrid
formulation is non-singular without additional constraints. This new linear elasticity formulation is therefore
highly parallelisable. The performance of the method was clear from the convergence results, which prove
that linear momentum is still conserved point-wise, as was the case for the previous formulation. In addition,
the stress tensor is point-wise symmetric, which was possible due to the choice of polynomial space of the
stress components. The combination of the point-wise symmetry of the stress tensor and linear momentum
conservation then meant that angular momentum conservation is point-wise satisfied by the solution.

Finally, the mimetic spectral element method has now been applied to the Stokes problem with the
stress as explicit unknown, using the new linear elasticity formulation proposed in this work but adding a
term where the pressure enforces mass conservation. This is also an improvement on the velocity-vorticity-
pressure formulation, since the viscosity does not have to be constant. This formulation is shown to be hy-
bridisable, while satisfying linear momentum, angular momentum, and mass conservation point-wise even
for the lowest order cases. The results for the velocity and vorticity are all optimal, while sub-optimal re-
sults were obtained for the pressure and stress for a larger number of elements. Further investigation of the
interface constraint is necessary.

The aim of this thesis was to document all the steps in the process to arrive at the new formulation for
linear elasticity, with the broader continuum mechanics in mind. The first steps in extending the new for-
mulation to fluids have been taken. Some aspects have however still been left untouched and a number
of questions still remain. Several recommendations are therefore given here as directions for direct future
research.

• Further investigating the coupling of elements for the stress-based Stokes formulation to achieve opti-
mal convergence for the pressure and the stress.

• Testing the stress-based Stokes formulation on a solution with a varying viscosity.

• Comparing the stress-based Stokes formulation formulation to the velocity-vorticity-pressure formula-
tion, for instance using the lid-driven cavity flow problem, to see what the impact of linear momentum
conservation is on the solution.

• Mapping the new linear elasticity and Stokes formulations to arbitrary, curvilinear domains.

• Testing the new linear elasticity and Stokes formulations with test problems where the forcing function
can be exactly represented.

• Prove the error bounds of the new formulations, and therefore consistency and well-posedness.

• Investigating the performance of computing with the hybrid formulation with different system setup,
numbering, and solving techniques.

Further directions for expanding the method are also summarised.

• Three dimensional implementations. Although these should follow in a straightforward manner, con-
siderable effort is needed for the addition of an extra dimension.

• Time dependent problems, such as linear advection and Burgers’ equation, starting in one dimension.
Eventually, extending the formulation to fluids with convection.

• Extension of the method to triangular elements, which would allow great mesh flexibility. As of now, no
edge functions of arbitrary order have been found for these elements.
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A
Derivations

A.1. Mass matrices
To compute the terms leading to the mass matrices, the inner product can be written as the wedge product
with the Hodge operator on the second term [34, 47]. This can be done for all terms, resulting in three distinct
mass matrices in R2. These will be derived in this section. Also, the mapping terms are derived here, see
Section 3.3 for the explanation and notation. The system to solve for mapped domains remains the same,
only the mass matrices are affected.

A.1.1. Expansion in basis functions
The 0-forms are expanded in nodal basis functions using

ω(0)(x, y) =
p+1∑
i=1

p+1∑
j=1

ωi j hi (x)h j (y).

In two dimensions, it was seen that the outer oriented 1-form can be written as q (1) = udy−vdx, where u and
v are functions that form the vector proxy, and can be projected on basis functions defined in Section 3.2,
which leads to

u(x, y) =
p+1∑
i=1

p∑
j=1

ui j hi (x)e j (y), v(x, y) =
p∑

i=1

p+1∑
j=1

vi j ei (x)h j (y).

Hence

q (1)(x, y) =
p+1∑
i=1

p∑
j=1

ui j hi (x)e j (y)dy −
p∑

i=1

p+1∑
j=1

vi j ei (x)h j (y)dx.

Furthermore, the basis for 2-forms p(n) = p(2) will be

p(2)(x, y) =
p∑

i=1

p∑
j=1

pi j ei (x)e j (y)dx ∧dy.

The test functions q̃ (n−1) and p̃(n) for n = 2 are expanded similarly as

ω̃(0)(x, y) =
p+1∑
k=1

p+1∑
l=1

ω̃kl hk (x)hl (y),

q̃ (1)(x, y) =
p+1∑
k=1

p∑
l=1

(q̃x )kl hk (x)el (y)dy −
p∑

k=1

p+1∑
l=1

(q̃y )kl ek (x)hl (y)dx,

p̃(2)(x, y) =
p∑

k=1

p∑
l=1

(p̃)kl ek (x)el (y)dx ∧dy.
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A.1.2. Mass matrix for 0-forms
The inner product of the two 0-forms can be rewritten as

(
ω̃(0),ω(0))

Ω =
∫
Ω
ω̃(0) ∧?ω(0).

Here, since ?1 = dx ∧dy ,

?ω(0) =
p+1∑
i=1

p+1∑
j=1

ωi j hi (x)h j (y)dx ∧dy,

the inner product of two 0-forms becomes

∫
Ω
ω̃(0) ∧?ω(0) ≈

∫
Ω

p+1∑
i=1

p+1∑
j=1

p+1∑
k=1

p+1∑
l=1

ωi j ω̃kl hi (x)h j (y)hk (x)hl (y)dx ∧dy .

In the discrete system, this terms becomes (ω̃)T M(0)ωh , where the mass matrix is a diagonal matrix with
components

M (0)
i j kl =

p+1∑
r=1

p+1∑
s=1

hi (xr )h j (ys )hk (xr )hl (ys )wr ws .

Here,ω and ω̃ are vectors with components

ω̃h =
[
ω̃1,ω̃2, ...,ω̃(p+1)2

]T
, ωh =

[
ω1,ω2, ...,ω(p+1)2

]T
.

The M(0) under mapping is obtained by rewriting the inner product of two 0-forms as

(
ω̃(0),ω(0))

Ω =
∫
Φ(Ω̂)

ω̃(0) ∧?ω(0)

=
∫
Ω̂
Φ∗ [

ω̃(0) ∧?ω(0)]
=

∫
Ω̂
Φ∗ω̃(0) ∧Φ∗?ω(0)

=
∫
Ω̂
Φ∗ω̃(0) ∧Φ∗?Φ−∗Φ∗ω(0)

=
∫
Ω̂

̂̃ω(0) ∧ ?̂ ω̂(0),

where ω̂(0) = Φ∗ω(0) and ?̂ = Φ∗?Φ−∗. In the second to last step, the fact that Φ−∗Φ∗ = I is used. The last
expressions arrive from the fact that the pull-back operator does not commute with the Hodge operator, but
it does commute with the wedge product [33, 47]. Considering that the inverse pull-back operator acting on
the 0-form does not alter it as it is just a function,

?Φ−∗ ω̂(0) =
p+1∑
i=1

p+1∑
j=1

ωi j hi (ξ)h j (η)dx ∧dy,

hence applying the pull-back gives

Φ∗? Φ−∗ ω̂(0) =
p+1∑
i=1

p+1∑
j=1

ωi j hi (ξ)h j (η)

[
∂x

∂ξ
dξ+ ∂x

∂η

]
dη∧

[
∂y

∂ξ
dξ+ ∂y

∂η
dη

]

=
p+1∑
i=1

p+1∑
j=1

ωi j hi (ξ)h j (η)

[
∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ

]
dξ∧dη

=
p+1∑
i=1

p+1∑
j=1

ωi j hi (ξ)h j (η)
∣∣Φ∗∣∣dξ∧dη
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The inner product of two 0-forms becomes∫
Ω

̂̃ω(0) ∧ ?̂ω̂(0) ≈
∫
Ω

p+1∑
i=1

p+1∑
j=1

p+1∑
k=1

p+1∑
l=1

ωi j ω̃kl J (ξ,η)hi (ξ)h j (η)hk (ξ)hl (η)dξ∧dη.

Here J is the determinant of the Jacobian matrix at discrete points. The equations become a system (ω̃)T M(0)ωh ,
where the mass matrix is a diagonal matrix with components

M (0)
i j kl =

p+1∑
r=1

p+1∑
s=1

J (ξr ,ηs )hi (ξr )h j (ηs )hk (ξr )hl (ηs )wr ws .

A.1.3. Mass matrix for 1-forms
The first term in (4.6) can be computed using

(
q̃ (n−1), q (n−1))

Ω =
∫
Ω

q̃ (n−1) ∧? q (n−1),

where, since ? dx = dy and ? dy =−dx as counterclockwise rotation is positive,

?q (1) =−
p+1∑
i=1

p∑
j=1

ui j hi (x)e j (y)dx −
p∑

i=1

p+1∑
j=1

vi j ei (x)h j (y)dy.

One of the properties of the exterior product or wedge-product is that it is skew-symmetric. For n = 2, this
results in the properties dy ∧dx =−dx ∧dy and dy ∧dy = dx ∧dx = 0 [33] and thus leads to

(
q̃ (1) ∧? q (1))

Ω =
∫
Ω

p+1∑
i=1

p∑
j=1

p+1∑
k=1

p∑
l=1

(q̃x )i j ui j hi (x)e j (y)hk (x)el (y)dx ∧dy

+
p∑

k=1

p+1∑
l=1

p∑
i=1

p+1∑
j=1

(q̃y )i j vi j ei (x)h j (y)ek (x)hl (y)dx ∧dy,

which can be assembled in a matrix, such that the system becomes
(
q̃ h

)T
M(1)q h with, setting N = 2p(p +1),

q̃ h =
[

q̃x1 , q̃x2 , ..., q̃xp(p+1) , q̃y1 , ..., q̃yp(p+1)

]
= [

q̃1, q̃2, ..., q̃N
]T ,

q h = [
u1,u2, ...,up(p+1), v1, ..., vp(p+1)

]= [
q1, q2, ..., qN

]T .

The components ofM(1) can be written as a single sum over the points,

M (1)
i j kl =

p+1∑
r=1

p+1∑
s=1

[
hi (xr )e j (ys )hk (xr )el (ys )+ei (xr )h j (ys )ek (xr )hl (ys )

]
wr ws .

For mapping the mass matrixM(n−1) the first term in (4.6a) is rewritten as

(
q̃ (n−1), q (n−1))

Ω =
∫
Φ(Ω̂)

q̃ (n−1) ∧? q (n−1)

=
∫
Ω̂

q̃ (n−1) ∧? q (n−1)

=
∫
Ω̂
Φ∗q̃ (n−1) ∧Φ∗?q (n−1)

=
∫
Ω̂
Φ∗q̃ (n−1) ∧Φ∗?Φ−∗Φ∗q (n−1)

=
∫
Ω̂

̂̃q (n−1) ∧ ?̂ q̂ (n−1),

where again ?̂=Φ∗?Φ−∗ and q̂ (n−1) =Φ∗q (n−1). Hence, as now the fluxes q̂ (n−1) are defined on the reference
domain, for n = 2,

q̂ (1) = udη− vdξ,
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and applying the inverse pull-back,

Φ−∗q̂ (1) = uΦ−∗(dη)− vΦ∗(dξ)

= 1

|Φ∗|
[

u

(
−∂y

∂ξ
dx + ∂x

∂ξ
dy

)
− v

(
∂y

∂η
dx − ∂x

∂η
dy

)]
= 1

|Φ∗|
[
−

(
u
∂y

∂ξ
+ v

∂y

∂η

)
dx +

(
u
∂x

∂ξ
+ v

∂x

∂η

)
dy

]
.

Applying the Hodge operator, ? dx = dy , ? dy =−dx

?Φ−∗q̂ (1) = 1

|Φ∗|
[
−

(
u
∂y

∂ξ
+ v

∂y

∂η

)
dy −

(
u
∂x

∂ξ
+ v

∂x

∂η

)
dx

]
.

The final step is then applying the pull-back operator,

Φ∗? Φ−∗q̂ (1) = 1

|Φ∗|
[
−

(
u
∂y

∂ξ
+ v

∂y

∂η

)
Φ∗(dy)−

(
u
∂x

∂ξ
+ v

∂x

∂η

)
Φ∗(dx)

]
= 1

|Φ∗|
[
−

(
u
∂y

∂ξ
+ v

∂y

∂η

)(
∂y

∂ξ
dξ+ ∂y

∂η
dη

)
−

(
u
∂x

∂ξ
+ v

∂x

∂η

)(
∂x

∂ξ
dξ+ ∂x

∂η
dη

)]
= −1

|Φ∗|
(((

∂x

∂ξ

)2

+
(
∂y

∂ξ

)2)
u +

(
∂y

∂ξ

∂y

∂η
+ ∂x

∂ξ

∂x

∂η

)
v

)
dξ

+ −1

|Φ∗|
((
∂y

∂ξ

∂y

∂η
+ ∂x

∂ξ

∂x

∂η

)
u +

((
∂x

∂η

)2

+
(
∂y

∂η

)2)
v

)
dη

=−
((

G11u +G12v
)

dξ+ (
G21u +G22v

)
dη

)
,

where it is noted that G12 =G21. With dξ∧dξ= dη∧dη= 0 and dη∧dξ=−dξ∧dη, and with

̂̃q (1)(ξ,η) =
p+1∑
k=1

p∑
l=1

(q̃ξ)kl hk (ξ)el (η)dη−
p∑

k=1

p+1∑
l=1

(q̃η)kl ek (ξ)hl (η)dξ,

u(ξ,η) =
p+1∑
i=1

p∑
j=1

ui j hi (ξ)e j (η), v(ξ,η) =
p∑

i=1

p+1∑
j=1

vi j ei (ξ)h j (η),

the wedge product integral in the reference domain becomes

∫
Ω̂

̂̃q (n−1) ∧ ?̂ q̂ (n−1)

=
∫
Ω̂

p+1∑
k=1

p∑
l=1

(q̃ξ)kl hk (ξ)el (η)

(
G11

p+1∑
i=1

p∑
j=1

ui j hi (ξ)e j (η)+G12

p∑
i=1

p+1∑
j=1

vi j ei (ξ)h j (η)

)
dξ∧dη

+
∫
Ω̂

p∑
k=1

p+1∑
l=1

(q̃η)kl ek (ξ)hl (η)

(
G21

p+1∑
i=1

p∑
j=1

ui j hi (ξ)e j (η)+G22

p∑
i=1

p+1∑
j=1

vi j ei (ξ)h j (η)

)
dξ∧dη.

Thus, four submatrices are obtained that can be assembled in the large mass-matrix M(1), with components

(̂̃q)T
M(1)q̂ =

[(
q̃ξ

)T M11u
(
q̃ξ

)T M12v(
q̃η

)T M21u
(
q̃η

)T M22v

]
.
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The components are written out as

(M11)i j kl =
p+1∑
r=1

p+1∑
s=1

G11(ξr ,ηs )hi (ξr )e j (ηs )hk (ξr )el (ηs )wr ws

(M12)i j kl =
p+1∑
r=1

p+1∑
s=1

G12(ξr ,ηs )ei (ξr )h j (ηs )hk (ξr )el (ηs )wr ws

(M21)i j kl =
p+1∑
r=1

p+1∑
s=1

G21(ξr ,ηs )hi (ξr )e j (ηs )ek (ξr )hl (ηs )wr ws

(M22)i j kl =
p+1∑
r=1

p+1∑
s=1

G22(ξr ,ηs )ei (ξr )h j (ηs )ek (ξr )hl (ηs )wr ws

A.1.4. Mass matrix for 2-forms
Taking the inner product of two n-forms,(

p̃(n),dp(n))
Ω =

∫
Ω

p̃(n) ∧? p(n),

where, as ?
(
dx ∧dy

)= 1 in R2, the Hodge-?maps the 2-form to a 0-form,

? p(2) =
p∑

i=1

p∑
j=1

pi j ei (x)e j (y),

then in general, ∫
Ω

p̃(n) ∧? p(n) ≈
(

p̃h
)T
M(n)ph ,

with
(
p̃h)T

a vector of test function weights of size pn = p2 in R2 defined as,

p̃h =
[

p̃1, p̃2, ..., p̃p2

]T
, ph =

[
p1, p2, ..., pp2

]T
.

The components of M(n) in R2 are given by

M (2)
i j kl =

p+1∑
r=1

p+1∑
s=1

ei (xr )e j (ys )ek (xr )el (ys )wr ws .

Mapping this mass matrix is straightforward. Starting from(
p̃(n), p(n))

Ω =
∫
Ω̂
Φ∗p̃(n) ∧Φ∗?Φ−∗Φ∗p(n)

=
∫
Ω̂

̂̃p(2) ∧ ?̂ p̂(n),

where again ?̂=Φ∗?Φ−∗ and p̂(n) =Φ∗p(n). The next step is the inverse-pullback operator, which commutes
with the wedge product,

Φ−∗p(n) = pΦ−∗(dξ)∧Φ−∗(dη)

= p

[
∂ξ

∂x
dx + ∂ξ

∂y
dy

]
∧

[
∂η

∂x
dx + ∂η

∂y
dy

]
= p

[
∂ξ

∂x

∂η

∂y
− ∂η

∂x

∂ξ

∂y

]
dx ∧dy

= p
∣∣Φ−∗∣∣dx ∧dy

= p
1

|Φ∗|dx ∧dy.

Applying first the Hodge operator, with implies that ? dx ∧dy = 1, then the pullback operator applied to 1
does not change the result, so

?̂p(n) = p
1

|Φ∗| = pG0.
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Then, with ̂̃p(2) =
p∑

k=1

p∑
l=1

(p̃)kl ek (ξ)el (η)dξ∧dη,

the term can be written out in R2 as∫
Ω̂

̂̃p(2) ∧ ?̂ p̂(2) =
∫
Ω̂

p∑
i=1

p∑
j=1

p∑
k=1

p∑
l=1

(p̃)kl pi j G0ei (ξ)e j (η)ek (ξ)el (η)dξ∧dη

In matrix form, this becomes ∫
Ω̂

̂̃p(2) ∧ ?̂ p̂(2) ≈
(̂̃ph

)T
M(2)p̂h

where the components ofM(2) are

M (2)
i j kl =

p+1∑
r=1

p+1∑
s=1

G0(ξr ,ηs )ei (ξr )e j (ηs )ek (ξr )el (ηs )wr ws .

A.1.5. Mappings for the tensor mass matrix and torque matrix
For a mapped domain, this inner product can be implemented using(

σ̃ ,C σ
)
Φ(Ω)

=
∫
Φ(Ω)

σ̃(1) ∧?Cσ(1)

=
∫
Ω̂
Φ∗ (

σ̃(1))∧Φ∗ (
?CΦ−∗Φ∗σ(1))

=
∫
Ω̂

̂̃σ(1) ∧Φ∗ (
?CΦ−∗σ̂(1))

=
∫
Ω̂

̂̃σ(1) ∧ ?̂C σ̂
(1).

Here, σ̂(1) =Φ∗σ(1) and ?̂C =Φ∗? CΦ−∗. Denoting the tensor again as vector valued 1-form,

Φ−∗ σ̂ =
[
Φ−∗σ̂x

(1)

Φ−∗σ̂y
(1)

]
=

[
σxxΦ

−∗ (
dη

)−σy xΦ
−∗ (dξ)

σx yΦ
−∗ (

dη
)−σy yΦ

−∗ (dξ)

]

= 1

|Φ∗|

σxx

(
− ∂y
∂ξdx + ∂x

∂ξdy
)
−σy x

(
∂y
∂ηdx − ∂x

∂ηdy
)

σx y

(
− ∂y
∂ξdx + ∂x

∂ξdy
)
−σy y

(
∂y
∂ηdx − ∂x

∂ηdy
)

= 1

|Φ∗|

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dy −

(
σxx

∂y
∂ξ +σy x

∂y
∂η

)
dx(

σx y
∂x
∂ξ +σy y

∂x
∂η

)
dy −

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
dx

 .

The application of the compliance tensor is next. To do so, the vector valued 1-form can be written into four
components (for visualisation of the process),

CΦ−∗ σ̂ = 1

|Φ∗|


C11 C12 0 0

C21 C22 0 0

0 0 C33 C34

0 0 C43 C44





(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dy

−
(
σxx

∂y
∂ξ +σy x

∂y
∂η

)
dx(

σx y
∂x
∂ξ +σy y

∂x
∂η

)
dy

−
(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
dx



+ 1

|Φ∗|


0 0 C13 C14

0 0 C23 C24

C31 C32 0 0

C41 C42 0 0




−

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dx(

σxx
∂y
∂ξ +σy x

∂y
∂η

)
dy

−
(
σx y

∂x
∂ξ +σy y

∂x
∂η

)
dx(

σx y
∂y
∂ξ +σy y

∂y
∂η

)
dy

 ,

where the first two rows and last two rows will together form a 1-form again.
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For simplicity, the compliance tensor for Hooke’s Law is taken (which has 6 of the 16 terms, only the
diagonal and off-diagonal entries (1,4) and (4,1)), so in that case, 3 instead of 8 terms per 1-form are non-
zero, and the equations become

CΦ−∗ σ̂ = 1

|Φ∗|

C11

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dy −C22

(
σxx

∂y
∂ξ +σy x

∂y
∂η

)
dx +C14

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
dy

C33

(
σx y

∂x
∂ξ +σy y

∂x
∂η

)
dy −C44

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
dx −C41

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dx

 .

Applying the Hodge-?, and then the pullback again, then results in

?̂C σ̂ =− 1

|Φ∗|

C11

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
Φ∗(dx)+C22

(
σxx

∂y
∂ξ +σy x

∂y
∂η

)
Φ∗(dy)+C14

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
Φ∗(dx)

C33

(
σx y

∂x
∂ξ +σy y

∂x
∂η

)
Φ∗(dx)+C44

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
Φ∗(dy)+C41

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
Φ∗(dy)


=− 1

|Φ∗|

[
σ̂1dξ+ σ̂2dη

σ̂3dξ+ σ̂4dη

]
,

where the abbreviated terms represent

σ̂1 =
[

C11
∂x

∂ξ

∂x

∂ξ
+C22

∂y

∂ξ

∂y

∂ξ

]
σxx +

[
C11

∂x

∂η

∂x

∂ξ
+C22

∂y

∂η

∂y

∂ξ

]
σy x +C14

∂y

∂ξ

∂x

∂ξ
σx y +C14

∂y

∂η

∂x

∂ξ
σy y ,

σ̂2 =
[

C11
∂x

∂ξ

∂x

∂η
+C22

∂y

∂ξ

∂y

∂η

]
σxx +

[
C11

∂x

∂η

∂x

∂η
+C22

∂y

∂η

∂y

∂η

]
σy x +C14

∂y

∂ξ

∂x

∂η
σx y +C14

∂y

∂η

∂x

∂η
σy y ,

σ̂3 =C41
∂x

∂ξ

∂y

∂ξ
σxx +C41

∂x

∂η

∂y

∂ξ
σy x +

[
C33

∂x

∂ξ

∂x

∂ξ
+C44

∂y

∂ξ

∂y

∂ξ

]
σx y +

[
C33

∂x

∂η

∂x

∂ξ
+C44

∂y

∂η

∂y

∂ξ

]
σy y ,

σ̂4 =C41
∂x

∂ξ

∂y

∂η
σxx +C41

∂x

∂η

∂y

∂η
σy x +

[
C33

∂x

∂ξ

∂x

∂η
+C44

∂y

∂ξ

∂y

∂η

]
σx y +

[
C33

∂x

∂η

∂x

∂η
+C44

∂y

∂η

∂y

∂η

]
σy y .

Since the operator for the torque is metric dependent, the torque on a mapped domain involves∫
Φ(Ω)

r× σdΩ=
∫
Ω̂
Φ∗ (

r×Φ−∗σ̂(1))
=

∫
Ω̂
Φ∗

r× 1

|Φ∗|

(
σxx

∂x
∂ξ +σy x

∂x
∂η

)
dy −

(
σxx

∂y
∂ξ +σy x

∂y
∂η

)
dx(

σx y
∂x
∂ξ +σy y

∂x
∂η

)
dy −

(
σx y

∂y
∂ξ +σy y

∂y
∂η

)
dx


=

∫
Ω̂

1

|Φ∗|Φ
∗
{[

X

(
σx y

∂x

∂ξ
+σy y

∂x

∂η

)
−Y

(
σxx

∂x

∂ξ
+σy x

∂x

∂η

)]
dy

−
[

X

(
σx y

∂y

∂ξ
+σy y

∂y

∂η

)
−Y

(
σxx

∂y

∂ξ
+σy x

∂y

∂η

)]
dx

}
=

∫
Ω̂

1

|Φ∗|
{[

X

(
σx y

∂x

∂ξ
+σy y

∂x

∂η

)
−Y

(
σxx

∂x

∂ξ
+σy x

∂x

∂η

)](
∂y

∂ξ
dξ+ ∂y

∂η
dη

)
−

[
X

(
σx y

∂y

∂ξ
+σy y

∂y

∂η

)
−Y

(
σxx

∂y

∂ξ
+σy x

∂y

∂η

)](
∂x

∂ξ
dξ+ ∂x

∂η
dη

)}
=

∫
Ω̂

1

|Φ∗|
{[

X

(
σx y

[
∂x

∂ξ

∂y

∂η
− ∂y

∂ξ

∂x

∂η

]
+σy y

[
∂x

∂η

∂y

∂η
− ∂y

∂η

∂x

∂η

])
−Y

(
σxx

[
∂x

∂ξ

∂y

∂η
− ∂y

∂ξ

∂x

∂η

]
+σy x

[
∂x

∂η

∂y

∂η
− ∂y

∂η

∂x

∂η

])
dη

]
+

[
X

(
σx y

[
∂x

∂ξ

∂y

∂ξ
− ∂y

∂ξ

∂x

∂ξ

]
+σy y

[
∂x

∂η

∂y

∂ξ
− ∂y

∂η

∂x

∂ξ

])
−Y

(
σxx

[
∂x

∂ξ

∂y

∂ξ
− ∂y

∂ξ

∂x

∂ξ

]
+σy x

[
∂x

∂η

∂y

∂ξ
− ∂y

∂η

∂x

∂ξ

])
dξ

]}
=

∫
Ω̂

1

|Φ∗|
{(

Xσx y −Y σxx
)∣∣Φ∗∣∣dη− (

Xσy y −Y σy x
)∣∣Φ∗∣∣dξ

}
=

∫
Ω̂

(
Xσx y −Y σxx

)
dη− (

Xσy y −Y σy x
)

dξ.



108 A. Derivations

If the torque is written as a 1-form,

T (1) = Tξdη−Tηdξ≈
p+1∑
i=1

p∑
j=1

(
Tξ

)
i j hi (ξ)e j (η)−

p∑
i=1

p+1∑
j=1

(
Tη

)
i j ei (ξ)h j (η),

then the torque matrix values computed from the stresses for every vertical edge in the reference domain
become, where hi (ξr ) = 1,

(
Tη

)
i j kl =

p f∑
r=1

hi (ξr )e j (ηr )wr
{

X (ηr )(σx y )kl −Y (ηr )(σxx )kl
}

,

and for every horizontal edge, where h j (ηr ) = 1 for j = r and zero otherwise,

(
Tξ

)
i j kl =

p f∑
r=1

ei (ξr )h j (ηr )wr
{

X (ξr )(σy y )kl −Y (ξr )(σy x )kl
}

.
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A.2. Incidence Matrices arising in the weak formulation
In the previous section, the mass matrix M(2) were derived. It will be shown here that the exterior derivative
operator acting on 1-forms leads to an incidence matrix acting on discrete 1-forms. This is also shown for the
exterior derivative acting on a 0-form.

A.2.1. Acting on 0-forms
It is seen in (5.13) arises from the first term in the 1-form equation, (5.12b),

(
q̃ (1),dω(0))

Ω =
∫
Ω

q̃ (1) ∧? dω(0),

where the right term of the inner product can be rewritten as, using shorthand for non-varying terms,

? dω(0) =
p∑

i=1

p+1∑
j=1

(
ωi+1, j −ωi , j

)
ei (x)h j (y)dx −

p+1∑
i=1

p∑
j=1

(
ωi , j+1 −ωi , j

)
hi (x)e j (y)dy

= δi (ω)dx +δ j (ω)dy.

As q̃ (1) is

q̃ (1) =
p+1∑
k=1

p∑
l=1

(q̃x )kl hk (x)el (y)dy −
p∑

k=1

p+1∑
l=1

(q̃y )kl ek (x)hl (y)dx = q̃x dy − q̃y dx,

the inner product becomes ∫
Ω

q̃ (1) ∧? dω(0) =−
[

q̃x∂ j (ω)+ q̃y∂i (ω)
]

dx ∧dy.

This can be written in a mass-matrix as before, but now the complete matrix multiplied by the incidence
matrix E(1,0), (

q̃ h
)T
M(1)E(1,0)ωh =

[
q̃ T

x M11 q̃ T
x M12

q̃ T
y M21 q̃ T

y M22

]
E(1,0)ωh ,

where the submatrices are defined as before.

A.2.2. Acting on 1-forms
The term that will lead to another incidence matrix acting on projected 1-forms can be rewritten as

(
p̃(n),dq (n−1))

Ω =
∫
Ω

p̃(n) ∧? dq (n−1),

where, as ?
(
dx ∧dy

)= 1 in R2, as the Hodge-?maps the n-form to a 0-form,

? dq (1) =
p∑

i=1

p∑
j=1

(
ui+1, j −ui , j

)
ei (x)e j (y)?

(
dx ∧dy

)+ p∑
i=1

p∑
j=1

(
vi , j+1 − vi , j

)
ei (x)e j (y)?

(
dx ∧dy

)
=

p∑
i=1

p∑
j=1

(
ui+1, j −ui , j + vi , j+1 − vi , j

)
ei (x)e j (y),

then ∫
Ω

p̃(n) ∧? dq (n−1) ≈
(

p̃h
)T
M(n)E(n,n−1)q h ,
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A.3. Projection
This section is written to show the steps in deriving the specific mapping terms in reduction and reconstruc-
tion operators.

A.3.1. Reduction
For the Poisson problem, the forcing term is assumed to be an exactly known continuous function, but it
is required that in R2, f is represented by a 2-form, an integral value over a surface. As the value of f is
assumed exactly known everywhere in this problem, it can be integrated analytically. It is however generally
more practical to apply fine quadrature on a fine Gauss-Lobatto grid to approximate this value. To do so on
a rectangular reference domain, first, the quadrature points are mapped to a local surface cell, which in the
case of the orthogonal physical domain is always a simple scaling and translation. The co-chain values are
reduced from the exact function input with

fi j =
p f∑

r=1

p f∑
s=1

f ex (xr , ys )wr ws , (A.3)

For reconstruction, it then suffices to sum over the weights times the function values at the quadrature nodes
in each cell, such that

f h(x, y) =
p∑

i=1

p∑
j=1

fi j ei (x)e j (y). (A.4)

If f is a 1-form, in the case of the Stokes VVP formulation, this means it will have two components in R2, so

f (1) = fx dy − fy dx =
p+1∑
i=1

p∑
j=1

(
fx

)
i j hi (x)e j (y)dy −

p∑
i=1

p+1∑
j=1

(
fy

)
i j ei (x)h j (y)dx,

since the horizontal force acts over a vertical line. The components of the vector f h are then

( fy )i j ≈−
p f +1∑
r=1

f ex
y (xr , y j )wr , ( fx )i j ≈

p f +1∑
s=1

f ex
x (xi , ys )ws

The reduction of f involves quadrature, which is inexact and changes when changing coordinates. The
mapping of a 2-form is straightforward,∫

Ω
f (2) ≈

∫
Ω̂
Φ∗ f (2) ≈

p f∑
r=1

p f∑
s=1

p∑
i=1

p∑
j=1

fi j J (ξr ,ηs )ei (ξr )e j (ηs )wr ws ,

with J the determinant of the Jacobian accounting for the mapping, while taking the weights in the reference
domain. (A.3) thus alters to include the change,

fi j =
p f∑

r=1

p f∑
s=1

f ex (xr , ys )J (ξr ,ηs )wr ws .

The reduction of a vector-valued f to a 1-form is similarly derived. The mapping of the 1-form is∫
Ω

f (1) =
∫
Ω̂
Φ∗ f (1) =

∫
Ω̂

fx

(
∂y

∂ξ
dξ+ ∂y

∂η
dη

)
− fy

(
∂x

∂ξ
dξ+ ∂x

∂η
dη

)
=

∫
Ω̂

(
fx
∂y

∂ξ
− fy

∂x

∂ξ

)
dξ+

(
fx
∂y

∂η
− fy

∂x

∂η

)
dη.

The components of the vector f h are then

( fy )i j =
p f +1∑
r=1

(
f ex

x (ξr ,η j )
∂y

∂ξ

∣∣∣∣
ξr

− f ex
y (ξr ,η j )

∂x

∂ξ

∣∣∣∣
ξr

)
wr

( fx )i j =
p f +1∑
s=1

(
f ex

x (ξi ,ηs )
∂y

∂η

∣∣∣∣
ηs

− f ex
y (ξi ,ηs )

∂x

∂η

∣∣∣∣
ηs

)
ws
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A.3.2. Solution reconstruction
The reconstruction of the solution requires a mapping as well. Reconstruction from a projected 2-form or
2-cochain in the reference domain is straightforward,∫

Ω̂
p(2) = (

Φ−∗p̂(2))
Ω

=
∫
Ω

pΦ−∗ (
dξ∧dη

)
=

∫
Ω

p
1

|Φ∗|dx ∧dy .

For corresponding (ξ,η) → (x, y), the reconstruction is performed as

ph(x, y) =
p∑

i=1

p∑
j=1

1

J
(ξ,η)pi j ei (ξ)e j (η).

Similarly, the 1-form projection can be reconstructed or interpolated, but due to the mapping, both the
derivatives to ξ and η must be taken into account,

uh(x, y) =
p∑

i=1

p+1∑
j=1

(qx )i j ei (x)h j (y)
∂y

∂η

1

J (x, y)
−

p+1∑
i=1

p∑
j=1

(qy )i j hi (x)e j (y)
∂y

∂ξ

1

J (x, y)
,

vh(x, y) =−
p∑

i=1

p+1∑
j=1

(qx )i j ei (x)h j (y)
∂x

∂η

1

J (x, y)
+

p+1∑
i=1

p∑
j=1

(qy )i j hi (x)e j (y)
∂x

∂ξ

1

J (x, y)
.

Finally, the 0-form projection is invariant under mapping (since its basis is 1), such that

ωh(x, y) =
p∑

i=0

p∑
j=0

ωi j hi (ξ)h j (η).
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A.4. Boundary conditions
In this section, the derivation of the boundary condition terms leading to right-hand side vectors in a system
to solve are shown. Note that these derivations assume the use of primal basis functions for all degrees of
freedom.

A.4.1. Pressure boundary condition
This section describes how to evaluate the boundary condition vector g h . This involves the term

g =
∫
∂Ω

tr
(
q̃ (n−1))∧ tr

(
p(0))= ∫

∂Ω
q̃ (n−1) ∧p(0),

since it is clear that the trace is taken on the boundary. In the case of a square domain on (x, y) ∈ [−1,1] for
n = 2, the boundary consists of four parts, hence it can be rewritten using ∂Ω= ∂ΩT ∪∂ΩB ∪∂ΩL ∪∂ΩR as

g =
∫
∂ΩT

q̃ (n−1) ∧p(0) +
∫
∂ΩB

q̃ (n−1) ∧p(0) +
∫
∂ΩL

q̃ (n−1) ∧p(0) +
∫
∂ΩR

q̃ (n−1) ∧p(0).

Taking the bottom boundary only such that y =−1 and dy = 0, and rewriting, this gives in this case∫
∂ΩB

q̃ (1) ∧p(0) =
∫
∂ΩB

[
p+1∑
k=1

p∑
l=1

(q̃x )kl hk (x)el (−1)dy −
p∑

k=1

p+1∑
l=1

(q̃y )kl ek (x)hl (−1)dx

]
p(x,−1)

=
∫
∂ΩB

p∑
i=1

(q̃y )i 1ei (x)p(x,−1)dx

≈
p+1∑
s=1

p∑
i=1

(q̃y )i 1ei (xs )p(xs ,−1)ws .

Hence each component of g h is each contribution to the sum over i . This can then be performed for any
edge.

A.4.2. Tangential velocity boundary condition
The last derivation concerns the term bh , which introduces the tangential velocity in the equations. Since the
flux is related to the circulation with a Hodge star, ? q (1) = u(1),

? q (1) =
p+1∑
i=1

p∑
j=1

ui j hi (x)e j (y)?dy −
p∑

i=1

p+1∑
j=1

vi j ei (x)h j (y)?dx

=−
p+1∑
i=1

p∑
j=1

ui j hi (x)e j (y)dx −
p∑

i=1

p+1∑
j=1

vi j ei (x)h j (y)dy,

the term can be written as

b =
∫
∂Ω

tr
(
ω̃(0))∧ tr

(
? q (1))=∫

∂Ω
tr

(
ω̃(0))∧ tr

(
u(1))

=−
p+1∑
k=1

p+1∑
l=1

ω̃kl hk (x)hl (y)uex (x, y)dx −
p+1∑
k=1

p+1∑
l=1

ω̃kl hk (x)hl (y)vex (x, y)dy

Taking again the bottom boundary,∫
∂ΩB

tr
(
ω̃(0))∧ tr

(
u(1))≈−

p+1∑
r=1

p+1∑
k=1

p+1∑
l=1

ω̃kl hk (xr )wr uex (xr ,−1)

A.4.3. Normal velocity boundary condition
In the case of natural boundary conditions, q (n−1) is known at the boundary. Hence in (4.8), the row of entries
in the left-hand-side matrix corresponding to the boundary contributions are simply set to zero. Only one
entry in each of those rows is set to one, such that q (n−1)|∂Ω = ∫

∂Ω g , where the local value of g must be
integrated over the boundary edges, for example the bottom boundary,

q h = g h =
p f∑

s=1
g ex (xs ,−1)ws .



B
Note on solving hybrid systems

Considering a hybrid system is in the same form as in [9, p. 429], the procedure called static condensation
can be applied. Starting with 

A B T C T

B 0 0

C 0 0




U

P

Λ

=


G

F

0

 ,

the first equation of this system can be rewritten as

U = A−1 (
G −B T P −C TΛ

)
.

Eliminating the first row, the remaining system is then[
−B A−1B T −B A−1C T

−C A−1B T −C A−1C T

][
P

Λ

]
=

[
−B A−1G +F

0

]
.

Since
(−B A−1C T

)T =−C A−1B T , this can be rewritten as[
Q RT

R S

][
P

Λ

]
=

[
T

0

]
.

Hence, now this system can be solved for P ,

P =Q−1 (
T −RTΛ

)
The final system to solve is thus

HΛ=V ,

with, for n = 2,

H =−RQ−1RT +S =C A−1B T (
B A−1B T )−1

B A−1C T −C A−1C T

=N(
M(1))−1

E(2,1)T
(
E(2,1) (M(1))−1

E(2,1)T
)−1

E(2,1) (M(1))−1
NT −N(

M(1))−1
NT

=N(
M(1))−1

(
E(2,1)T

(
E(2,1) (M(1))−1

E(2,1)T
)−1

E(2,1) −M(1)
)(
M(1))−1

NT ,

and

V =−RQ−1T =−C A−1B T (
B A−1B T )−1 (−B A−1G +F

)
=−N(

M(1))−1
E(2,1)T

(
E(2,1) (M(1))−1

E(2,1)T
)−1 (

−E(2,1) (M(1))−1
g h + f h

)
.

Here, g h and f h are the vectors from (4.9). Note that for square matrices A and B, Q−1 = (
B A−1B T

)−1 =(
B T

)−1
AB−1, but the matrix E(2,1) is not square and thus not invertible. If it was, the terms in determining the

matrix H would cancel out.
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C
Program implementation

Grid spacing
& weights

Basis functions

Mass matrices

Mapping

System setupIncidence
matrices

Reduction

Solve the
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Reconstruction Plotting

Figure C.1: Schematic flow diagram of the implementation of the mimetic spectral element method. The white square
blocks are not specific for the method, as opposed to the grey rounded blocks.
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