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Abstract

Modern web information systems use machine learning models to provide
personalized user services and experiences. However, machine learning models
require annotated data for training, and creating annotated data is done through
crowdsourcing tasks. The content used in annotation crowdsourcing tasks like
medical records and images might contain some private information which can
directly or indirectly identify an individual. The name, age, ethnicity, gender,
contact details are examples of private information that directly identifies an in-
dividual. Indirect private information relates to the cultural, economic, and social
factors of an individual. For instance, the visual cues of religious objects or sym-
bols relate to the religious beliefs of an individual. In this thesis, we study how
to minimize the amount of private information extracted from images using a
hybrid algorithm which combines machine learning models and crowdsourcing.
We also demonstrate that the proposed hybrid algorithm reduces the amount of
private information exposed from the image and the cost of using the crowd for
detecting private information in the image.

Thesis Committee:

Chair: Prof. dr. ir. G.J.P. M. Houben, Faculty EEMCS, TUDelft
University supervisor: Prof. dr. ir. A. Bozzon, Faculty EEMCS and IO, TUDelft
Daily supervisor: Dr. A. Mauri, Faculty EEMCS, TUDelft
Committee Member: Dr. ir. M. Finavaro Aniche, Faculty EEMCS, TUDelft

S.Shriram@student.tudelft.nl




Preface
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privacy in images used in image analysis crowdsourcing tasks. With policies like the
GDPR, data-driven workflows must become privacy-aware. Privacy preservation in
image analysis tasks hinges on the trade-off between the cost to preserve privacy and
the usefulness of the privacy-preserved image in image analysis tasks. Our proposed
approach balances this trade-off by combining human and machine intelligence, which
makes the proposed approach effective in detecting private information through visual
cues in images.

The thesis started as a flowchart which Prof. Alessandro Bozzon, my supervisor
drew on a whiteboard in our first meeting. I am grateful to Prof. Bozzon for the
opportunity to work on this topic and his feedbacks during crucial stages of the thesis.
The evolution of this topic from the whiteboard to a prototype had a generous amount
of hurdles, making it challenging and fun to work. At this point, I am grateful to Dr.
Andrea Mauri, my daily supervisor, for making time to guide and support me clearing
the many hurdles during this thesis. He was always there to listen patiently to my many
brainstorms and would later put me back on track to work on completing the thesis.
I am grateful to the committee members, Prof. Geert-Jan Houben, and Dr. Mauricio
Aniche for their time, availability and feedback on the thesis.

I am grateful to my parents and my friends for their encouragement and support.

Sharad Shriram
Delft, the Netherlands

August 12, 2019
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Chapter 1

Introduction

Modern web information systems use machine learning models to provide a personal-
ized experience for user convenience. However, these machine learning models need
an annotated dataset to learn and identify features to improve user convenience. Anno-
tating datasets is typically done by humans through crowdsourcing. Annotating image
datasets through crowdsourcing falls under the category of image analysis crowdsourc-
ing tasks.

Image annotation through crowdsourcing is done by first distributing the image to
a pool of remote people referred to as “the crowd” or crowd workers. Based on the
requirements and instructions given for the task, the crowd responds and completes
the task. In image annotation tasks, the crowd generally respond by marking regions
on the image or through textual descriptions. While responding to annotation tasks,
the crowd can extract additional information from the image which may be irrelevant
to complete the task. The extracted information by the crowd can contain private
information like the name, contact details, religious beliefs, political views, social life,
and economic well-being of an individual. With policies like the GDPR, it is a must
to preserve the privacy of private information1 in workflows involving data collection,
processing, and storage.

For the images used in image analysis crowdsourcing tasks, privacy can be pre-
served using obfuscation methods like blurring [23], blocking [31] or by adding ran-
dom distortions [42] on the private visual cues like the people in the image. However,
there may be other visual cues containing private information which needs to be first
detected and then obfuscated. We can broadly classify the current approaches for
privacy preservation in images into machine learning-based or crowdsourcing-based
approaches. As we show later in the thesis, these approaches suffer from the following
limitations:

• Recent machine learning-based approaches are showing a notable increase in
the accuracy of detecting private information in images. However, the accu-
racy of detecting private machine information using machine learning-based
approaches depends on a dataset annotated for visual cues containing private
information.

1https://gdpr-info.eu/art-4-gdpr/
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1.1 Problem Statement Introduction

• Crowdsourcing-based approaches for privacy preservation can yield fine-grained
categorization of the private information present in the image. These approaches
have a better accuracy over machine learning-based approaches for detecting
private information in the image. However, scaling crowdsourcing-based ap-
proaches for detecting private information for a large collection of images makes
it very expensive.

Crowdsourcing-based approaches are not only expensive for detecting private in-
formation for a large collection of images but also have the privacy concern of the
crowd being able to extract private information from the images used in the crowd-
sourcing task [25]. Recent works have proposed task content segmentation [18, 20],
task assignment methods [4] to reduce the amount of private information extracted by
the crowd. However, these approaches are not cost-efficient when used for a large
collection of images. The limitations of crowdsourcing-based approaches can be over-
come using machine learning-based approaches like [31]. However, the number of
private information detected using machine leaning-based approaches are limited to
the annotated classes in the dataset used for training these models. Creating anno-
tated datasets are typically done through crowdsourcing and the privacy concerns as-
sociated with crowdsourcing leads to a vicious loop between machine learning and
crowdsourcing. The limitations of both machine learning-based and crowdsourcing-
based approaches for detecting private information leads to our hypothesis that com-
bining machine learning and crowdsourcing approaches can result in a cost-efficient
approach for detecting private information in images.

1.1 Problem Statement

An example of a crowdsourcing image annotation task where a crowd worker is asked
to annotate the image in Figure 1.1 for the scene category.

Figure 1.1: The extracted private in this image include the gender, ethnicity, profession
of the people and the location [32].

2



Introduction 1.1 Problem Statement

Although the task asks for the annotation of the scene category, the crowd workers
can extract additional information from the image before annotating the scene category
as “graduation”. In this case, the extracted private information includes the location,
gender, ethnicity of the people in the image. For this image, machine learning-based
privacy preservation approaches will obfuscate the people in the image. However,
obfuscating the people in the image makes it difficult for the crowd to annotate the
scene category. In this case, preserving the privacy of the image using crowdsourcing-
based approaches will be effective to collect the scene category annotations for the
image. However, there is the privacy concern of the crowd workers being able to
extract some private information from the image. Thus, we find the current approaches
for privacy preservation in images requires us to do a trade-off between the amount of
privacy preserved, the cost and usefulness of the image for further processing.

In this thesis, we study if we can leverage the advantages of both machine learning
and crowdsourcing for detecting private information in images. We take inspiration
from recent works [21, 19], which used the hybrid approach of combining crowd-
sourcing and machine learning for solving problems in different domains. However,
these approaches are not suitable for detecting private information in an image, since
they primarily were tested on textual data and there are no prior works which have
mapped the different visual cues in an image. We aim to develop a hybrid algorithm
which balances the amount of machine learning labels and crowdsourcing tasks used to
detect private information in images. The objective of our hybrid algorithm would be
to maximize the amount of private information detected and minimize the cost of us-
ing the crowd for detecting private information in the image. Thus, our main research
question (MRQ) is as follows:

MRQ: How machine learning and crowdsourcing can be combined to efficiently
and effectively detect and obfuscate private information in images used for image
analysis crowdsourcing tasks?

The main research question is divided into three research sub-questions (RSQ):

RSQ 1: What are the current state of the art methods to detect and obfuscate
private information through machine learning and crowdsourcing?

Recent works on privacy preservation through machine learning and in crowd-
sourcing can be classified based on the content used (image, or text), the approach to
detect private information and the method to obfuscate the detected private informa-
tion. These works typically study either the usefulness of the content after obfuscating
the private information or the effectiveness of the approach to detect private informa-
tion. The approaches to detect private information aims to identify descriptive features
corresponding to private information in the content, like visual cues in images. The
methods for obfuscating the detected private information is applicable only for ma-
chine learning-based works which study the effectiveness of privacy preserved using a
machine learning model with different obfuscation methods. In crowdsourcing-based
research, the focus is to measure the efficiency of the crowd for tasks using privacy-
preserved content.

3



1.2 Thesis Contributions Introduction

RSQ 2: How to combine machine learning models with crowdsourcing to detect
private information in images?

There is limited availability of annotated image datasets for different private infor-
mation and their corresponding visual cues. Crowdsourcing tasks to annotate private
information to their corresponding visual cues can overcome the limited availability
of annotated image datasets. However, state of the art approaches for preserving pri-
vacy in crowdsourcing are expensive at scale. Hypothetically, it should be possible
to use pre-trained machine learning models as off-the-shelf components to detect and
obfuscate some visual cues containing private information like the people in an im-
age. The preliminary obfuscation through the machine learning model should reduce
the number of private information visible to the crowd when asked to detect private
information in the image or image segment [20]. Thus, we develop a hybrid algo-
rithm which uses the predicted labels from the machine learning models to estimate
the amount of private information likely to be disclosed in the image and determines
the number of image segments used in crowdsourcing tasks to detect private informa-
tion in the image.

RSQ 3: How to maximize the privacy preserved in the image while minimizing
the cost of using the crowd for detecting private information in the image?

We study how the computed privacy disclosure for the image affects the number
of crowdsourcing tasks created for detecting the private information in the image. To
compute the privacy disclosure for the image, we count the number of detected visual
cues containing private information in the image. Based on different thresholds of the
computed privacy disclosure for the image, we study the number of crowdsourcing
tasks created for detecting the private information in the image and also the size of the
image segments used in these tasks. Since our objective is to use the privacy-preserved
image for image analysis tasks, we need the qualitative evaluation of the usefulness of
the privacy-preserved image for image analysis tasks and the amount of obfuscation
used for preserving the privacy in the image.

1.2 Thesis Contributions

The original contributions (C) of this thesis based on the research sub-questions (RSQ)
are as follows:

• C1: a comprehensive, systematic literature study on the current state of the art
privacy preservation approaches for images through machine learning and in
crowdsourcing, to answer RSQ 1.

• C2: a mapping of different categories of private information based on the GDPR
to their corresponding visual cues in an image. This contribution branches from
the answers to RSQ 1 and RSQ 2.

• C3: a hybrid algorithm which creates crowdsourcing tasks for detecting private
information by segmenting the image based on the scene context and privacy

4



Introduction 1.3 Research Outline

disclosure computed using labels generated from machine learning models, con-
tributing to RSQ 2.

• C4: a prototype to demonstrate the detection and obfuscation of private infor-
mation in an image using our proposed hybrid algorithm, partly contributing to
RSQ 3.

• C5: a quantitative study on the cost of using the crowd for detecting private
information along with a qualitative study on the usefulness of the privacy pre-
served image together contributes to RSQ 3.

1.3 Research Outline

The organization of the remaining chapters of this thesis is as follows:

• Chapter 2 discusses the findings from the systematic literature review on privacy
preservation through machine learning and crowdsourcing, identification of the
existing research gap.

• Chapter 3 discusses in detail the design and definition of the proposed hybrid
algorithm for detecting private information using the mapping of private infor-
mation to their corresponding visual cues in an image based on the scene context.

• Chapter 4 presents the choices made during different stages of implementing the
prototype to demonstrate the detection and obfuscation of private information in
an image using our proposed hybrid algorithm.

• Chapter 5 discusses the experimental design and results of the quantitative study
on the cost of using the crowd for detecting private information and the qualita-
tive study on the usefulness of the privacy preserved image for image analysis
tasks.

• Chapter 6 is the conclusion of this thesis report, where we discuss in brief the
contributions by revisiting the research questions and also share possible re-
search directions for future work.
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Chapter 2

Background and Related Work

In this chapter, we discuss the current state of the art privacy preservation approaches
for images through machine learning and in crowdsourcing, resulting in the thesis
contribution C1.

In the past decade, the topics of detecting private information and preserving
privacy have attracted contributions from different communities like computer vi-
sion, deep learning, and crowdsourcing. Recently, any study on privacy preservation
features the widely used and popular privacy preservation approaches of differential
privacy, k-anonymity, and t-closeness. Since we focus on privacy preservation ap-
proaches for images, the only related work using differential privacy for images was
by Fan [11] to preserve the privacy of license plate and entities by pixelating the im-
age. In this study, we do not consider semantic segmentation based privacy preserva-
tion approaches for street-level images since they are use-case specific and has a finite
category of private visual cues. To the best of our knowledge, Orekondy et al. [31]
is a representative of the effectiveness of using machine learning models to detect and
obfuscate private information in images.

The topic of privacy preservation in crowdsourcing is classified based on the type
of privacy preserved as worker-based and task content-based methods. Worker-based
privacy preservation methods preserve private information related to the identity, lo-
cation of workers participating in crowdsensing [44] or participatory crowdsourcing
[17] tasks. Task content-based privacy preservation methods aim to limit the num-
ber of private information visible in the task content through content segmentation
approaches [20], privacy-aware task assignment strategies [4] and task content obfus-
cation through random perturbations [41, 42]. In this study, we will focus on task
content-based privacy preservation methods in crowdsourcing.

Strategy for finding literature

The research works referred to in this study are searched through Google Scholar.
While selecting literature for the study, we focused on optimizing our search for the
most recent and relevant research in both machine learning and crowdsourcing. The
following keyword logic was used to collect most of the literature included in this
study. For crowdsourcing we use,“privacy” and (“preservation” or “preserving”) and
“crowdsourcing” and (“guarantees“ or “tasks” or “worker” or “surveys”). Similarly,
for machine learning we use, “privacy” and “preservation” and “machine learning”
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2.1 Privacy Preservation in Crowdsourcing Background and Related Work

and (“surveys” or “images” or “personal information”). The timeline of the literature
spans from 2005 to 2019, and we capped our literature search to 30 search pages on
average per keyword logic combination.

2.1 Privacy Preservation in Crowdsourcing

In this section, we first understand the effects of information extraction from the task
content by the crowd. Based on the approaches used for privacy preservation, we
organize the remaining parts of this section based on the obfuscation, segmentation,
and task assignment methods.

2.1.1 Concerns of information extraction from task content

In crowdsourcing tasks, there is the possibility of the crowd workers being able to
extract additional information from the task content which may not be necessary or
relevant to complete the assigned task. If the task content is likely to contain some
private information, the possibility of information extraction by the crowd concern is
a security concern. Lasecki et al. [25] studied the effects on the task when the crowd
workers extract information from the task content and manipulate their judgments by
colluding task information amongst themselves.

(a) Scenario of workers extract-
ing information from the task
content [25]

(b) Scenario of workers manip-
ulating their judgments for the
task after colluding task infor-
mation [25]

Figure 2.1: Concerns of information extraction from the task content in crowdsourcing
tasks

Figure 2.1(a) represents a scenario of information extraction from the task content.
In this image, the red worker has extracted information from the task’s image content,
thus getting access to private information like credit card number, the name of the
credit card holder from the visual cue. Thus, we define “information extraction” as an
event when a crowd worker accidentally or intentionally extracts private information
from the image used in the task. Figure 2.1(b) represents the scenario when workers
collude information about the task and manipulate their judgments to alter or deviate

8



Background and Related Work 2.1 Privacy Preservation in Crowdsourcing

from the expected output for the task. In this study, we focus on methods to limit the
amount of private information visible to the crowd in tasks.

We understand the crowdsourcing works affected by information manipulation at-
tacks are due to the susceptibility of information extraction from the task content [25].
We also observe that iterative crowdsourcing workflows are more prone to information
extraction and manipulation attacks in each iterative update of the task. Manual veri-
fication of the task content for the amount of private information likely to be extracted
can be a solution to limit or prevent extraction of private information in tasks. How-
ever, this solution becomes tedious and cumbersome for large image datasets. Our
proposed hybrid approach removes manual verification for images by automating the
detection of private visual cues in the image.

2.1.2 Task Content Obfuscation

Data Obfuscation is the process of de-identifying private visual cues through image
processing methods like image blur. In this section, we discuss task content obfus-
cation through blurring [23, 22] and adding perturbations to distort images [41, 42].
Figure 2.2 gives an overview of the common obfuscation methods for de-identifying
private visual cues in image task content.

(a) Original Image (b) Blocked Image (c) Noisy Image

(d) Image with progressive blurs

Figure 2.2: Summary of methods for de-identifying private visual cues in image task
content.

Varshney et al. [41] were to our best knowledge, the first to propose the use of
data perturbation methods like adding distortions in the image through visual noise
for obfuscating private visual cues in the image. Figure 2.2(c) is an example of ob-
fuscating private visual cues in the image by adding visual noise. [42] proposed an
error-correcting codes based approach to determine the amount of visual noise added
to obfuscate private visual cues in the image. Both [41, 42] study the trade-off between
the privacy preserved by adding visual noise and the usefulness of the obfuscated im-
age for the crowd to complete the crowdsourcing task. However, [41, 42] provide
theoretical evaluations for the privacy preserved by adding visual noise to obfuscate
private visual cues and cannot be considered as a representative for evaluations done
on real crowdsourcing tasks.

9



2.1 Privacy Preservation in Crowdsourcing Background and Related Work

Lasecki et al. study the impact of progressive blurring of private visual cues (shown
in Figure 2.2(d)) impacts the accuracy of responses from the crowd while annotating
behavioral videos [23]. The authors performed experiments by varying the level of
blurring applied to the behavioral videos to find the optimal amount of blur which
preserves the privacy of private visual cues and makes the obfuscated video frame
useful for the crowd to annotate the video frame. From [42, 23] we find that the
amount of privacy preserved in the task content by obfuscating private visual cues is
inversely proportional to the usefulness of the task content for the crowd to complete
tasks.

There are works which propose obfuscating private information in non-image task
content like medical records [6]. If the task content has a predefined structure of or-
ganizing information, we can leverage the content structure to infer the location of
private information. For medical records, [6] proposed obfuscating private informa-
tion using a template. The template is made based on the fields containing private
information in the medical record. We believe this obfuscation method can work on
documents containing private information like bank statements, education records, and
certificates.

2.1.3 Task Content Segmentation

Through task content obfuscation, we can obfuscate some private information in the
task content. However, it is still possible for the crowd to find private visual cues in
the task content. To reduce the amount of private visual cues in the image, segmenting
the image into smaller parts has been identified as a feasible approach in [18, 20].

Little et al. proposed one of the earliest task content segmentation approach for
medical record annotating tasks [27]. There are two stages in their proposed task
content segmentation approach. The first stage requires the crowd to annotate the fields
of an empty medical record likely to contain personal information. In the second stage,
the aggregated responses from the previous step are used to segment the medical record
to minimize the number of private information visible to the crowd in each segment.

For images, task segmentation can be done in two approaches namely to: maximize
privacy by limiting the segment size to be around a specific region on the image [18]
as shown in Figure 2.3(a) and to progressively segment the image at different zoom
levels to get fine-grained detection of private information in the image [20] as shown
in Figure 2.3(b).

Kajino et al. [18] proposed an approach of creating non-overlapping image seg-
ments for regions of the image containing private visual cues. The segmentation ap-
proach uses a clipping window algorithm limiting the number of private information
visible to the crowd in every segment. The evaluation is through a quantitative study
on the crowd responses for the presence of private visual cues with and without the
proposed segmentation approach.

Kaur et al. proposed an iterative crowdsourcing workflow for detecting private
visual cues in images through segmentation [20]. Their proposed approach creates
image segments based on the available budget and the desired amount of privacy to
be preserved. The segment sizes progressively increase from small to large, with the
crowdsourcing tasks created for detecting private visual cues for each increment of seg-
ment sizes. This work shows that the cost to preserve privacy is directly proportional

10



Background and Related Work 2.1 Privacy Preservation in Crowdsourcing

(a) Instance-based segmentation[18]

(b) Pyramid Workflow with progressive scaling of
segment sizes[20]

Figure 2.3: Comparison of task content segmentation approaches

to the available budget for using the crowd for detecting private visual cues through
the proposed pyramid workflow. Hence, a higher budget is required to maximize the
privacy preserved in the image with a constant cost per unit task.

2.1.4 Task Assignment

Varshney et al. demonstrated privacy-preserving crowdsourcing task resilient to infor-
mation extraction and manipulation attacks through workers colluding task informa-
tion, shown in Figure 2.4 [41].

Celis et al. proposed a privacy-preserving task assignment approach assuming that
the knowledge of the workers who collude task information is known [4]. The pro-
posed task assignment approach segments the task content into task components. The
assignment strategy ensures that two task components belonging to the same task con-
tent do not go to workers known to collude task information. The assignment strategy
uses a function to estimate the amount of private information lost through workers
colluding task information. The loss function provides guarantees on the amount of
private information lost to colluding information.

In a recent work [39] proposed a three-step task assignment method which as-
sumes that, instead of knowing the workers likely to collude information, it is possible
to compute a pair-wise probability of the workers recruited to respond a particular
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Figure 2.4: Information extraction from obfuscated image content through colluding
workers[41].

crowdsourcing task. Workers who share the minimum pair-wise probability of collud-
ing information would be assigned the task. In comparison to [4], the task assignment
method proposed by [39] assumes a more realistic worker behavior as the computed
pair-wise probability for recruited workers to collude task information is better than
the general assumption of the workers who are likely to collude information is known.

However, if we were to look closely at the literature discussed in this section, we
notice that [41, 4, 39] evaluate the task assignment methods on paper, leaving questions
on implementation feasibility of these methods. The lack of uniform evaluation criteria
and metrics for privacy preservation approaches in crowdsourcing makes comparing
and evaluating claims on the amount of privacy preserved. The “loss function” from
[4] which is defined based on the number of private information found in the content
can be used as a standard evaluation metric. However, “loss function” as a metric
requires knowledge of the private information present in the content indicating the
need for a benchmark annotated dataset.

2.1.5 Privacy Preserving Crowd Applications and Systems

So far, we discussed privacy preservation methods applied to a crowdsourcing work-
flow. In this section, we discuss how real crowdsourcing applications preserve privacy
in different task content like images, videos, and text.

Legion:AR [24] uses the crowd to annotate activities depicted in images using the
crowd. Privacy preservation on the image by obfuscating of private visual cues like
the people by covering the silhouettes of the people with a single color in the image.
Obfuscating the people in the image prevents the crowd from extracting private infor-
mation about the people and provides sufficient information to annotate the activity
depicted in the image.

Zensors [22] is a crowdsourcing application used for real-time environmental sens-
ing. This application uses images as the task content for sensing tasks, and the task
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requester can select the regions on the image and the obfuscation method for preserv-
ing privacy. Zensors++ [12] uses a state of the art machine learning model to detect
and obfuscate faces of people in the image. Zensor++ uses low-resolution images,
and videos without audio as additional measures for privacy preservation. We observe
that [12] is an example of combining machine learning models used in crowdsourcing
workflows for privacy preservation on the task content.

WearMail [40] is an email retrieval application with a conversational agent, chat-
bot for user interactions. Since email content private information like contact informa-
tion, meeting information, confidential information related to an individual or work,
it is necessary to preserve privacy on the email content. WearMail obfuscates sender
names and their email addresses automatically, and private information appearing on
the email’s subject or body is obfuscated using a collection of protected words.

2.1.6 Summary

In this section on privacy preservation methods in crowdsourcing, we were able to
understand the concern of information extraction attacks on the task content by the
crowd [25]. However, we can limit the number of private visual cues in the image
visible to the crowd for extracting information using data obfuscation methods like
blurring the image task content [23] or by distorting the image using visual noise [42].
Task content obfuscation methods study the trade-off between the privacy preserved in
the task content and the usefulness of the obfuscated image for the crowd to complete
tasks.

Task content obfuscation approaches are still susceptible to workers extracting in-
formation by colluding task information. Thus, privacy-preserving task assignment
methods [4, 39] can reduce the amount of private information extracted by workers col-
luding task information. However, the current state of the art privacy-preserving task
assignment methods are theoretical and needs to be evaluated in real-crowdsourcing
environments.

Task content segmentation methods like [18, 20] shows promising results for pre-
serving privacy in task content, especially for images. While being effective methods
for preserving privacy in image task content, these methods become expensive at scale.
However, we believe combining task content obfuscation and segmentation methods
can be an effective combination to preserve privacy in image task content.

Crowdsourcing applications and systems like [24, 22, 12] preserve privacy on the
images used in for image analysis tasks using obfuscation methods like blurring and
blocking private visual cues like the people in the image. To summarize, state of the art
crowdsourcing workflows are either limited to the number of private information pre-
served in the task content or increases requester effort and expenses for crowdsourcing
private information detecting tasks. In Table 2.1, we summarize the literature on pri-
vacy preservation methods used in crowdsourcing based on the type of content used in
tasks and the method to preserve privacy on the content.
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Table 2.1: Summary of the literature on privacy preservation in crowdsourcing
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2.2 Privacy Preservation through Machine Learning

Privacy preservation through machine learning is the application of machine learn-
ing or deep learning models to detect private information in different media. In this
section, we discuss the different machine learning approaches to preserve privacy in
textual documents and images.

2.2.1 User Generated Content on Social Media

User-generated social media content is used to learn about user behavior and is used
to provide a personalized user experience on social media platforms. In recent years
machine learning models have been used to preserve privacy on user-generated content
like tweets, using state of the art methods like differential privacy. Differential privacy
is a notion where an observer is unable to identify or differentiate if a particular indi-
vidual’s private information in a database. k-Anonymity is another popular privacy-
preservation method which can provide privacy guarantees on information retrieved
from a database. The challenges of preserving privacy on user-generated content lies
on the unstructured nature and multiple media of the content, for example, tweets
posted on Twitter, blog posts written on Medium and pictures shared on Instagram.

Song et al. propose a privacy-preserving approach which is based on the notion
of privacy defined as what an individual share, when, to whom and under which cir-
cumstances [38]. Their approach has three components: the first component is used to
collect data from Twitter and a taxonomy is created using the keywords associated with
private information. The second component uses linguistic and metadata of Tweets as
features to predict the personal information shared in the content using the previous
taxonomy. Their model uses pre-defined features to detect private information from
the taxonomy along with latent features specific to each private information to improve
the prediction of the model. The third component provides alerts and suggestions to
users regarding the steps to be taken in the event of their private information getting
exposed. The suggestions are based on crowdsourced guidelines which are collected
from the crowd using Amazon Mechanical Turk for a cross-cultural perspective on
privacy preservation.

Attriguard [16] is a privacy preservation approach addressing automated inference
attacks on web and mobile applications. Automated inference attacks refer to the use
of machine learning models to extract user’s private information like age, gender, lo-
cation, political views from publicly shared data. Atriguard is based on the notion that
that taxonomy-based privacy preservation approaches like [38] preserve privacy on
the media at the cost of the utility of the content. The authors proposed an adversarial
model which is used to find the minimum amount of random noise to be added to the
content to defend from inference attacks. Attriguard aims to reduce the utility loss in
the content without compromising on privacy by adding random noise to reduce the
amount of private information extracted by the attacker. This work is an example of
current works in privacy preservation through machine learning that focus on simulat-
ing inference attacks and also methods to minimize the amount of private information
extracted through random perturbation through adversarial models.
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2.2.2 For Text

Privacy preservation approaches for text through machine learning studies how ma-
chine learning models can automate the detection and preservation of private informa-
tion in textual documents like clinical texts, application forms, user-reviews on social
platforms and customer data. [47] is one of the early works on privacy preservation
approaches for text where a cryptographic method is used to preserve privacy on cus-
tomer data. This is one of the early works studying the trade-off between the trade of
privacy preserved and the accuracy of training a data miner. In this section, we discuss
a few works which preserve privacy on textual content on social media, clinical texts,
and text sanitization approaches.

Clinical text

Electronic health records, insurance forms, clinical texts, bank statements are examples
of textual documents which are likely to contain private information that can directly
identify an individual. The extraction of private information from the mentioned ex-
amples of textual documents is using the pre-defined structure of the document which
is used to locate and extract specific private information from the document.

In the healthcare domain, it is mandatory by law, for healthcare data providers to
remove all the private information about individuals before sharing the data with re-
searchers. [10] proposes the training of conditional random filter or CRF-based models
to detect private information in Chinese clinical text. CRF-based models work well for
detecting private information in clinical texts since the clinical text contain sequential
data in a well-defined document structure. In general, CRF-based models are used
for natural language processing tasks like named entity recognition, parts of speech
tagging, etc. The proposed CRF-based model is used to detect and obfuscate private
information like the name, age, address, health issues, medication provided to the in-
dividual. To train the model, a dataset from Chinese clinical records was manually
processed and annotated to cover diverse categories of private information and the au-
thors report comparable or slightly higher performance to the existing models based
on the English language. We observe from the literature that the CRF-based models
similar to [10] are effective in detecting private information from dense, structured text
like application forms.

Text sanitization

Text sanitization refers to the process of removing sensitive or private information from
textual documents. Redaction is the process of allowing selective information on the
text to be available while obfuscating or blacking out sensitive and private information
in the document 1. Current works focus on the detection and obfuscation of private
information in documents and also ensure that the documents are not completely ob-
fuscated [9, 36].

Chow et al. proposed a model to detect private information, referred to as infer-
ences in documents inspired from the association rule mining which states that infer-
ences are based on word co-occurrences [9]. Their proposed model captures diverse

1https://en.wikipedia.org/wiki/Sanitization_(classified_information)
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inferences in documents using a rule-based approach to find co-occurrences of pri-
vate information along with a list of keywords associated with private information.
The model approximates the knowledge about the private information of an individual
using the web to preserve the individual’s privacy.

Sanchez et al. proposed an automatic text sanitization approach which reduces hu-
man effort while ensuring that the text is useful [36]. The proposed sanitization model
by [36] is based on a semantic privacy model which can detect private information in
the text using features like keywords, concepts or word embeddings. Previous work-
related to [36] had theoretical guarantees on the privacy preserved and usefulness of
the text, but [36] allows different configurations for the trade-off between the degree
of the privacy protected through sanitization and the utility of the document.

2.2.3 “Smart” Environments

“Smart” Environments are device ecosystems which aggregate data from different
sources like sensor nodes and uses machine learning models to process the aggre-
gated data to provide custom, personalized context-aware services. For example in
assisted living environments, there are sensors which record and tracks the activity
and health condition of the user. Assisted living systems can also be configured to
contact emergency services, registered caregiver and relatives for sending specific in-
formation about the medical condition, activity along with their identity of the user.
[33] notes that it is important to preserve the privacy of information about individuals
living in ambient assisted living environments to ensure that the personalized, context-
aware recommendations for the individual are processed using privacy-aware machine
learning models.

Pyschoula et al. proposed a privacy-aware Long Short Term Memory (LSTM)
model to encode and anonymize the data aggregated by devices in ambient assisted
environments [33]. This means that the users can select specific people to whom they
wish to share the aggregated data completely and the others to whom they prefer to
send anonymous data. The proposed model creates different data views on the aggre-
gated data which is a combination of specific private information about the individual
and related generalized data. The LSTM model’s encoder-decoder architecture is used
to guarantee privacy as the data view would be useful only if the correct decoder is
used. The authors also trained the proposed model to learn privacy operations based
on the GDPR and state that the proposed approach could be used for preserving privacy
in textual documents like clinical text, doctor’s notes, etc.

2.2.4 For Images

In recent years, there have been significant advancements in deep learning models
used in computer vision. For object recognition, YOLO [34] was fast and accurate
in drawing bounding boxes around objects in videos and images. However, if we
need to detect private information based on pixel-level information, the current pre-
trained models can offer detection of certain visual cues only for example faces and
the people in an image. We note the VISPR dataset used in [32] is a good dataset to
evaluate privacy preservation approaches on images through machine learning since it
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has a diverse collection of annotated private information in images. In this section, we
discuss current machine learning-based approaches to preserve privacy in images.

Current works on privacy preservation on images through machine learning or deep
learning models are limited to specific private information like faces [8, 5], license
plates[11] and study the trade-off between the privacy preserved and the utility or
usefulness of the image.

Orekondy et al. proposed the first approach to detect a diverse category of private
information in images through visual cues using machine learning models [31]. Their
proposed approach used an ensemble of complex models each of which could detect
private visual cues such as objects and text in the image. In this work, the authors
study the trade-off between the amount of obfuscation for preserving privacy in the
image and the usefulness of the image. The authors trained their proposed ensemble
model on a pixel-level annotated dataset on private information in images, i.e. VISPR
dataset. The pixel-level annotations were done manually by expert annotators for the
22k images from the VISPR dataset [32]. Preparing datasets on private information
is done manually by a group expert annotators and hand-annotating large datasets is
time-consuming and a cumbersome process.

Recently there has been an increasing interest to use generative adversarial net-
works (GANs) in a wide range of applications. GANs have also been used to preserve
privacy in images [7] and for visual recognition in camera videos [46] where privacy
is preserved by applying transformations on the original image and video feed respec-
tively. In [7], the authors focus on images of human faces to demonstrate the effec-
tiveness of GANs in preserving private information like ethnicity, gender, the identity
of an individual which could be inferred from the face. [46] proposes an adversarial
learning approach which optimizes the trade-off between the utility of the video for vi-
sual recognition tasks and privacy preserved. Their proposed application of adversarial
learning is novel as the adversarial model acts against all models that can potentially
extract private information from the video feed. Lastly, we see the application of the
widely accepted and pragmatic machine learning approach to preserve privacy, differ-
ential privacy2 being extended to preserve private information from visual cues like
license plates [11].

Data Obfuscation

Data obfuscation approaches for privacy preservation through machine learning uses
image transformation or perturbation methods like adding blurs to minimize the ex-
posure of private information in the image, similar to the crowdsourcing approaches
discussed in Section 2.1.2. In machine learning, data perturbation for obfuscation is
done using adversarial models, for example, [29] adds perturbations through semantic
segmentation of the image. Works like [26] point to another branch of data obfus-
cation research which study the impact of privacy preservation through data obfusca-
tion methods like blurring or cartooning on the usefulness of the image. Specifically,
[26, 31] explores the effectiveness of data obfuscation methods on human viewers, re-
ferring to the amount of private information that could be extracted or the usefulness
and interpretability of the image by humans.

2https://en.wikipedia.org/wiki/Differential_privacy
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Human Faces

Within privacy preservation on images through machine learning, the works preserving
privacy on human faces has a collection of diverse approaches ranging from using
adversarial perturbations [8] to cartooning [5]. In this section, we provide an overview
of the different approaches to preserve privacy or obfuscate human faces in images.

The effectiveness of models used for automatic facial expression recognition re-
duces when the input images are privacy preserved through obfuscation methods like
blurring. To ensure the image is useful for the model and at the same time preserve
the facial expression and individual’s privacy, [5] proposed an adversarial learning
approach to learn “identity-invariant” features of the image and using surrogate re-
placement approaches where the original face is replaced by a realistic cartooned rep-
resentation while preserving the facial expression.

Wang et al. proposed privacy preservation where machine learning models like the
Support Vector Machines (SVM) is used as an external service for annotating images.
Their proposed approach [45] uses semantic encryption on the image which is sent to
the classifier, SVM. The SVM is trained on annotating encrypted images which ensures
that the model does not learn from any private visual cues likely to be present in the
image. This approach demonstrated how privacy-aware machine learning models can
be offered as service to automatically annotate images. While this approach is secure,
the exchange of encryption keys for large collections of images is a challenge.

The privacy threats and methods to preserve an individual’s privacy from data an-
alytics and information profiling on facial images are investigated in [8]. Their pro-
posed approach preserves single or multiple facial attributes of an individual that can
be used to directly identify the individual through adversarial perturbations. The pro-
posed privacy preservation approach is based on the concept of k-anonymity3 which
is a widely accepted privacy preservation approach. The privacy preservation on the
facial attributes is done such that the visual appearance of the image is not affected.

2.2.5 Summary

From the study of the current methods to preserve privacy through machine learning,
we notice that privacy preservation done on text is usually for a dense, structured
document where it is fairly easier to predict the fields of the documents that are likely
to contain private information. In images, privacy preservation is achieved by a type
of data obfuscation like blurring or cartooning and the discussed works which study
the trade-off between the privacy preserved and the utility of the image.

Irrespective of whether privacy preservation is done on text or images, we observe
that an annotated dataset is necessary and we see different datasets used in the dis-
cussed literature. The different image datasets used for privacy preservation makes it
difficult for us to evaluate different privacy preservation approaches and we also note
that most of these datasets have a limited scope of private information covered like
covering only human faces, except for the VISPR dataset [32]. The VISPR dataset has
a diverse coverage of private information in images, however, creating such datasets is
time-consuming and cumbersome since they are generally manually annotated.

3https://en.wikipedia.org/wiki/K-anonymity
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In summary, we note that privacy preservation approaches through machine learn-
ing for text is limited in detecting private information in an unstructured text which
could be a study in natural language processing. The limitations for privacy preser-
vation approaches for images is the limited coverage of private information, the use
of an annotated dataset which limits the private information that could be detected
by the proposed privacy-aware model and finally a standard dataset for evaluating the
performance of the proposed privacy preservation approaches.

2.3 Conclusion

In this chapter, make a systematic study on the state of the art approaches to pre-
serve privacy through crowdsourcing and machine learning and also briefly discuss
the notion of hybrid human-machine approaches, leading to the first contribution of
this thesis, C1.

In the first part of this study, we studied the different privacy preservation ap-
proaches through crowdsourcing. We find that current works study the trade-off be-
tween the privacy preserved and the cost or amount of obfuscation done (utility). For
preserving privacy in images we note the data obfuscation methods like blurring [23]
and segmenting the image into smaller tasks [18, 20] are feasible and practical. In re-
cent works Zensors++ [12], we see the first instance of how machine learning models
can be used in crowdsourcing workflows.

In the second part of this study, we studied the privacy preservation approaches
through machine learning. Machine learning models are used to preserve privacy in
documents as well as images. The models that preserve privacy in text are trained
to detect private information on textual documents like clinical texts [10] and obfus-
cate the detected private information [36]. For images, we observe a lot of research
has been done to preserve privacy in human faces through deidentification methods
like cartooning [5] and blocking [31]. In images especially, there are very few works
which can detect diverse private information from visual cues [31] and we attribute this
limited coverage of private information to the lack of annotated datasets available for
training these models. The machine learning approaches, we discussed in this chapter
study the trade-off between the privacy preserved and the utility of the image. The
common limitations for the discussed approaches are the requirements for large quan-
tities of annotated data, and the absence of a benchmark datasets to evaluate the privacy
preserved through different approaches. We think the VISPR dataset [32] can be used
as a benchmark dataset in future works to evaluate privacy preservation approaches.

We observe that creating datasets with annotations for private information is done
manually and it is a cumbersome and time-consuming process since models require
large quantities of annotated images. This leads to a vicious loop between machine
learning and crowdsourcing where crowdsourcing can be used to annotate images
efficiently but there is the concern of private information getting leaked. Machine
learning models cannot be used to preserve privacy without training the models on an
annotated dataset.
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The Research Gap

Based on our study on the current state of the art approaches for privacy preservation
through machine learning and crowdsourcing, we identify the following research gap:

Machine learning models used in privacy preservation approaches requires a dataset
which is annotated for the different private information, the availability of such datasets
is limited [32]. In images, there are different datasets and models available which can
preserve privacy by detecting and obfuscating either the person or the face of the per-
son. However, there can be other visual cues in the image that can directly or indirectly
identify the individual in the image. Thus, machine learning approaches alone is insuf-
ficient to detect private information in images. Crowdsourcing is a common technique
used for image analysis tasks, and humans can annotate all possible visual cues in the
image that likely contains private information. However, crowdsourcing tasks where
humans are asked to detect private information needs to be segmented to ensure that
the crowd has limited visibility to the private information in the image [18, 20]. Thus,
using the crowd to detect private information in images becomes expensive at scale.
This is a vicious loop that could be broken using hybrid human-machine approaches
where both human and machine intelligence can be used to preserve privacy.

Hybrid human-machine approaches combine the strengths of machine learning and
crowdsourcing to build solutions for tasks that neither machine learning nor crowd-
sourcing can be used individually [43]. Recent works which proposed the use of hybrid
human-machine approaches in different domains like [21, 30, 2] have reported better
performance results over approaches that use either machine learning or crowdsourc-
ing only. Initially, Kamar et al. proposed an approach to optimize the hiring process of
crowd workers by simultaneously reasoning about the uncertainties of the model and
guide the data collection process from the crowd [19].

In a recent work, [21] studies how machine learning models and crowdsourcing
can be combined to screen items, in this case, literature reviews that satisfy a set of
predicates. The hybrid approach proposed by [21] for multi predicate screening uses
a Partially Observable Markov Decision Process to adapt to specific attributes or fea-
ture of each item and the machine learning model is used to test different filters for
the predicates and decide if the crowdsourcing tasks to collect screening filters for
that item needs to be stopped. Their proposed approach takes the outputs of machine
learning classifiers as priors to the class probability for each item. The prior class
probabilities are refined by an adaptive crowdsourcing algorithm which is optimized
for reducing the cost of asking the crowd. We take inspiration from this work to design
a hybrid human-machine approach to detect private information in images.

According to [21], the design of hybrid approaches can be classified into two
classes based on how the machine learning models are used. The first class of hy-
brid approaches uses machine learning models first and based on the confidence of the
classifiers create crowdsourcing tasks. The second class of hybrid approaches uses ma-
chine learning models to generate filtering conditions which are verified and refined
by the crowd. However, we find that the hybrid algorithm in [21] is based on prior
probabilities, which in the case of detecting private information is not available. Our
proposed hybrid algorithm uses confidence scores from machine learning models to
determine the amount of crowdsourcing to be used for detecting private information.
Using confidence scores from machine learning models also gives a more deterministic
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reason on how privacy is preserved in the image segments.
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Chapter 3

Approach

From our study on the current approaches to preserve privacy in image content used in
crowdsourcing tasks, we note that privacy preservation approaches through machine
learning requires an annotated dataset to detect private information through visual cues
in the image. Privacy preservation approaches through crowdsourcing are adaptable to
detect private information in different contexts but are expensive when scaled over a
large collection of images. Hybrid human-machine systems leverage the strengths of
both machine learning and crowdsourcing to achieve more than either could achieve
separately [43]. For example, [21] uses a Hybrid human-machine approach for item
screening in literature survey and their results motivated us to consider using a hybrid
human-machine approach to detect private information based on their performance in
solving problems in different domains.

In this chapter, we propose a hybrid human-machine approach to detect private in-
formation which uses machine-generated image descriptions to create image segments
for image analysis crowdsourcing, answering RSQ2. In addition to the proposed, hy-
brid human-machine approach, we make a mapping of visual instances in an image
that describes private information.

3.1 Proposed Workflow

We propose a hybrid human-machine approach for detecting private information in an
image called the “context-based segmentation”. We use machine learning models to
determine the amount of private information likely to be disclosed in the crowdsourc-
ing tasks. We reduce the amount of private information disclosed through the image
by segmenting the image using machine-generated descriptions which describes the
image context. Figure 3.1, gives a high-level overview of the different stages of pro-
cessing in the proposed hybrid human-machine workflow to reduce the number of
private information in an image.

The input to the workflow is an image for which the privacy needs to be preserved.
The first step of processing is to generate machine descriptions for the image shown in
Figure 3.1(1). While machine learning models cannot detect private information in the
image out-of-the-box, they can still be used to describe the different visual cues like the
scene, objects, and text present in the image which can be used to compute if the image
is likely to contain private information. Thus, we generate machine descriptions for the
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Figure 3.1: An overview of the proposed approach

image using an ensemble of machine learning models for object detection, scene, and
text in the image. These models give a list of recognition machine generated instance
labels with a value or score indicating the confidence of the model along with regions
of interest on the image for which a particular instance label was generated by the
models.

Based on the machine-generated descriptions, we compute the amount of private
information present in the image based on a mapping of private information to the
visual cues as shown in Figure 3.1(2). The computed amount of private information
in the image is referred as “privacy disclosure” which is computed based on the labels
and confidence scores outputs from each machine learning model for object detection,
scene and text recognition. In this stage of processing, it is possible to obfuscate private
information in the image related to an individual’s like the gender, ethnicity, etc. that
can be directly mapped to a machine-generated label.

Our proposed approach of context-based segmentation 3.1(3) uses the computed
“privacy disclosure” for the image along with the “privacy threshold” to determine the
size of the image segments used for the crowdsourcing to detect private information.
The “privacy threshold” defines the acceptable levels of privacy disclosure computed
for the image, and guides the proposed segmentation approach on the image with ob-
fuscated individual private information like gender, ethnicity, etc.

24



Approach 3.2 The Notion of Context-based Segmentation

The image segments are used in crowdsourcing tasks, where the crowd is asked
to detect additional private information present in the image segment, represented in
Figure 3.1(4). The fourth stage of processing takes as input an additional factor called
the “obfuscation threshold” which defines the maximum amount of obfuscation done
on the image. In short, the “obfuscation threshold” relates to the total number of black
colored pixels in the image segment. The “obfuscation threshold” is used to study
the trade-off between the privacy preserved and the usefulness of the image for the
crowd [23, 31]. The “obfuscation threshold” impacts the number of segments sent to
the crowd by defining the permissible amount of black colored pixels in the image
segment, thus making the crowdsourcing tasks to detect private information in image
segments cost-efficient.

Based on the crowd annotations on the image segments, the image is reconstructed
in the fifth stage of processing shown in Figure 3.1(5), where the reconstructed image is
the obfuscated image where all private information in the image has been completely
obfuscated. The reconstructed image is now used for the image analysis task like
image annotation where the image is privacy-preserved and we study the trade-off
between the privacy preserved and the usefulness of the image for the crowd [23].

3.2 The Notion of Context-based Segmentation

We illustrate an example of how our workflow creates privacy-preserved image seg-
ments for crowdsourcing tasks through Figure 3.2. To create a set of privacy-aware
crowdsourcing task, the user uploads an image as input to our workflow shown in Fig-
ure 3.2(a) and cost specifications namely: the total budget to create crowdsourcing
tasks for the given collection of images and the cost to be paid per task. In this exam-
ple, assume the user sets $ 10 as the budget and $ 0.25 as the reward for the successful
completion of a crowdsourcing task which will result in 40 crowdsourcing tasks.

Next, we use the pre-trained machine learning ensemble to identify private visual
cues like the people in Figure 3.2(a) and obfuscate the detected object instances. The
example image has private visual cues of a person, but if we were to segment the
image without any obfuscation additional private information related to the people in
the image such as their gender, sexual orientation along with socio-cultural factors like
causes they support can be deduced by the crowd as shown in Figure 3.2(b) . This is
the reason why we obfuscate private information before creating the image segments.
At the same time, we get the scene attributes or scene descriptors to get the context for
the image which in this case are open area, touring, competing.

Using the context for the image, we create image segments for crowdsourcing
tasks. In this case, we assume that 5 crowd workers are needed to get accurate results
from the crowd which means the maximum number of image segments that can be
made for the example is 8 segments (40 crowdsourcing tasks for 5 different workers =
8 segments). This is where we see that the context of the image, as well as the detected
region of obviously private visual cues, can be used to find the optimal segments for the
crowdsourcing task. In this example, we note that the segments which contain people
are smaller than the segment on the top-right corner in Figure 3.2(c) which does not
contain any private visual cue. We also reject segments that are completely obfuscated,
since all the pixels in that segment will have the same value. This is an automatic
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rejection condition which will save cost by limiting the number of crowdsourcing tasks
created, so to the crowd we will send only 4 segments.

(a) Original Image (b) Image obfuscated based on
the objects detected

(c) Context-based segmentation
based on the scene

Figure 3.2: Example of how context-based segmentation is done on an image

3.3 Mapping Private Information to Visual Cues in Images

To develop a method to detect private information in images, it is important to un-
derstand the different information that is considered private and are protected under
privacy policies. It is also important to understand the visual cues and object instances
in images that are likely to contain private information. From our study, we also find
the annotated datasets can be replaced with a taxonomy of private information found in
the image. In this section, we discuss our approach to build a mapping of private infor-
mation to visual cues and object instances in the images inspired by the categorization
of private information as shown in Figure 3.3.

The taxonomy is based on the different private information that can be found on
multimedia content like travel dates, personal identifiers, contact details, location, fi-
nancial details like credit card numbers, etc. We are inspired by the taxonomy structure
of [35] and discuss our taxonomy of mapping visual cues in images to private infor-
mation based on the GDPR in this section.

We started the process of mapping process by studying different policies on data
protection and privacy. To ensure that we can cover a wide range of private informa-
tion, our study spanned from data protection policies like the General Data Protection
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Figure 3.3: Taxonomy of personal information in multimedia content based on the
2016 EU privacy policy [35]

Regulation (GDPR)1. Among these policies, we find the GDPR to provide a clear
categorization of private information, which forms the base for our mapping of private
information. The GDPR define private information of an individual as “Personal Data”
which include all information that can directly or indirectly identify a person. For in-
stance, identification numbers are examples of information that directly identifies an
individual and political opinions, religious opinions, financial status are information
that can indirectly identify an individual. In our mapping shown in Figure 3.4, we
categorize private information into seven categories which include directly identifiable
private information like gender, ethnicity, biometric information of an individual that
are mapped to visual cues like as well as private information like faces, photos, dresses
as well as indirectly identifiable private information like the financial status, religion,
religious opinions of an individual that are mapped to the visual cues like bank state-
ments, credit card statements, religious objects, symbols and banners in the image.

The categorization of private information shown in Figure 3.4 is inspired by the
different categories of data which the GDPR classifies as private2. This mapping of
private information to visual cues and object instances in images is built following the
information that is categorized as private in policies like the GDPR and forms the base
for our proposed segmentation approach. The following are the categories of private
information based on the mapping for which we give examples of visual cues that cor-
respond to each category.

Identification Number contains private information that uniquely, directly identifies
an individual. Typically license plates, citizen number(BSN), employee number, stu-
dent registration number are examples of identification numbers that directly maps to
the registration details about the vehicle, personal details like the name, address, educa-
tion, etc. This information can be found on multiple object instances in the image like
insurance policies, university transcripts, ID cards, passports. The category of iden-

1https://gdpr-info.eu/art-9-gdpr/
2https://gdpr-info.eu/art-4-gdpr/

27



3.3 Mapping Private Information to Visual Cues in Images Approach

Pr
iv

at
e 

In
fo

rm
at

io
n

Identification 
Numbers

Personal Data

Health and Lifestyle

Social Factors

Cultural Factors

Economic Factors

Work-related

Student Number,
Passport Number,
Citizen Identification Number (BSN),
License Plate, ….

First Name, Last Name,
Date of Birth, Place of Birth,
Home Address,
Nationality,
Gender,  …..

Political Membership,
Religious Opinions,
Education History,
Political Opinions,
Trade Memberships, ….

Ethnicity,
Religion,
Festivals,
Philosophical Beliefs, ...

Confidential Data (Client Data),
Employee information, …...

Income,
Standard of Living,
Lifestyle,
Financial Status, ...

Biometric Data and Measurements,
Disease and Immunization History,
Clinical Treatment Records,
Physical Disabilities, …..

Transcripts, ID Cards, ...
Passport, Visa application forms, …
Tax returns forms, application forms,
Insurance & Registration Documents,

Passport, Application forms, 
Personal records, Rent contracts, 
Social profiles, Face, Passports, ….

Dress, Group pictures, Paintings, 
Magazine covers, Tattoos, 
Application forms, Resumes, …….

Dress, Accessories, Cuisine, Tattoos, 
Colors, Paintings, Religious objects 
and symbols, Places, …..

Whiteboard scribbles, Sticky notes, 
Contracts, Documents,  ID Card …..

Bank statement, Credit card 
statement, Tax returns, Investment 
statements, Dresses, Purchase bill, ..

Medication records, Therapist 
records, Medicals records, Touch iD, 
X-rays, ….

Categories Private Information in the Image Visual Cues in the image

Figure 3.4: An overview of the categorization of private information in our proposed
mapping

tification numbers also includes Credit Card Number, Bank Account Number, Ticket
(PNR) Number which can be used to extract private information about the spending,
savings, and the travel itinerary planned for or by an individual which can be found in
bank statements, credit card statements, and travel tickets.

Personal Data includes the private information which is traditionally processed as
private information like the first name, last name, nationality, contact details, gender,
family information, etc. This information can be extracted from object instances like
passports, application forms, personal records, rent contracts. Personal data also in-
cludes factors like ethnicity, religion which can be inferred from instances of tattoos,
symbols, and dresses and directly from personal data records.
Health and Lifestyle includes private information related to the health condition,
healthcare treatments received and the personal lifestyle of an individual. Health con-
ditions of an individual includes information like the mental health status, list of aller-
gens, list of physical disabilities and immunization history which can be found from
object instances like the personal health record, medical records, images of medical
imagery X-ray and scans. Information about the healthcare information received by
an individual can be found through object instances like the list of appointments with
the therapist or doctor, medical or surgery records, medication record, disease history,
medical prescriptions, and diagnostic reports. Lifestyle-related private information
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like the sexual orientation, mental health status can be found in object instance like
the therapist notes, and treatment notes. Biometric data has also been included in this
category since it is related to the human body and includes private information like
the face geometry, fingerprints, unique physiological factors, etc. which are generally
stored as images which are taken during different processes like during visa interviews
and registration for citizenship.
Social Factors includes private information related to the qualifications, positions an
individual holds in the society and the views and opinions shared by the individual.
Information related to the qualifications of the individual corresponding to education,
employments which can be found from professional social networks, resumes, ap-
plication forms. The opinions and views of an individual are related to the political
memberships, political views which can be inferred from object instances like maga-
zines, banners, posters, flyers. The same object instances can be used to infer about the
causes supported, and religious opinions of an individual. It is also possible to infer
about an individual’s social life through images of social gatherings and the dresses
worn by the individual in those images. However, images of a gathering of people
are usually under the freedom of the press act or are shared on public networks after
getting individual consent.
Cultural Factors includes private information related to the ethnicity, religion, philo-
sophical beliefs of an individual. Private information related to cultural factors is in-
ferred through different object instances in an image. For example, the religion of a
person could be inferred from object instances of known religious symbols, the eth-
nicity and philosophical of an individual could be deduced from festivals, dresses,
paintings, etc.
Economic Factors include information that is related to the economic status of an
individual like assets owned, the standard of living, financial status and income. This
information can be extracted from tax returns filing documents, bank statements, credit
card statements and can be inferred from object instances in an image like expensive
objects used as interiors, well-known landmarks or distinctly identifiable landmarks,
dresses, etc.
Work-related private information is usually confidential by nature can mostly be ex-
tracted from documents which contain information about the client, product, design or
drawings of the product design, etc. An individual’s type of work can also be extracted
from the image of an ID Card which contains additional information that is related to
the categories of Personal Data and Social Factors.

3.4 Context-Based Segmentation Algorithm

The Content-Based Segmentation is our proposed approach to create privacy-aware
image segments for image analysis and is the contribution related to RSQ2.

Context-based segmentation is a hybrid human-machine approach where machine-
generated image descriptors are obtained from machine learning models. These de-
scriptors are logically compared with the mapping of private information and their
corresponding visual cues to find the potential private information present in the im-
age. The detected private information is obfuscated, and the obfuscated image is seg-
mented and the segments are used in the crowdsourcing tasks to detect additional pri-
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vate information. The rationale behind naming the proposed approach “Context-based
Segmentation” is the use of machine-generated descriptors to understand the contex-
tual information in the image like the scene descriptions, and the list of objects and text
present in the image. Since we obfuscate the private information before creating the
crowdsourcing, we are likely to minimize the amount of private information visible to
the crowd.

The Context-based segmentation approach is designed to preserve privacy for im-
ages, there are four additional inputs required to create privacy-preserving image seg-
ments for crowdsourcing tasks. The budget allocated to detect private information
in the image (B), the cost per crowdsourcing tasks (C) and the number of workers
(Nworkers) required for reaching consensus are the initial inputs since the available bud-
get determines the number of crowdsourcing tasks created. The cost per task is the
minimum amount of money to be paid to the workers which depend on the type of
task the crowd is required to complete and the pricing baselines suggested by crowd-
sourcing marketplaces. In addition to the user-specified inputs, the initialization step
also involves loading the mapping of machine-generated instance labels for the image
to the private information in the image denoted as Pmap.

3.4.1 Generating Machine Descriptions of the Image

The first step in the context-based segmentation approach is to generate machine de-
scriptions or instance labels of the image. The image descriptions or instance labels
by themselves are not effective to detect private information present in the image but
can be used to understand the context of the image. The context of the image can be
defined as the image description which can be generated based on the scene, and the
objects and text detected in the image. Thus, we use an ensemble of machine learn-
ing models to generate the descriptions and instance labels for the image, as shown in
Algorithm 1.

[Lob ject ,Sob ject ,BBob ject ]← Object_Detection(Image)
[Lscene,Sscene]← Scene_Recognition(Image)
[Ltext ,Stext ,BBtext ]← Text_Recognition(Image)

Algorithm 1: Generating Machine Descriptions using an ensemble of machine
learning models

Object Detection model is used to detect the objects or items along with their location
on the image. The object detection model take the image I as input and outputs the a
list of labels of the objects detected ([Lob ject ]), along with the confidence score of the
model ([Sob ject ]) and the location of the detected objects in the image is specified as a
region of interest through a list of bounding boxes ([BBob ject ]).
Scene Recognition model is used to get the scene descriptions for the image which are
useful to understand whether the image is likely to contain some private information.
Landscapes set in outdoors can most likely contain less private information than a
scene of an office which has a high likelihood of containing private confidential or
personal information about an individual or conveys the political or religious opinions
of the individual. For an input image, I the scene recognition model returns a list of
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labels describing the scene ([Lscene]) and the confidence scores associated with each
label ([Sscene]).
Text Recognition is a combination text detection and recognition models to identify
the textual information in the text. Images with text can directly relate to private infor-
mation belonging to the categories of personal data, work-related, health and lifestyle,
economic and social factors. Given an image, the scene text detection and recognition
models returns a list of tokens of the detected text ([Ltext ]), along with the confidence
score of the model ([Stext ]) and the location of the detected text in the image is specified
as a region of interest through a list of bounding boxes ([BBtext ]).

Object Detection: Credit Card, Table

Scene Recognition: Indoor room

Text Recognition: 'bdo', '4183', '5801', 
'1629', '6106', '4183', '2013', 'valid', 
'jthru', '02115', 'member', 'since', '2013', 
'jamil', 'john', 'gatan'

Figure 3.5: Example of machine generated labels for an image using object detection,
scene and text recognition models

3.4.2 Computing the privacy disclosure for the image

From the machine-generated descriptors, we compute the privacy disclosure for the
image based on the machine-generated instance labels from the object detection, scene
and text recognition models using the mapping of private information to visual cues in
the image Pmap. The privacy disclosure for the object detection model (ROb ject) is for-
mulated as shown in Equation 3.1 which in can be defined as the ratio of the sum of the
confidence scores of the object detection model to detect object instances ([Sob ject ]) that
relate to private information (Pmap(ob ject)) to the total number of object instances in
the image which have a mapping to private information(|Lob ject ∩Pmap(ob ject)|). The
privacy disclosure for the scene recognition model shown in Equation 3.2 and scene
OCR models are shown in Equation 3.3 is computed similar to the object detection
model, but the scene recognition model uses the mapping of private information to
scene labels (Pmap(scene)) and the scene OCR models uses the mapping of private
information to the detected tokens of text in the image (Pmap(text)) respectively.

Rob ject ←
∑

x∈Lob ject∩Pmap(ob ject) .sx

|Lob ject ∩Pmap(ob ject)|
,sx ∈ Sob ject (3.1)

RScene←
∑

x∈Lscene∩Pmap(scene) .sx

|Lscene∩Pmap(scene)|
,sx ∈ Sscene (3.2)
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RText ←
∑

x∈Ltext∩Pmap(text) .sx

|Ltext ∩Pmap(text)|
,sx ∈ Stext (3.3)

Obfuscating the image based on Pmap

Using the mapping of private information to visual cues in the image (Pmap), it is pos-
sible obfuscated the image based on the location of the region of the image containing
the visual cues namely the object instances and the text specified by bounding boxes
BBob ject ,BBtext . This results in the obfuscated image (Iob f s) where the private infor-
mation that match to the mappings Pmap(ob ject),Pmap(text) are obfuscated based on
machine-generated image descriptions Lob ject ,Ltext . This is step ensures that no ob-
vious private information is visible to the crowd in the private information detection
tasks that use the segmented image.

3.4.3 Context-based Segmentation Algorithm

The context-based segmentation is based on the notion of detecting private information
effectively using the scene descriptions generated for an image. Consider the images
shown in Figure 3.6, it is possible to deduce more private information from the indoor
scene shown in Figure 3.6(a) than the outdoor scene shown in Figure 3.6(b). From
Figure 3.6(a) it is possible to deduce private information related to the identity, nature
of work and employment of an individual and sensitive or confidential information
from visual cues like documents, emails or computer screens. Outdoor scenes like
Figure 3.6(b) generally contain private information about an individual related to their
gender, ethnicity, along with cultural and political opinions or license plates which can
be mostly obfuscated using Pmap. Thus, the number of segments made for Figure 3.6(a)
should be more than Figure 3.6(b) to limit the amount of private information visible
to the crowd per segment. The context to detect private information present in the

(a) Example of an Indoor Scene (b) Example of an Outdoor Scene

Figure 3.6: Difference in the amount of private information that can be extracted in
indoor and outdoor images

image can be obtained based the machine generated image descriptors (Lob ject ,Lscene,
and Ltext) and the mapping of private information to visual cues (Pmap). The privacy
disclosure for the image is computed individually for the object detection (ROb ject), the
scene recognition (RScene) and text recognition (RText) models to determine the total
amount of private information that could be disclosed by the image. If the computed
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total privacy disclosure of the image (Pcomputed) is represented as the ratio between the
sum of privacy-disclosures of the object detection (ROb ject) and text recognition (RText)
models to the privacy disclosure of the scene recognition (RScene), the total privacy
disclosure for the image (Pcomputed) will be always greater than 1. This increases the
number of segments used to create crowdsourcing tasks to detect private information,
resulting in proportional increase to the cost. Ideally, we would like the computed
privacy disclosure for the image lie in the range 0≤Pcomputed ≤ 1, and so, we normalize
the sum of ROb ject and RText by the factor α as shown in Equation 3.4.

Pcomputed =
α.ROb ject +(1−α).RText

RScene
(3.4)

Based on the computed disclosure of private information by the image (Pcomputed),
we can compute the size of the segments made by the context-based segmentation
algorithm for creating privacy-aware crowdsourcing tasks. The inputs for the context-
based segmentation algorithm are the budget for detecting private information per im-
age (B), cost per crowdsourcing task (C), privacy threshold (Pthreshold) which is an
user-specified input value ranging from [0,1] specifying the permissible disclosure of
the detected private information in the image and the number of workers (Nworkers) re-
quired for reaching consensus. The obfuscated image Iob f s from Section 3.4.2 is used
for segmentation by first transforming the image into equal dimensions, such that it
becomes a (mxm) square matrix. Thus, when the computed disclosure of private infor-
mation by the image is less than the threshold, then the minimum number of possible
segments is 4 where each segment has the dimension of (m

2 x m
2 ).

Context-based segmentation(Iob f s, Pcomputed , Pthreshold , B, C, Nworkers):
if Pcomputed ≥Pthreshold then

numSegments← B
C .

Pcomputed
Nworkers

else
numSegments← 4

end

segmentDimension←
√

ImageArea
numSegments

[segments]← segmentImage(Iob f s,segmentSize)
createSegmentedTask([segments],B,C,Othreshold)

Algorithm 2: Context-Based Segmentation Algorithm

3.4.4 Creating tasks for the segmented image

For each image segment made through the proposed context-based segmentation, we
ask the crowd to detect additional private information in the image segments. To de-
termine which image segments would be sent to the crowd we measure the amount
of obfuscation done on each segment (Ocomputed) and if it is less than the obfusca-
tion threshold (Othreshold), we create the detection crowdsourcing tasks. Obfuscation
Threshold (Othreshold) is an user-specified input value ranging from [0,1] which spec-
ifies the amount of obfuscation that is permissible for image segments used for the
crowdsourcing detection tasks. The method to create tasks for each segment of the
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image is described in Algorithm 3, where the image used is the obfuscated image
Iob f s from Section 3.4.2. We compute the amount of obfuscation done on the segment
Ocomputed as the ratio of the total number of black colored pixels in the image segment
to the total number of pixels in the image segment. We also ensure that not all pix-
els of the image segment is black, since creating crowdsourcing tasks to completely
obfuscated or black colored image segments creates an additional cost of using the
crowd.

createSegmentedTask([segments], B, C, Othreshold , Nworkers):
for s in segments do

Ocomputed ←
sblack_pixel

stotal _pixels_in_segment

if Ocomputed <Othreshold & sall_pixels! = [0,0,0] then
createCrowdsourcingTask(s)

end
Algorithm 3: Creating Segmented Crowdsourcing Tasks

3.4.5 Design of detection crowdsourcing task

In the detection crowdsourcing task, we ask the crowd if the image segment shown
contains additional private information which is not obfuscated. The task design is
shown in Figure 3.7 where the crowd is asked to respond in a yes/no answering format
for the presence of private information in the image segment, Figure 3.7(a). If the
crowd answers “yes” for the presence of private information in the image segment
then, we ask them to select the category of private information as shown in Figure
3.7(b). The categories of private information are based on the mapping of private
information to visual cues in the image discussed in Section 3.3. About the task design
choice, we opt for the “yes/no” answering format to understand the coverage of private
information in the mapping of private information. We believe the responses from the
crowd for the detection tasks give a preliminary estimation of the effectiveness of the
context-based segmentation approach for privacy preservation.

3.5 Summary

In this chapter, we describe and elaborate on the different stages of our proposed
context-based segmentation approach of creating privacy-aware crowdsourcing tasks
to detect private information in images. The formal definitions and theory behind the
thesis contributions C2 in which we develop a taxonomy to map different visual cues
in the image to private information and C3 which corresponds to the definition of the
context-based segmentation algorithm.
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(a) Example where no additional private information is found

(b) Example where the segment contains private information

Figure 3.7: Design of the crowdsourcing task to detect private information in image
segments
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Chapter 4

Implementation

In this chapter, we discuss the choices of models made to make the ensemble of ma-
chine learning models used to generate machine descriptions for the image, along with
the implementation of the mapping of private information to the visual cues in an
image, the design for the the different crowdsourcing tasks and deployments of the
proposed workflow.

4.1 Implementing the Machine Learning Ensemble

Generating machine descriptions for the image is the first stage of our proposed work-
flow and we use an ensemble of different pre-trained, deep learning models to generate
the image descriptions. In this section, we discuss the design choices made for select-
ing the models used for object detection, scene recognition, and scene text OCR.

4.1.1 Object Detection

Object Detection models are widely used in computer vision and there are different
options to select a suitable object detection model for a specific use-case. From the
pool of the available object detection approaches, we narrow-down to two popular
models namely the “You Only Look Once” (YOLO) model [34] and the mask R-
CNN model [1]. We were able to scope down the models based on the underlying
design of the object detection network, in this case, the recurrent convolutional neural
network (R-CNN) which perform very well for visual perspective tasks like semantic
segmentation, instance segmentation, etc.

With Mask-RCNN [14] being made available in 2017, there have been improved
models for object detection[1]. The particular implementation [1] is based on the
implementation of the Mask R-CNN [14] and is a two-stage object detection process
where in the first stage, the network scans the image to generate proposals of regions
of interest in the image. Regions of interest in the image relate to the location of the
object in the bounding box and are typically represented through a bounding box. The
process of generating regions of interest of objects in the image through bounding box
is the underlying framework used in most object detection approaches like Faster R-
CNN, YOLO, etc. The second stage of the Mask R-CNN approach for object detection
is to generate masks for the detected objects where a convolutional network takes the
bounding box or region of interest as an input to generate the object mask.
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4.1 Implementing the Machine Learning Ensemble Implementation

(a) Bounding boxes with object labels
from YOLO

(b) Bounding Boxes, Object Masks and
Object Labels from Mask R-CNN

Figure 4.1: Comparison of the object detection models considered for implementation

For our implementation, we use the Mask R-CNN approach of object detection
[1] which combines the use of instance segmentation and object detection. Image
segmentation is defined as the task to identify the outlines for detected objects in the
pixel-level 1. In object detection, there are two popular segmentation types namely
semantic segmentation which detects unique labels of objects in the image and instance
segmentation which gives a count for each detected object class. As a requirement,
we wanted to count the number of detected classes of object instances in the image
and thus preferred the instance segmentation based object detection based [1] for our
implementation. The choice between YOLO[34] and Mask R-CNN[14] was made in
favor of the Mask R-CNN approach since it gives flexibility in obfuscating the detected
objects either based on regions (bounding boxes) or object masks, illustrated in Figure
4.1. We also verify the reported performance of the pre-trained YOLO and Mask R-
CNN models for object detection on the Microsoft COCO dataset 2, and finalize the
Mask R-CNN based [1] over YOLO.

4.1.2 Scene Recognition

The choice of using the scene recognition model is to get scene descriptors for the
image based on the scene descriptors the context-based segmentation algorithm deter-
mines the segment size for segmenting the image to be used in image analysis tasks.
We chose [49], which is a pre-trained model to recognize the scene depicted by the
image where the model returns a list of scene attributes that describes the image.
From extensive testing on a collection of images, we found that the scene attributes
for the image were able to give a more fine-grained description for the image which
significantly improves the performance of the proposed context-based segmentation
approach. The image attributes are stored as a list of adjectives which describe the
different actions likely to be performed by the actors for instance reading, socializ-
ing, dining, congregating and scene descriptors man-made, open-area, closed-area,
no-horizon. The scene detection model is also based on the recurrent convolutional

1https://engineering.matterport.com/splash-of-color-instance-segmentation-with-mask-r-cnn-and-
tensorflow-7c761e238b46

2http://cocodataset.org/#home
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neural network (R-CNN) architecture and is trained on a dataset of close to 1000 im-
ages 3.

4.1.3 Text Recognition

The choice of models to detect text in images was based on how well the model was
able to detect all the textual information in the scene described in an image. The textual
information in the scene includes but is not limited to the text of direction boards,
advertisement hoardings, warning boards in outdoor scenes and text on handwritten
notes, whiteboard, or printed text on the screens and papers in indoor scenes. We
tested all the models on a collection of images of indoor and outdoor scenes with
textual information and used it to benchmark the models for text recognition. Popular
text recognition models that are based on Long Short-term Memory models are widely
used for optical character recognition (OCR) applications like Tesseract. From our
tests, we were able to observe that the LSTM based approach was able to preserve the
order of text and worked very well for text on printed documents and the images of
scanned documents but did not recognize the text in images of outdoor scenes and thus
was not considered for the implementation.

We decided to combine two pre-trained models where one model is used to de-
tect the text in the image irrespective of the scene by specifying the regions of interest
(bounding boxes) and another model can recognize the textual information in the de-
tected regions of interests on the image. For the task of detecting text in the image
irrespective of the scene where we considered two state-of-the-art approaches namely
FOTS[28] and EAST[50]. We decided to use the EAST model4 for the implementation
since there was a pre-trained model available which had a stable performance through-
out the tests for model selection, FOTS which had better performance results on paper
was not used since we were unable to find a stable implementation with pre-trained
weights. At the time of model selection, we found a Mask R-CNN based text detec-
tion approach [15] which outperforms the model, currently used in the implementation
but at the time of implementation we were unable to find pre-trained weights and the
source code for the model. For recognizing the text from the detected regions of the
text, we use a convolutional neural network model from [37]. We also considered li-
cense plates detection as a separate model and tested OpenALPR library 5 which works
well to detect license plates by defining a region (bounding box) on the image.

4.2 Implementing the Taxonomy of Private Information in
Images

Before segmenting the image based on scene descriptors, we obfuscate some private
information in the image using a taxonomy or mapping of the private information
to the visual cues in the image. In this section, we describe the implementation of
the taxonomy of private information in images which were theoretically discussed in
Section 3.3 and this taxonomy corresponds to the thesis contribution, C2.

3https://places2.csail.mit.edu
4https://github.com/argman/EAST
5https://github.com/openalpr/openalpr
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4.2 Implementing the Taxonomy of Private Information in Images Implementation

We build the taxonomy of private information in images using the categories de-
rived from the GDPR and associate objects or visual cues that are likely to contain
private information to the machine-generated labels for the detected object, scene, and
text in the image. The object descriptors generated by the object detection model [1]
are the annotated object classes of the Microsoft COCO dataset. For example, the pri-
vate information related to an individual like the gender, ethnicity, physical disabilities
can be inferred from the image of the person in the image, and thus are mapped to the
detected object label “person”. This is an example when the detected private informa-
tion directly maps to the visual cue in the taxonomy, however, when we consider the
example an ID Card which contains different private information about an individual
is classified as a “book” and the photo of the individual is classified as a “person”.
An ID Card can be detected by applying a logical rule as, “if the person is detected
within the book’s bounding box area, then the visual cue can be an ID card”. However,
it is not possible to maximize the coverage of private information using a rule-based
approach. Thus, we combine the detected object classes with the machine-generated
labels from the scene and text recognition models. For the scene descriptors we map

(a) an outdoor scene with limited private information (b) an outdoor scene with people
with more private information

Figure 4.2: Example of the different private information that can be deduced from
outdoor scenes

private information based on the “scene categories”, “scene attributes” and “scene en-
vironment” generated from the implementation of [49]. The “scene category” and
“scene environment” gives a broad understanding of the scene and the private infor-
mation likely to be found in the image. However the additional image descriptions,
”scene attributes” predicted by the scene recognition model of [49] helps us to get a
better understanding of the different visual cues present in the image, which includes
objects not detected by the object detection model. Thus, we use the “scene category”
and “scene environment” to compute the privacy disclosure for a scene and use the
”scene attributes” to optimize the number of segments produced by the context-based
segmentation algorithm. Consider the images shown in Figure 4.2(b) it is possible
to deduce private information like the sexual orientation and cultural opinions of an
individual, but Figure 4.2(a) which is also an outdoor scene has considerably less de-
ducible private information.

For the detected text by the text recognition model, we create a mapping for (i)
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name by checking if it exists in a list of 613K first names or 162K last names obtained
from the US Census Bureau website, (ii) nationality by checking if it exists in a list
of 193 countries and nationality names, (iii) location if it exists in the list of 189K
city names taken from the GeoNames geographical database. It is possible to map
private information like license plates, email addresses with a regular expression based
rule, however, the text are recognized as tokens and the generated tokens are not in the
same order as the text in the image. However, when we implemented the mapping
based on regular expressions we got inconsistent performance in text obfuscation on
the image which is attributed to the machine learning models.

4.3 Summary

We develop the prototype of the context-based segmentation algorithm which works on
a directory on images as input, with additional inputs like the total budget for using the
crowd to detect private information in all the images in the input directory along with
the cost per crowdsourcing task, number of workers and the threshold values for the
amount of private information disclosed by the image and the amount of obfuscation
permitted per image segment.

The prototype uses a pre-processed taxonomy of private information in images,
which is stored as a dictionary and additional data sources like the list of person names,
country names are stored as separate text files. The dictionary stores the following
information: the category of private information, the visual cue which corresponds to
the private information, along with the machine-generated scene and object labels. For
some visual cues, like credit cards which have a standard structure, we bind a set of
regular expressions to map the detected text in the image, in this case: the presence
of 4x 4-digit numbers, 2x dates in MM/YY format. In the dictionary, each record
corresponds to one visual cue which can be associated with one or more than one
category of private information.

We use Figure Eight as the crowdsourcing marketplace to collect annotations on
the additional private information present in the image segment. We automate the task
creation for all the images using the same budget for all the images in the directory.
Based on the aggregated responses from the crowd, we reconstruct the image and use
it for image analysis crowdsourcing tasks. For our experiments, we used Amazon
Mechanical Turk since we ran out of the free task limit in Figure Eight.

41





Chapter 5

Experiments and Results

In this chapter, we start by discussing the dataset used in our experiments, followed by
the different parameters and experiments used to evaluate the proposed context-based
segmentation approach for preserving privacy in images.

5.1 Dataset

In our literature study, we observed that the current state of the art methods for pri-
vacy preservation in both machine learning and crowdsourcing use different datasets
for performance evaluation and validation. However, most of these datasets were for
a particular private visual cue in the image like an individual’s face or body [8, 5].
We wanted to evaluate the performance of our proposed privacy preservation approach
through context-based segmentation with a dataset annotated for a heterogeneous mix
of private visual cues in the image. The Viz-Wiz dataset by [3] which was used in
[20] or the Stanford 40 Action dataset [48] used in [18] were not sufficiently anno-
tated for private visual cues. We performed our experiments with the VISPR dataset
containing over 8,000 images annotated over 24 different visual cues likely to contain
private information [31]. This year, Gurari et al. released an updated version of the
Viz-Wiz dataset [13] with proposed increased in the number of annotated private vi-
sual cues. However, we found that the VISPR dataset had more diverse categories for
annotating private visual cues and hence used it in our experiments. For creating the
dataset for our experiments, we performed an exploratory analysis over the train, test,
and validation parts of the VISPR dataset [31]. The distribution of annotated labels ob-
served a pattern similar to the frequency distribution shown in Figure 5.1(a) across the
VISPR dataset. The result of the exploratory analysis indicated a strong skewness in the
distribution of the ground truth between the person_body and face_all labels. We
randomly sample 100 images from the 3,873 images in the training set. Even after per-
forming the random sampling, we find the skewness in the distribution of ground truth
labels shown in Figure 5.1(b) is similar to Figure 5.1(a). We bifurcate the landmark
class label based on the visual cues present as landmark_text for images contain-
ing visual cues of street signs, addresses, advertisements, and landmark_scene for
images of monuments, buildings and places of worship. We use this subset of 100
images for the experiments discussed in this section.
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(a) 3,873 images of training sample set

(b) 100 images used in our experiments

Figure 5.1: Frequency distribution of private annotations on the images in the VISPR
dataset
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5.2 Experimental Setup

We perform three experiments with the common objective to measure the amount of
private information detected in the image or image segments. The first experiment uses
crowdsourcing-only approaches for privacy preservation, where we segment the image
and ask the crowd to detect private information in the image segments. In this experi-
ment, we can do only a qualitative study for the amount of private information detected
in the image segment since there are no segment-level ground truth labels. The second
experiment uses only machine learning models to detect private information, and we
evaluate the amount of private information detected correctly by comparing with the
ground truth annotations for the image through quantitative measures like precision
and recall. In the third experiment, we evaluate the amount of privacy preserved in
the image segments created using the context-based segmentation through a qualita-
tive study on the responses from the crowd. In this experiment, we test the amount
of privacy preserved by varying the threshold values for the computed privacy and
computed obfuscation values.

5.3 Experiment 1: Crowdsourcing Only

In this experiment, our objective is to study the amount of private information that can
be preserved by segmenting the image for the image analysis task.

In this experiment, we study how much private information is detected by the
crowd when the image is segmented. From the results reported by the state of the art
approaches for segmenting the task content, we observe that the smaller the size of the
image segment, the more privacy is preserved [18, 20]. In our experiment, we validate
the hypothesis if smaller segment sizes are effective in reducing the amount of private
information in the image segment. To test this hypothesis, we create three-sizes of
non-overlapping image segments using a clipping algorithm similar to [18]. Thus, for
one image we create 16 small-sized segments, 9 medium-sized segments, and 4 large-
sized segments. This means one image has 29 image segments and in total there are
2900 image segments for our dataset of 100 images.

We created 290 crowdsourcing tasks from the 2900 image segments, such that
there are 10 image segments per task. We randomly sample 10 images from the sample
space of 2900 image segments, to reduce the number of image segments corresponding
to the same image in one task. This random sampling also ensures the workers get to
see different images in the task, making it less monotonous.

There are two UI components in the crowdsourcing task to detect private visual
cues in the given image segment. The first UI component gives workers a list of all
the categories of private information relevant to the task with examples to visual cues
containing private information belonging to each category, shown in Figure 5.2(a). The
categories of private information correspond to the categories of private visual cues in
the mapping discussed in Section 3.2. We also designed the examples for the task
using a pop-up window interface for a button click event, to make it easy for workers
to work on the task. The second UI component is the actual crowdsourcing task which
contains a container to display the image segment for which we need the crowd to
detect the presence of any private visual cues, shown in Figure 5.2(b).
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(a) Task instruction

(b) Initialized task UI

Figure 5.2: Initialization of the Crowdsourcing only experiments on Amazon Mechan-
ical Turk
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We run the 290 crowdsourcing tasks for detecting and classifying private visual
cues in the image segments on Amazon Mechanical Turk. We set $0.02 as the incentive
for detecting private visual cues for one image segment. We aggregate the responses
for the tasks from three workers using the majority voting aggregation method. The
first question in the detection task asks the crowd to detect if the image segment con-
tains private visual cues similar to the ones mentioned in the task instruction. Based
on the response from the worker, if there are NO private visual cues in the segment,
shown in Figure 5.3(a), the button to view the next task is enabled. If the worker in-
dicates that YES private visual cues are present in the image segment, we shoe the
interface for the workers to select the categories of private information to which the
detected visual cues match as shown in Figure 5.3(b). Only after the workers indicate
at least one category of private information will they be able to see the next image in
the task.

The aggregated responses from the crowd are analyzed and we find that close to
55% of the image segments do not contain private visual cues, as shown in Figure
5.4(a). In terms of the 45% of the image segments which contained private informa-
tion, we observe that personal_data category appears more frequently than the other
categories of private information, as shown in Figure 5.4(b). The frequency distribu-
tion indicates there is a lot of visual cues belonging to the personal_data category
like a mobile phone or laptop screens, ID cards, a person in the picture disclosing
private information like the person’s name, contact details, fingerprints, ethnicity, and
cultural or social identity.

In some image segments, visual cues of the clothing worn by people in the image
disclose private information related to social_factors like sexual orientation, causes
supported or cultural_factors like ethnicity, religious beliefs of the individual. We
note that there is a large overlap between social_factors and cultural_factors
categories of private information in the responses as cultural events like weddings and
social events like addressing a rally or a pride day party, were misclassified. We also
noticed that workers are unclear when to use and not use the not_sure category and
find classifying images containing segments of certain visual cues like tickets, and
human finger difficult.

In this experiment, we are unable to use quantitative measures like precision and
recall for evaluating the responses from the crowd because of the lack of segment-
level ground truth annotations. We conclude that the privacy preservation through
segmentation like CrowdMask [20] works well if the objective is to only preserve
privacy without considering the cost of using the crowd to preserve privacy. But, if
we introduce the trade-off between the cost to preserve privacy and the actual privacy
preserved, we are limited by the amount of privacy preserved since the segment sizes
may become larger in budget-constrained scenarios.

5.4 Experiment 2: Machine Learning Only

In this experiment, we measure how effective are machine learning models to detect
private information in images?

For this experiment, we use pre-trained models for object detection[1], scene recog-
nition [49] and text recognition [50, 37] to measure the amount of private information
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(a) NO, private visual cues present in image segment

(b) Private visual cues present in the image segment

Figure 5.3: Answering tasks using our custom task interface for detecting private vi-
sual cues in the image
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(a) Distribution of the presence of private information

(b) Distribution of annotated categories of private information

Figure 5.4: Results of crowdsourcing only experiment for detecting private informa-
tion for 2900 image segments
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that could be detected with off-the-shelf machine learning models. We use pre-trained
machine learning models to simulate the scenario where the models do not have an
annotated dataset for private information. Off-the-shelf machine learning models can
detect private information like identity, skin color, ethnicity, gender, age, physical dis-
abilities, or medical condition of an individual through the person object class with
high accuracy. The text detection model can to some extent recognize keyword like
passport but the overall reliability of private keywords is very low.

Experiment
only with Machine Labels combining Machine Labels with Rules
Precision Recall Precision Recall

person_body 1.00 0.985 1.00 0.985
person_face 1.00 1.00 1.00 1.00
person_nudity 0.606 1.00 0.606 1.00
physical_disabilities 0.757 1.00 0.757 1.00
clothing 0.00 0.00 1.00 1.00
license_plate 0.00 0.00 1.00 0.778
address_text 0.00 0.00 1.00 0.143
tickets 0.00 0.00 1.00 0.714
student_ID 0.00 0.00 1.00 1.00
datetime 0.00 0.00 1.00 0.40
medicines 0.00 0.00 1.00 0.667
credit_card 0.00 0.00 1.00 1.00
passport 0.00 0.00 1.00 0.833
drivers_license 0.00 0.00 0.00 0.00

Table 5.1: Experiments of preserving privacy by machine learning only

In Table 5.1, we quantitatively measure the amount of private information detected
using off-the-shelf machine learning models. We define the quantitative measures of
precision and recall for this experiment as,

Precision =
Number of correctly detected private visual cues

Total number of private visual cues detected
(5.1)

Recall =
Number of correctly detected private visual cues

Total number of private visual cues in the ground truth
(5.2)

Based on the results of using labels generated by off-the-shelf machine learn-
ing models, we wanted to check if combining the different machine-generated la-
bels can increase the number of private information detected in the image. We cre-
ate detection rules for private information using logical combinations of machine-
generated labels. The rules map the machine-generated labels to the parameters hu-
mans apply to classify private visual cues. For example, consider the visual cue of
a passport, a human would first classify it as a book object and then based on the
text appearing in the visual cue classifies it as a passport if certain keywords like
a country’s name, the word “passport” is present in the detected book. To trans-
late this process, as a rule, using on machine-generated labels, we first need to col-
lect a list of country names and store it in the memory. Then we run the machine
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learning models to detect objects and recognize text on the image. Thus, the rule
to detect a passport will be, “ if detected_object is a book and “passport” exists in
the detected_text or detected_text contains the name of a country”. We repeated
this process of derive the rules to detect the following private visual cues in the im-
age: person_body, person_face, person_nudity, physical_disabilities,
clothing, license_plate, address_text, tickets, student_ID, medicines,
credit_card and drivers_license. The visual cues related to the person object
class was the most straight-forward rule but visual cues like address_all, tickets
which has a higher ratio of text to objects detected have longer, complex detection
rules. We were unable to separate certain private visual cues containing a person’s
name since it is difficult to find an extensive collection of names. From Table 5.1, we
find that the number of private information detected in the image increases using the
detection rules. However, the number of private information detected using this rule-
based approach depends on how the private information is annotated in the ground
truth dataset and the machine-generated labels. The precision and recall computed
for the private information category are comparatively higher than [31]. This may be
because we used ground truth categories to create detection rules.

We want to measure the amount of private information that we can detect using the
taxonomy of private information. The taxonomy of private information will be able to
generalize the detection of private information.

In this variant of the machine learning-only experiment, we found that using the
taxonomy to detect private information resulted in a high false-positive rate. When
we analyzed the results, we found that the taxonomy was over-estimating the number
of private information present in the image. For example, if the image of a person
working out in the gym, the taxonomy correctly detects the person but flags additional
private information for the image like nudity and physical disabilities. Thus, every
time the taxonomy detects a person, it also states that the image exposes the nudity
and physical disability attributes of the person. The reason for the high false-positive
rates is attributed to the semantic similarity between the visual cues that contain pri-
vate information. For example, the object instance of a person can disclose private
information like age, gender, ethnicity, physical disabilities, nudity.

From this experiment, we conclude that an annotated dataset for private informa-
tion is an absolute necessity for detecting private information using machine learning-
based privacy preservation approaches. [31] proposed a model which could detect
different private information in images, but the model used around a dataset of around
8,000 images that were manually, hand-annotated for private information. We also ob-
serve that the amount of private information detected using machine learning models
is limited to the number of classes of private information annotated in the dataset.

5.5 Experiment 3: Context-based segmentation

In this experiment, we measure the amount of private information that is detected
using our proposed context-based segmentation algorithm. We evaluate the perfor-
mance of our algorithm in a budget-constrained scenario where only a limited budget
is available for preserving privacy in the image. The budget-constrained scenario also
serves as a good experimental condition to compare the context-based segmentation
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algorithm with the current crowdsourcing task segmentation approaches. In this con-
strained setting, we can get a better understanding of how effective our algorithm is to
create crowdsourcing tasks to detect private information, such that the crowdsourcing
tasks reduce the number of private information visible to the crowd.

We perform this experiment in two settings where we first vary the privacy thresh-
old for a fixed obfuscation threshold. The context-segmentation determines the num-
ber of image segments created based on the privacy threshold. In this experimental
setting, we evaluate how the number of crowdsourcing tasks created is affected by
the computed privacy disclosure and privacy threshold for the image. From Figure
5.5, we observe that close to 33% of the image segments produced has 4 image seg-
ments. However, we have to bear in mind, that while the number of segments is the
same as the number of large-segments (represented as the red colored vertical line)
are not of the same size. We also note that there is close to 25% of the image seg-
ments which have 0 image segments which indicate that it is possible to detect private
information in images using only the context-based segmentation algorithm without
creating crowdsourcing tasks. By segmenting the image using image context, we have
significantly reduced the number of image segments used in crowdsourcing tasks to
detect private information, in comparison to current approaches like [20]. Thus, our
proposed context-based segmentation algorithm is successful in minimizing the cost
spent on detecting private information through crowdsourcing tasks.

Figure 5.5: Distribution of the number of image segments created for crowdsourcing
tasks for detecting the private information in the image by varying the privacy thresh-
old

In our second experimental setting, we are interested in studying how the obfus-
cation threshold impacts the number of crowdsourcing tasks created. The obfuscation
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threshold refers to the permissible amount of black pixel for one image segment and
ranges from 0 - 2. In this experiment, we vary the obfuscation threshold from low (0.5)
to high (1.5) for a low privacy threshold of (5). The context-based segmentation by de-
fault does not send image segments that are completely obfuscated, where the obfus-
cation value would be 2. Even in this experiment, we have to bear in mind, that while
the number of segments is the same as the number of large-segments (represented as
the red colored vertical line) and the number of medium-segments (represented as the
orange colored vertical line), are not comparable. From Figure 5.6, we observe consid-

Figure 5.6: Distribution of the number of image segments created for crowdsourcing
tasks for detecting the private information in the image by varying the obfuscation
threshold

erable variations int he number of segments, but are unable to find conclusive reasons.
Thus, we conclude that creating crowdsourcing segments based on privacy disclosure
is the best suited for minimizing the cost for crowdsourcing. We also observe that
a higher obfuscation threshold can maximize the amount of privacy preserved as ob-
served from the responses of the crowd for the presence of private information in the
image segment shown in Figure 5.7(b).

Finally, we are interested to understand the responses of the crowd on the cate-
gories of private information present in the image segments. From Figure 5.8(a), we
find that on average a higher privacy threshold reduces the number of image segments,
which supports the claim that the privacy disclosure-based segmentation approach. We
observe that the personal_data category has the most responses, which indicates that
a slightly fine-grained category list is required for crowdsourcing tasks to detect pri-
vate information. Figure 5.8(b) represents no change in the categorization of private
information present in the image however overall, the number of image segments in
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5.5 Experiment 3: Context-based segmentation Experiments and Results

(a) Varying privacy threshold values

(b) Varying obfuscation threshold values

Figure 5.7: Distribution of the responses from the crowd on whether the image contains
any private information in the image segments
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https://www.overleaf.com/project/5bdb31f5a6c4204079b0f752each category by vary-
ing the obfuscation thresholds is comparable to the number of segments created by
varying the privacy threshold.

5.6 Discussion

In this chapter, we experimentally prove that our proposed context-based segmentation
algorithm is effective in minimizing the cost using the crowd to detect private infor-
mation in the image in comparison to current privacy-preserving task content segmen-
tation approaches in crowdsourcing.

From the crowdsourcing-only experiment and the detection tasks created through
the context-based segmentation algorithm, we note that the task design is not effective
in getting responses from the crowd. This means, that we are unable to leverage the
wisdom of the crowd for detecting private information. This means that a more gran-
ular definition of categories of private information is needed in the detection task. We
also need to explicitly mention the different private information that belongs to each
category of private information, since we found that the crowd mixed up private infor-
mation belonging to the social_factors and cultural_factors. We recommend a
more granular definition of private information categories so that we could reduce the
large overlap of private information between the different categories of private infor-
mation. We also recommend an aggregation method which penalizes responses that
contribute to a large overlap of private information between categories. This aggre-
gation method could reduce the number of inconsistent responses where the crowd
mix-up the categories of private information.

From the context-based segmentation algorithm, we expect the amount of private
information extracted by the crowd should be reduced, but the threat of information
extraction in the detection crowdsourcing tasks still exists as an external threat to the
crowdsourcing workflow used in our approach. We observe that a hybrid approach
based on the disclosure score of private information in the image is effective to create
privacy-preserved image segments. The privacy disclosure score is largely determined
by the disclosure of private information by the object detection model (ROb ject). This
could be due to the skewness of the VISPR dataset to the person_body, person_face
class labels which correspond to the ‘person’ object class, that is detected with high
accuracy.

We found that our taxonomy of private information yields a large number of false
positives due to the high semantic overlap between different private information classi-
fied to the same machine-generated label, for example, the ‘person’ object class maps
to private information like the individual’s identity, gender, ethnicity, physical disabil-
ity and many more. This is an internal threat which arises due to the machine-generated
labels, we could mitigate this threat by adding more models to get descriptive labels
for each private information.
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(a) Varying privacy threshold values

(b) Varying obfuscation threshold values

Figure 5.8: Distribution of the responses from the crowd on the categories of private
information present in the image segments
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Chapter 6

Conclusion

This thesis builds the foundation for future work which combines machine learning
and crowdsourcing for preserving privacy in images. Our proposed hybrid workflow
called context-based segmentation can be used for preserving privacy in images used in
image analysis crowdsourcing tasks as well as for other application which uses images.

6.1 Contributions

The main contributions of this thesis are:

1. A comprehensive, systematic literature study on the current state of the art ap-
proaches of preserving privacy in images through machine learning and crowd-
sourcing. From the literature study, we find that privacy preservation methods
in crowdsourcing are susceptible to workers extracting private information from
the task, and become expensive at scale. Privacy preservation through machine
learning show promising results but all the models were trained on an anno-
tated dataset. Most of the datasets used for training machine learning models
to preserve privacy were hand-annotated datasets which required a significant
amount of time and effort. We identify a vicious loop between machine learn-
ing and crowdsourcing methods for privacy preservation. The research gap lies
in finding a method to leverage the advantages of both machine learning and
crowdsourcing to break-free from this vicious loop.

2. We have developed a mapping of private information to visual cues in images.
This mapping can be used in different contexts and applications to detect private
information. Our objective was to create a mapping which covers a broad set of
private information defined in policies like the GDPR and map the private infor-
mation to their corresponding visual cues in the image. This mapping is used in
the context-based segmentation to detect the different private information which
could visual cues or textual data in images. This mapping covers over 120 vi-
sual cues that contain private information in images, making it a one-of-its-kind
classification of private information for images.

3. Our proposed context-based segmentation algorithm uses machine-generated
labels to create privacy-preserving image segments which can be sent to the
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6.2 Reflection Conclusion

crowd for verifying if there are additional private visual cues present in the
image. We performed two experiments to evaluate how effective are machine
learning and crowdsourcing methods in detecting private visual cues in the im-
age. We perform another experiment on the proposed context-based segmenta-
tion approach to study the effectiveness of a hybrid human-machine approach in
the detection of private visual cues in images. From these experiments, we con-
clude that machine learning models need an annotated dataset for private infor-
mation for them to be effective in detecting private information, crowdsourcing
approaches are expensive for detecting private information over the 100 images
we used for experimentation. The context-based segmentation proved to suc-
cessfully reduce the amount of private information disclosed in the image by
creating privacy-preserving image segments. We also observe that leveraging
the wisdom of the crowd to detect private information depends on the task de-
sign. In our case, we were able to collect responses which broadly indicated
the category of private information but we were unable to use the collected re-
sponses to improve the mapping of private information to visual cues.

6.2 Reflection

We developed one of the first hybrid workflows for preserving privacy in images. This
thesis creates a platform for future work on this topic. The context-based segmentation
algorithm answers the main research of question of this thesis to detect and obfusca-
tion private information by combining machine learning and crowdsourcing such that
it minimizes the cost to detect private information in the image, and maximizes the
amount of private information detected. We spent a significant amount of time design-
ing our proposed workflow which has been made modular, to support future works like
adding new machine learning models and improving taxonomy of private information
present in the image. Answering our main research question has given us the confi-
dence to become bold and add more components to improve the workflow, spend more
time experimenting different configurations to assess the potential of the context-based
segmentation algorithm but it requires more time which we did not have.

6.3 Future work

There is a lot of scope for future work. However, we recommend incorporating better
machine learning models for generating machine-generated labels, an empirical study
on different obfuscation methods for privacy preservation, and measuring the useful-
ness of the image after privacy-preservation through the context-based segmentation
algorithm. We also suggest creating a taxonomy of private information which has fine-
grained categories of private information and incorporates privacy policies beyond the
GDPR. From a policy perspective, risk and quality assurances on the quality and quan-
tity of privacy preserved in images is also a possibility
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