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Abstract

The increasing demand for machine learning ex-
pertise calls for effective teaching methods for
university-level courses. This research compares
static versus interactive teaching methods in the
context of machine learning, with the latter focus-
ing on the student engaging more with the mate-
rial. Specifically, this study investigates the im-
pact of interactive visualisations on students’ un-
derstanding of receiver operating characteristics
(ROC) curve analysis, a critical concept in eval-
vating machine learning algorithms. Traditional
static teaching methods often fall short of convey-
ing complex ideas like ROC curves, which are piv-
otal in various fields, including medicine and psy-
chology. This research also compares the efficacy
of interactive versus static visualisations in enhanc-
ing student motivation. Twenty first-year computer
science students from Delft University of Tech-
nology participated in the experiment and were
randomly assigned to control (static visualisation)
and experimental (interactive visualisation) groups.
The results of the experiment were determined by
analyzing the pre- and post-test scores, along with
surveys measuring motivation. These indicate sig-
nificant improvements in understanding for both
groups, with a greater gain observed in the experi-
mental group. This suggests that interactive visual-
isations may offer a superior approach to teaching
complex machine learning concepts, but the experi-
ment conducted in the study does not show a statis-
tically significant difference between the static and
interactive visualisations. The research also com-
pares the student’s motivation after completing an
instructional material focused on the ROC, but the
interactive visualisations did not provide better re-
sults. The study underscores the potential of in-
teractive teaching tools to enhance educational out-
comes in machine learning and highlights the need
for further research into interactive methods for the
teaching of machine learning.

1 Introduction

Machine learning is a rapidly growing field in both the tech
industry and academia. As automation and data analysis be-
come essential across various sectors, the demand for exper-
tise in machine learning continues to increase. According to
the Stanford Al Index 2024 report [1], Al-related degree pro-
grams are on the rise, and so is the need to efficiently and ef-
fectively teach machine learning courses. This increases the
need to help students understand machine learning concepts.

This study compares two methods used in teaching ma-
chine learning: static and interactive. The first approach is
characterized by teacher-centered methods such as lectures or
slides and is commonly used in undergraduate programs. The
second method involves interactive visualisations and may
yield better results as effective visualisation reduces cogni-
tive load by organizing information in a way that is easier

for the brain to process [2]. According to Freeman et al.
[3], active learning, which includes interactive elements, im-
proves student performance across STEM disciplines, includ-
ing computer science and engineering. This raises the ques-
tion of whether these elements, such as interactive visualisa-
tions, specifically enhance understanding of machine learning
concepts.

An important concept that students need to understand is
how to evaluate a machine learning algorithm based on its
performance. One method is the receiver operating charac-
teristics (ROC) curve, which is a graph of the true positive
rate instances against the false positive rate instances at each
decision threshold setting. It was shown that the use of the
ROC curve is useful in comparing and evaluating algorithms
[4]. Not only that, but recent years have seen an increase in
the use of ROC graphs in the machine learning community,
as simple classification accuracy is often a poor metric for
measuring performance [5].

The traditional teaching methods for ROC only contain
static visualisations. This limits the student’s ability to under-
stand how the operating point is moving on the curve based
on the decision threshold. In contrast, the interactive visual-
isation would provide the flexibility to adjust the threshold.
Students would be able set various thresholds and compare
how the true and false positive rates are changing. This fa-
cilitates the understanding of different scenarios such as clas-
sifying all the instances as a single class. Additionally, an
effective interactive visualisation would allow the student to
create imbalances in the class distributions and display the
ROC curve in real-time.

While the ROC is an essential concept to learn, it is often
overlooked as it is a challenging concept for students to un-
derstand [6]. Additionally, there is a significant gap in the
studies addressing the teaching of ROC curves in university-
level machine learning courses. This gap drives the need
for research on teaching ROC in a machine-learning context.
Hence, the research aim of this study involves trying to im-
prove the teaching of ROC by using interactive visualisations

(6.

1.1 Research Question

The main research question that grounds this investigation is
as follows:

How do interactive receiver operating characteristics
(ROC) curve visualisations compare with traditional static
visualisations in terms of students’ understanding of ROC
analysis concepts?

In addition to this primary research question, the study ex-
plores:

* Do students demonstrate an improved ability to interpret
and apply ROC analysis concepts when using interactive
ROC curve visualisations as opposed to static visualisa-
tions?

* Do students acquire a deeper understanding of ROC
analysis concepts when taught using interactive visual-



isations compared to traditional ones in terms of com-
prehension?

* How do interactive teaching methods impact students’
motivation after learning about the ROC curve?

1.2 Research Paper Structure

To fully answer the above questions, the paper is structured
into several sections. Section 2 discusses the background sur-
rounding the research study. Next, the methodology of the
study is fully detailed in section 3. Afterwards, section 4
gives a comprehensive description of the experimental setup.
Then, section 5 will delve into the results for this study. Sec-
tion 6 will discuss the responsible research done in the study,
whereas section 7 will be reserved for discussions surround-
ing the study. Lastly, section 8 will conclude the paper.

2 Background

This section describes the background of the research study.
The first subsection presents how a literature review was ap-
proached in order to answer the research questions. The
next one explains the receiver operating characteristics curve
along with the critical concepts needed to understand ROC.
Lastly, the teaching of the ROC curve in the university set-
ting is analysed, and the use of interactive visualisation is
discussed.

2.1 Ciriteria for literature review

A literature review was performed using electronic databases
such as Scopus, Google Scholar and IEEE Xplore, to find
conference and research papers or academic books. The
search contained the following keywords: “Receiver Oper-
ating Characteristics curve”,“ROC curve”, “Area under the
curve”, “AUC”, “interactive visualisations”, “static visualisa-
tion”,“RIMMS” (Reduced Instructional Material Motivation
Survey), “IMMS” (Instructional Material Motivation Sur-
vey), “motivation”, “teaching” and “learning”. Additionally,
the references of identified articles were examined to further
extend the literature coverage.

The selection process was based on several criteria: rele-
vance to the research questions and emphasis on ROC teach-
ing. The chosen sources include empirical studies that offer
insights into the learning difficulties associated with ROC and
case studies that demonstrate the effectiveness of visualisa-

tion techniques for improving comprehension.

2.2 Understanding of ROC analysis

ROC analysis is a well-explored topic in the literature, with
a significant portion focusing on medical decision-making
rather than machine learning. For example, Hanley and Mc-
Neil [7] and Metz [8] offer comprehensive explanations of
ROC analysis, providing examples from the medical field.
However, their discussions extend beyond the scope of an un-
dergraduate machine learning course on ROC curves.
Despite this, the literature also includes research papers
that acknowledge the utility of ROC in machine learning.
Fawcett [5], for instance, introduces ROC graphs within the
context of machine learning. He first covers the four out-
comes of a binary classifier (true positive, false positive, true

negative, false negative), with the first term indicating if the
classification is correct and the second indicating the classi-
fication itself. Then, the true positive rate and false positive
rate are explained. The exact formulas for these parameters
are:

TP
True Positive rate = ———
TP + FN

False Positi ¢ FP
alse Positive rate = ————
FP + TN

The ROC curve is a graph showing the performance of a
classifier by displaying the true positive rate vs. the false
positive rate at all classification thresholds. This graph can
be used to calculate the area under the curve (AUC), which
gives a summary of how well a model works across a vari-
ety of thresholds. Since the true and false positive rates are
between 0 and 1, the AUC will also range in value from 0
(all predictions are incorrect) to 1 (all predictions are correct).
Lastly, ROC graphs and AUC are useful tools for organizing
classifiers and visualizing their performance.

2.3 Teaching of ROC curve

There is a notable gap in extensive research on teaching
the ROC curve for machine learning at the university level.
Nonetheless, Eng [6] describes how to create a learning ex-
perience that fosters an understanding of ROC curves through
interactive laboratory exercises. Powell et al. [9] offer an in-
novative approach for educators to present the ROC curve to
undergraduate students.

Little research concerning the types of visualisations used
in ROC teaching was done. Yet, according to Naps and et al.
[10], interactive visualisations appear promising in enhancing
understanding computer science concepts, particularly when
learners actively engage with them. For ROC, interactive vi-
sualisations would allow students to manipulate the data and
parameters dynamically, providing immediate feedback on
how changes impact the curve. Additionally, interactive tools
can illustrate the effect of different classification thresholds in
real-time, making it easier for students to grasp the concept
of classifier performance across various scenarios. This level
of engagement and immediate feedback is not possible with
static visualisations.

3 Methodology

This section describes the methodology employed in the re-
search study to fully understand the impact of interactive vi-
sualisation on student’s level of comprehension and motiva-
tion after completing an instructional material on ROC curve.
First, an experiment was designed, and participant selection
criteria were established. Then, two learning objectives were
defined, and instructional materials were developed accord-
ingly. Finally, a post-experiment survey was conducted to
assess the relationship between the type of visualisation used
and students’ understanding of the ROC curve.

3.1 Selection Criteria for Experiment

For this study, only undergraduate students were considered.
Specifically, the participants are first-year computer science



students enrolled at Delft University of Technology who did
not complete a machine learning related course where ROC
was taught. In addition, the students were asked in the survey
if they completed a course of machine learning and if they
had knowledge of ROC, and they were pre-tested on their
knowledge. By doing so, the comparison between static and
interactive visualisations can be correctly assessed.

Before taking part in the experiment, the students received
an informed consent document detailing the research’s objec-
tives and potential risks. They were informed of their right to
withdraw from the experiment at any time without any conse-
quences. Finally, the participants were fully briefed on their
involvement in the study [11].

3.2 Experimental Process

This subsection explores the steps taken to establish the good
coordination for the experiment. Specifically, the first part
describes the learning objectives desired for the experiment.
The second involves the creation of Jupyter Notebooks that
facilitate a deeper understanding of the topic through care-
fully structured content and visualisations.

3.2.1 Learning Objective Establishment

Before conducting the experiment, two digital notebooks ex-
plaining ROC curve analysis were prepared. Both notebooks
contain similar material on ROC, differing only in the type of
visualisation used. Additionally, the following two learning
objectives were established for the notebooks:

1. Define ROC curves and recall their purpose in evaluat-
ing classification algorithms. (Knowledge)

2. Interpret ROC curves by understanding how changes in
threshold values affect sensitivity and specificity. (Com-
prehension)

The learning objectives were realised using Bloom’s taxon-
omy [12] which is a powerful tool for enhancing educational
practices by promoting comprehensive learning. The objec-
tives represent the first two stages of the taxonomy, specifi-
cally the knowledge and comprehension levels.

3.2.2 Notebook Creation

The notebooks were hosted on a Jupyter Notebook, with the
material divided into multiple cells. Their creation adhered to
the guidelines provided by Project Jupyter [13], specifically
breaking down the content into smaller, manageable steps.
For instance, the notebooks included a few exercises aimed at
reinforcing the concepts presented.

Before introducing the notion of ROC curve, the notebooks
introduce other essential concepts that are necessary for the
understanding of the ROC curve. Firstly, the notebook starts
by describing what a binary classifier is and provides a small
example. Then, the classification outcomes such as true pos-
itive, false positive, true negative and false negative, are ex-
plained. Along with this, the notion of confusion matrix is
also presented. Then, the evaluation metrics such as sensitiv-
ity, specificity and accuracy are explained. Then, the concept
of ROC is introduced along with a comprehensive description
of the ROC space.

The notebooks contain mainly text explaining the material,
but it also consists of small instances of code. In order to
discover the solution to the exercises provided, the students
need to run certain cells. The code used in the notebooks
is written in Python and the interactive visualisations were
created with Matplotlib and Bokeh library.

The first plotting library was used for the first visualisation
found in Figure 6 in Appendix A. Before seeing the visual-
isation, the student was presented with plot of positive and
negative Covid instances based on temperature and oxygen
level. The visualisation lets the student interact with the po-
sition of the decision boundary in the plot and visualise how
the operating point is changing in the ROC curve.

The latter plotting library was chosen as it provides ele-
gant and concise construction of versatile graphics and af-
fords high-performance interactivity over large or streaming
datasets. It was used for the next interactive visualisation, as
depicted in Figure 1. In this case, the student could build their
own class distribution for positive and negative instances by
setting the mean and standard deviation of the distributions
or the number of instances generated. Additionally, the stu-
dent could interact with the decision threshold and see in real
time that the operating point is moving on the curve. Lastly,
the student can choose what plots to display, ranging from
ROC curve, and area under the curve (AUC) plot to accuracy
plot. Appendix A presents this visualisation in more detail in
Figure 7 and Figure 8.

N: 1190 Mean: 20 SD:3
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()

Class Distributions

ROC Curve

Count
8
True Positive Rate (Recall)

T T T T T T T T T T T
10 15 20 25 30 35 o 0.2 0.4 0.6 0.8

Model Prediction (arbitrary) False Positive Rate

Figure 1: Interactive visualisation available in the notebook. It
displays the class distributions for positive (orange) and negative
(black) instances. N represents the number of data points gener-
ated by the normal distributions. The classification thresholds (green
line) classifies the instance into positive and negative. The left side
of the threshold is classified as negative, whereas the right side as
positive. Mean is the mean of the distribution and SD is the standard
deviation of the distribution.

The notebooks are publicly available for both interactive
! and static visualisations 2, so any researcher could inspect
them. In this way, the research is reproducible, and sets an
important guide for anyone that is willing to continue the re-
search on this topic. Lastly, the code used for the second vi-
sualisation, as seen in Figure 1 is partially taken and modified
from another open-source project [14].

"https://github.com/SebiNechita/ROC _interactive
*https://github.com/SebiNechita/ROC _static


https://github.com/SebiNechita/ROC_interactive
https://github.com/SebiNechita/ROC_static

3.3 Survey Procedure

The objective of the survey was to identify any potential dif-
ferences in understanding of the ROC curve. The first part of
the survey included questions related to the material, while
the second part featured statements about the students’ mo-
tivation to learn the material. The content of the first part
aligned with the two learning objectives, presenting various
questions about ROC curve concepts. The first three ques-
tions, designed at the lowest level of Bloom’s taxonomy, as-
sessed whether students understood how the formulas for per-
formance metrics are derived. The remaining six questions
tested the next level in the taxonomy and were mainly taken
from university-level exams. Each question was worth one
point, and participants received a score based on their re-
sponses.

The survey was designed according to the Reduced In-
structional Material Motivation Survey (RIMMS) [15] model
to measure students’ motivation after completing the digital
notebooks. It included twelve statements focusing on the at-
tention, relevance, confidence, and satisfaction of the students
with the material. These four constructs represent the ARCS
model [16] which constitutes a method for improving the mo-
tivational appeal of instructional materials. The statements
utilized a 5-point Likert scale to assess student motivation.
The student’s responses are used to do quantitative analysis
by calculating the mean scores for all four constructs.

4 Experimental Setup

This section details the experimental setup used for compar-
ing the static and interactive visualisations. It includes the
experiment design, sample size determination and experiment
procedures.

4.1 Experiment Design

The research study uses a control-experimental group com-
parison design investigating the impact of interactive visual-
isation on the learning and comprehension of the concepts
behind the ROC curve analysis. The design involves identi-
fying independent and dependent variables. The independent
variable is the use of interactive visualisation tools versus tra-
ditional learning methods. The dependent variables are learn-
ing outcomes and comprehension levels, assessed through
the post-experiment survey and the students’ motivation af-
ter completing the material.

In accordance with Campbell and Stanley’s findings [17],
participants were randomly assigned to either the control or
experimental group. Additionally, pre-testing was employed
for both groups to assess their initial knowledge and exper-
tise, thereby minimizing potential biases. The questions used
for the pre-testing and post-testing can be found in Appendix
B.1.

4.2 Sample Size Determination

Before conducting the experiment, the sample size n of the
experiment was calculated using the Cohen formula as it
helps to determine the required sample size to detect an ef-
fect of a given size with a certain degree of confidence. The
formula is:

(Zay2 + Zs)°0”
2

In the formula mentioned above, the parameters were set
as follows: the significance level o = 0.5; the probability
of Type 1I error § = 0.2; Z values correspond to critical
values from the Standard Normal Distribution Z,,, = 1.96
and Zg = 0.84; the effect size d = 0.5. These parameters
would result in a sample size of approximately 64 partici-
pants. However, due to time constraints, it was decided that
only twenty students will participate in the experiment. The
number of participants was also influenced by the limitation
of having only first-year students who are enrolled in the com-
puter science undergraduate program. Future research should
strive for a larger number of students to increase the valid-
ity of the results. The participants were randomly assigned
to one of the notebooks, such that half of them were part of
the control group and the other half part of the experimental

group.

n=2

4.3 Experiment Setup

Each student was scheduled to participate individually in the
experiment in a quiet environment. The first part of the ex-
periment consisted of taking a pre-test of the knowledge. Af-
terwards, the participant had access to the notebook. There
was not a specific time limit for the participants to read and
understand the material provided to them. After the partici-
pants explored the content of the notebook, they were asked
to partake in the post-experiment survey. Both the control and
experiment group have access to the same content. However,
the experimental group used the notebook with the interactive
visualisations and the control group the one with the static vi-
sualisations.

5 Results

The findings that were discovered after the students finished
the survey are examined in this part. The degree of knowledge
the students have gained regarding the ROC curve is covered
in the first subsection. The following one talks about the im-
pact of the notebook visualisations on students’ motivation.

5.1 Comprehension of the ROC curve

The experimental results from the interactive and static visu-
alisations were analysed to detect if there exists a difference
between the effect the two types of visualisation have on the
comprehension of ROC curve concepts. The analysis of pre-
test and post-test scores reveals a significant improvement in
participant understanding across both visualisations.

The pre-test numbers are low for both the static and inter-
active visualisations because the participants were first-year
undergraduate students who were not familiar with the ROC
curve. In this way, it is tested if the participants did not
have any previous knowledge of the subject. However, the
post-tests demonstrate a greater understanding of the ROC
curve concepts. This increase is statistically validated by a
low p-values for both groups (e.g., the p-values are below
0.001). Figure 2 shows the results obtained by the control
group which had access to the static visualisations, whereas



figure 3 shows the results obtained by the experiment group
which had access to interactive ones. The mean for the ex-
perimental group is 6.4 points from 9 possible points and the
standard deviation is 1.77. The mean for the control group is
5.7 points and the standard deviation is 1.49.

Box Plot of Pre-Test and Post-Test Scores (Static Paired Bar Chart of Pre-Test and Post-Test Scores (Static
g
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Figure 2: Pre- and Post-test scores for Static Visualisations. The left
plot shows the means for the pre- and post-test scores. The right plot
shows what scores each participant received in the post-test for the
static visualisations
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Figure 3: Pre- and Post-test scores for Interactive Visualisations.
The left plot shows the means for the pre- and post-test scores. The
right plot shows what scores each participant received in the post-
test for the interactive visualisations

In order to correctly compare the knowledge gain for the
two groups, the normalised gain was calculated for both
groups using this formula:

. . Post-test score — Pre-test score
Normalised Gain =

Max Score — Pre-test Score

For a better understanding of the results, the research uses
statistical test such as t-test on the normalised gain for both
groups. Firstly, the Shapiro-Wilk test is employed to verify
the normality of the data. The comparison between the nor-
malised scores of the groups could be visualised in figure 4.
Then, t-test was used to verify if there is a statistically signif-
icant difference in the post-test scores. The obtained p-value
from the t-test is 0.403. However, for a result to be con-
sidered statistically significant, the p-value should be below
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Figure 4: Comparison for the normalised score obtained for each
question between control (static visualisations) and experimental
(interactive visualisations) group

0.05. This means that there is not statistically significant dif-
ference in the understanding of ROC curve analysis between
the two groups.

5.2 Student’s motivation after completing the
notebook

The ARCS model is used to evaluate and enhance motiva-
tional design in instructional materials. Using the Reduced
Instructional Materials Motivation Survey (RIMMS), data
was gathered on 12 statements categorized into the four di-
mensions of the ARCS model. For each statement, which
can be found in Appendix B, the participants were asked
to rate it with the help of 5-Likert scale. For every of the
five options, some points were attributed. (e.g., “Not true”
= 1 points, “Slightly true” = 2 point, “Moderately true” = 3
points, “Mostly true” = 4 points, “Very true” = 5 points). Af-
ter the points were attributed, the attention, retention, confi-
dence, satisfaction and the overall motivation was calculated
for both groups. Figure 5 displays the results by the use of
box plots.

In this analysis, the Mann-Whitney U test was employed
for all comparisons due to the non-normal distribution of
at least one group in each dataset. The results indicate a
statistically significant difference in overall motivation be-
tween the interactive and static groups (Statistic=6166.5, p-
value=0.0397). However, when examining the individual
components of motivation, no significant differences were
found: attention (Statistic=420.0, p-value=0.6367), reten-
tion (Statistic=367.5, p-value=0.1897), confidence (Statis-
tic=392.5, p-value=0.3652), and satisfaction (Statistic=363.0,
p-value=0.1738) all showed p-values greater than 0.05. These
results suggest that while the aggregated motivation scores
differ significantly between the groups, the individual con-
structs of attention, retention, confidence, and satisfaction do
not exhibit significant differences on their own. This discrep-
ancy highlights the potential impact of aggregation in detect-
ing overall motivational differences that may not be apparent
when examining the constructs separately.




Comparison of Constructs: Interactive vs Static Visualizations
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Figure 5: Box and Whiskers plots comparing static and interactive
visualisations in terms of student’s motivation. The first aspect is
measured is the motivation as a whole, whereas the other four rep-
resent the four specific constructs needed to measure motivation: at-
tention, retention, confidence and satisfaction

6 Responsible Research

This section illustrates the practices employed during the
study to maintain and safeguard the integrity of the research.
The first part of the section concerns the data collection and
methods that ensure the safety of the private data. The second
part reflects on the reproducibility of the study.

6.1 Data collection

The research study adheres to the Netherlands Code of Con-
duct for Research Integrity, ensuring the protection and pri-
vacy of participants’ data through multiple measures. Each
participant was informed about the study’s goals and risks
through an Informed Consent document. The experiment has
undergone a review by the Human Research Ethics Commit-
tee, which included a risk assessment detailing potential haz-
ards and their mitigation strategies, as well as a data man-
agement plan describing the secure processing and storage of
data to ensure reproducibility.

6.2 Reproducibility

The research was designed with reproducibility as a key focus
throughout its duration. Both the experiment and the surveys
are fully replicable, with detailed explanations provided in the
methodology section. The code for the notebooks is publicly
available and anyone can access and interact with the visuali-
sation. Thorough descriptions of the survey methods, experi-
mental setup, and data collection procedures were included to
enable other researchers to replicate the study. These details
cover the specific survey questions, the data collection time-
line, and the statistical methods used in data analysis. Ap-
pendix B contains the questions and statements used in the
survey.

7 Discussion

The results indicated that both interactive and static visuali-
sations improved students’ understanding of ROC curve con-

cepts. However, the observed mean score for the experimen-
tal group, which used interactive visualisations, was higher
than that of the control group. This suggests that interactive
visualisations may offer additional benefits over static visual-
isations, even though the difference was not statistically sig-
nificant.

The lack of statistical significance might be attributed to
the small sample size, which reduces the power to detect
subtle differences. The small number of participants could
be attributed to short duration of the research and the deci-
sion of having only first-year students for Delft University
of Technology. While this decision ensured that the par-
ticipants would have the necessary knowledge to handle a
Jupyter Notebook and understand the necessary mathemat-
ics for ROC curve, it greatly limited the size of the groups.
Nonetheless, the higher mean score and positive feedback
from students in the experimental group suggest that interac-
tive visualisations could enhance comprehension, consistent
with the principles of active learning.

The results from the motivational aspect of the study
yielded a surprising outcome: static visualisations outper-
formed interactive ones in terms of student motivation.
Across all four constructs measured, the control groups
scored higher than the experimental group. However, both
groups showed a high level of motivation, suggesting that
the type of visualisation may not significantly impact stu-
dent motivation. It is important to note that the students were
tested on only two learning objectives, corresponding to the
two lower levels of Bloom’s taxonomy, and more complex
tasks at higher taxonomy levels were excluded. This exclu-
sion aimed to make the notebooks quicker to complete and
to reduce cognitive load, resulting in the absence of exercises
involving ROC curve coding. Further research is necessary
to understand the impact of interactive visualisations on stu-
dent motivation when engaging with instructional materials
that include more complex learning objectives.

8 Conclusions and Future Work

The research study is addressing the effectiveness of inter-
active and static visualisation on the understanding of the
receiver operating characteristics (ROC) curve, as well on
the student motivation after completing instructional mate-
rial with the visualisations. The study involves a comparative
experiment between the two types of visualisation.

The results indicated a general improvement in understand-
ing ROC curves across both groups—those exposed to in-
teractive visualisations and those exposed to static visuali-
sations. Both groups demonstrated a significant increase in
post-test scores compared to their pre-test scores, indicating
that the teaching materials were effective overall. However,
the difference between the two groups was not statistically
significant, as evidenced by the p-value of 0.403, which is
above the 0.05 threshold for statistical significance. Addi-
tionally, the research also compares the student’s motivation
after completing the notebooks, but the interactive visualisa-
tions did not provide better results.

Despite the lack of a statistically significant difference be-
tween the groups, the higher mean score observed in the ex-



perimental group suggests a potential benefit of interactive
visualisations. These findings are consistent with previous
research indicating the positive impact of interactive learning
methods on student performance in STEM disciplines. The
interactive visualisations allowed students to manipulate de-
cision thresholds and observe real-time changes in the ROC
curve, potentially offering a more intuitive grasp of the con-
cepts.

This study contributes to the limited research on teaching
ROC curve analysis within undergraduate machine learning
courses. By developing and evaluating interactive visuali-
sation tools, this research provides a framework that other
educators can replicate and build upon. The visualisations
provides the opportunity of adjusting the decision thresholds,
making it easy to test different scenarios. The notebooks
created for this study, which are publicly available, offer a
valuable resource for enhancing receiver operating character-
istics curve education. Both notebooks are accessible to stu-
dents enrolled in computer science undergraduate programs
and could be used as resource in introductory machine learn-
ing courses.

The study’s sample size was relatively small, with only
twenty participants, which has impacted the ability to de-
tect statistically significant differences. There were several
factors that affected the sample size. Firstly, it has taken
each participant about thirty minutes to finish their notebooks.
First-year students were less inclined to participate in the ex-
periment as a result. Secondly, the experiments were not scal-
able, so each student participated at a different time sched-
ule. Lastly, the factor which represents the biggest limita-
tion is that participants had to be first-year computer science
students. However, the decision to solely consider first-year
students ensured that the participants had the necessary math-
ematical expertise to understand the instructional content and
that they did not complete the machine learning course of-
fered in the second year of bachelor. Future research should
consider larger sample sizes and diverse student populations
to validate these findings further. Additionally, exploring in-
teractive visualisation tools for other machine learning con-
cepts could enhance the quality of the education in the field
and this study shows this potential.

To overcome the limitations mentioned above, more learn-
ing objectives should be considered for guiding the material.
For instance, the other levels of Bloom’s taxonomy should be
included to further inspect the differences between the types
of visualisations used in the notebooks. This could include
programming exercises or analysing various ROC curves. Fu-
ture work could also investigate the impact of visualisations
when ROC curves are used for specific binary classifiers such
as support vector machines or neural networks, but this re-
quires the participants to have a good understanding of ma-
chine learning principles. Lastly, future research could repli-
cate the experiment for complex concepts such as the multi-
class ROC curve.

In conclusion, this study emphasises the potential of in-
teractive visualisations to enhance the learning experience in
machine learning education. While the difference in compre-
hension between interactive and static visualisations was not
statistically significant for the conducted experiment, the ob-

served trends warrant further investigation. Interactive teach-
ing methods, when carefully designed, hold promise for mak-
ing complex concepts like ROC analysis more accessible and
engaging for students. This demonstrates that interactivity is
a useful tool for machine learning education.
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A The Jupyter Notebook
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Figure 6: First interactive visualisation present in the notebook. The left plot shows data points, representing patients being tested for Covid,
which are of two types: positive and negative. The y-axis represents the oxygen level of a patient and the the x-axis is the body temperature.
The dotted line represents the decision boundary and is used to determine the operating point in the ROC graph displayed in the right plot.
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Figure 7: Second interactive visualisation present in the notebooks along with the corresponding confusing matrix. The leftmost plot depicts
two class distributions, the black one being the negative instances whereas the orange one being the positive instances. The classification
thresholds (green line) classifies the instance into positive and negative. The left side of the threshold is classified as negative, whereas the
right side as positive. The next plot depicts the ROC graph for the corresponding class distributions. The rightmost shows the confusing
matrix with the y-axis representing the actual values and x-axis being the predicted values.
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Figure 8: Second interactive visualisation present in the notebooks along with two plots representing the corresponding area under the curve
and accuracy. The leftmost plot depicts two class distributions, the black one being the negative instances whereas the orange one being the
positive instances. The classification thresholds (green line) classifies the instance into positive and negative. The left side of the threshold is
classified as negative, whereas the right side as positive. The next plot depicts the ROC graph for the corresponding class distributions.

B Post-Experiment Survey

B.1 Theory Questions
1. Can you express the sensitivity of a classifier as an expression of TP, FP, TN, FN?
2. Can you express the specificity of a classifier as an expression of TP, FP, TN, FN?
3. Can you express the accuracy of a classifier as an expression of TP, FP, TN, FN?
4. What do TPR and FPR mean?

* TPR is the number of correct responses. FPR is the number of incorrect responses.

* TPR is the proportion of answers that were provided correctly as ’true’. FPR is the proportion of answers that were
provided incorrectly as ’true’.

* TPR is the proportion of answers that were provided correctly as ’true’. FPR is the proportion of answers that were
provided incorrectly as *false’.

* I don’t know!
5. What are on the x and y axes in an ROC plot?

o x-axis: FP rate, y-axis: TP rate
 x-axis: Number of FPs, y-axis: Number of TPs
» x-axis: Number of TPs, y-axis: Number of FPs

e I don’t know!
6. What does area under the curve for an ROC plot tell us?

* How well the model works at its optimum decision threshold
* Which is the optimum decision threshold?
* It gives a summary of how well a model works across a variety of thresholds.

e I don’t know!



7. The imagine illustrates an ROC curve plot, the AUC and the accuracy for a particular threshold. Which of the following
statements are correct?

» There are significantly more positive instances than negative instances and they are all classified as negative.
» There are significantly more negative instances than positive instances and they are all classified as negative.
* There are significantly more positive instances than negative instances and they are all classified as positive.
» There are significantly more negative instances than positive instances and they are all classified as positive.

¢ I don’t know!

8. Given a decision function g(x) for a binary classifier, consider the example of an ROC curve as given in the figure. When
we increase the threshold used for the classifier, what typically happens to the sensitivity (true positive rate) and specificity
(true negative rate) of the classifier?

 The sensitivity will increase, the specificity will decrease.
» The sensitivity will decrease, the specificity will increase.
* Both will increase.
* Both will decrease.

e I don’t know!
9. What is the AUC?

B.2 Motivation Section

These are the statements used in the motivation side of the survey. At the end of each statement, it is mention the construct
measured by the statement.

1. As I worked on this lesson, I was confident that I could learn the content. (Confidence)

It is clear to me how the content of this material is related to things I already know. (Retention)

The way the information is arranged on the pages helped keep my attention. (Attention)

I enjoyed this lesson so much that I would like to know more about this topic. (Satisfaction)

I really enjoyed studying this lesson. (Satisfaction)

The good organization of the content helped me be confident that I would learn this material. (Confidence)
After working on this lesson for a while, I was confident that I would be able to pass a test on it. (Confidence)

The content and style of writing in this lesson convey the impression that its content is worth knowing. (Retention)

e A o

The quality of the writing helped to hold my attention. (Attention)

,_
e

The content of this lesson will be useful to me. (Retention)

—_
[

. The variety of reading passages, exercises, illustrations, etc., helped keep my attention on the lesson. (Attention)

—_
N

It was a pleasure to work on such a well-designed lesson. (Satisfaction)
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