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Abstract
Professionals working in both the physical and cybersecurity domain need to assess 
and evaluate security risks. As information on risks in general and security risks in 
particular is often imperfect and intractable, these professionals are facing a chal-
lenge in judging both likelihood and consequences, but how much do their existing 
psychological biases play a role in these judgments? In this paper, we present new 
empirical evidence on the perception of the information position and confidence lev-
els of security professionals, the influence of detailed information and the conjunc-
tion fallacy, and the level of noise in security assessments. This paper adds to the 
literature by examining, for the first time, risk assessments by professionals in real-
istic, real life, security cases. The results show clear indications for overconfidence, 
comparative ignorance, influence of the conjunction fallacy, and influence of indi-
vidual experience on security decision making in the professional security domain. 
The observed phenomena might have far reaching effects on security risk manage-
ment in organizations and society.
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Introduction

The security risk field is dealing with malicious, and therefore, man-made, risks. 
These risks vary from physical security risks like intrusions, theft, holdups all the 
way to cyber security risks like hacking attempts, ransomware attacks, and IP theft. 
Nowadays these two domains converge as physical and cyber attacks and threats col-
lide into hybrid threats. To manage these risks, both governments and organizations 
have introduced security management processes and security staff to assess, evalu-
ate, and manage security risks (ANSI/ASIS 2012; ASIS_International 2015). Secu-
rity staff, further referred to as security professionals, are educated and trained to 
perform these tasks. They need to decide, on a daily basis, which risks to take into 
account, decide how to evaluate them and which security controls to implement.

These decisions are not easy though. In the case of future events originating from 
complex interactions between multiple independent human agents, occurrence fre-
quency or probability data are often lacking. The assessment of the uncertainty of 
security risks, therefore, is often based on expert judgment rather than based on evi-
dence or objective data (Möller 2012; Talbot and Jakeman 2011).

As part of their role security professionals are expected to address this uncer-
tainty and form a predictive judgment. Their judgment is often the primary input 
for risk decisions and allocation of resources (Alruwaii and Brooks 2008). At the 
same time, human decision making has proven to be not only based on reasoning 
but is prone to mental short cuts or heuristics, and biases which are defined as sys-
tematic deviations from reasoning (Gigerenzer and Selten 2002; Kahneman 2012; 
Simon 1982; Slovic 2000; Tversky and Kahneman 1975). As the security of society 
and organizations is thus heavily depending on the individual, subjective judgment 
of security professionals, understanding their decisions based on their assessments, 
is paramount to understand security risk management.

In this paper, we present the results of a study in which we ask security profes-
sionals to indicate their information position (the level of availability of precise 
information and/or evidence) when assessing security risks, and to estimate the 
likelihood of realistic security events for which we vary the descriptions to explore 
the influence of more or less information. These experiments are based on the con-
junction fallacy, predicting that likelihood estimates increase when case descriptions 
have more specific information, whereas they should actually decrease. Beside the 
corresponding bias in security risk judgments, the predictive judgments of the indi-
vidual security professionals might show noise, i.e., a between-subject variance in 
likelihood estimates within a single condition, where one would hope that different 
experts give similar judgments instead.

This empirical study will answer the following questions:

• Do security professionals usually have exact information on security risks,
• Are they usually confident about their predictive judgments,
• Would more information grow their confidence,
• Is their judgment of likelihood depending on more or less information,
• Do security likelihood judgments vary under influence of the conjunction fallacy.
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The influence of individual expertise of these questions is analyzed. As the future 
cannot be certain by nature, professionals might be expected to ‘know that they can-
not possibly know’ (known unknowns). Based on this the confidence of security 
professionals in their predictive judgments can be expected to be limited.

In the next section the theory on security risks, predictive judgments, expert 
judgment, bias, and noise are briefly discussed. In the section research method the 
experiments and survey setup are detailed followed by a section in which the results 
are analyzed. The paper ends with a discussion section and conclusions.

Theory and background

Security teams are tasked to manage security risks to keep them at an acceptable 
level. The individuals responsible for managing and accessing security risks, in this 
study referred to as security professionals, often, if not always, apply a risk manage-
ment process of some sort to structure their assessment.

Risks are defined as the effect of uncertainty on objectives (ISO 2018). In this 
definition an effect is understood as a deviation, positive or negative, from the 
expected, often referred to as consequences. The uncertainty of risks is usually 
referred in terms of their likelihood. “Uncertainty is the state, even partial, of defi-
ciency of information related to, understanding or knowledge of, an event, its con-
sequence, or likelihood” (ISO 2019, p. 6). The understanding and judgment of a 
risk are, thus, related to the availability of information about it. As Hansson states: 
‘Knowledge about a risk is knowledge about the unknown’ (Hansson 2012, p. 34).

Various risk management processes consist of subsequent process stages: estab-
lishing the context, risk identification, risk analysis, risk evaluation and risk treat-
ment (ANSI/ASIS/RIMS 2015; Information_Security_Forum 2018; ISO 2018; ISO/
IEC 2011). They also stipulate feed-back loops to establish an on-going, recurring 
process. As explained in the introduction, this is inherently a decision-making activ-
ity, involving decisions on how to evaluate and treat the risks.

Entering the domain of decision making opens up centuries of research, debate, 
and established theories and practices. Individual decision making is studied ever 
since the ancient Greek philosophers. As Aristotle stated: the origin of action is 
choice, and that of choice is desire and reasoning … good action and its opposite 
cannot exist without a combination of intellect and character’ (Allingham 2002). 
During the last half century renown scholars have unraveled human decision mak-
ing and especially the cognitive processes guiding them (Baron 2004; Carbone et al. 
2017; Slovic 2010).

So far, however, little scientific studies are conducted exploring individual deci-
sion making by security professionals in their daily praxis of security risk decision 
making. These professionals play a decisive or advisory role in security risk treat-
ment; hence, they are determining or at least influencing the security in organiza-
tions and society. Understanding their individual preferences and priorities, and the 
role of information and uncertainty, is of vital importance to understand their secu-
rity risk judgment.
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Judgment of the uncertainty component of risks is related to the deficiency, or 
in other words availability, of information of an event. Intractable uncertainty is 
the result of a lack of information than cannot possibly be known (Kahneman et al. 
2021). Even with unlimited resources and/or time this information cannot possibly 
be learned. On the other hand there is imperfect information, information that could 
be known but is not. Risk decision makers can decide to retrieve more information 
and enhance their imperfect information position. Often decision makers should or 
could know that the information they need to decide on is imperfect or even intracta-
ble. Many decision makers, however, seem to ignore their lack of information. This 
attitude is referred to as objective ignorance (Kahneman et al. 2021). The obvious 
fact that the future is hard or even impossible to predict is often ignored by decision 
makers (Jain et al. 2013). This attitude of ignorance allows decision makers to have 
confidence in their decision making, and they mistake their confidence for predictive 
validity (Kahneman et al. 2021).

In the security domain, both intractability and imperfect information contribute 
to a lack of risk information and a situation of ambiguity, a situation in which like-
lihoods either do not exist or are not known (Carbone et al. 2017). It is, therefore, 
often supplemented or even replaced by subjective expert judgment (Möller 2012).

Expert judgment is considered a degree of belief, based on tacit knowledge and 
expertise (Cooke 1991). Subjective interpretation, further referred to as judgment, 
forms the primary input for security risk assessments and risk management pro-
cesses. Individual judgment is based on the available information, tacit knowledge 
and ‘hard-to-measure’ expertise. As this judgment is meant to assess risks, which 
are possible future events, it is referred to as predictive judgment. The outcome of 
some of these predictive judgments might become clear in the (near) future and 
in this cases these judgments can be verified. Examples of these are weather fore-
casts or predictions on elections. If the predictive judgments involve probabilistic 
predictions they are often, if not always, non-verifiable (Kahneman et al. 2021). If 
for example the predictive probabilistic judgment of a risk materializing is 15%, 
whether or not this particular risk materializes does not allow to verify the judg-
ment. The probability judgment of 15% means this risk materializes 15% of the 
times in similar circumstances. This prediction of 15% will be valid whether or not 
this risk materializes. Only after a substantial amount of time and ‘similar circum-
stances,’ it might become clear if 15% of the time in similar circumstances is a valid 
predictive judgment. Due to characteristics of security risks and their large variety 
of modus operandi, the similarity of circumstances is questionable and thus predic-
tions for security risks can be regarded as non-verifiable by nature.

The huge body of knowledge on judgment and decision making under risk has 
identified numerous flaws in individual assessments and judgment. Beside biases, 
which are defined as systematic deviation, human judgment is susceptible to noise 
(see Fig. 1). Previous work by the authors concluded that security professionals are 
vulnerable to decision biases to the same extent as lay people (de Wit et al. 2021). 
Noise, or precision, is the unwanted variability in professional individual judg-
ments. When confronted with the exact same context and information individuals, 
even trained professionals, can reach different conclusions, often even very different 
based on personal characteristics (Andersson et al. 2020). Noise or system noise can 
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be differentiated in between subjects noise: level noise, and within subjects noise: 
pattern noise and occasional noise (Kahneman et  al. 2021). Level noise is a cat-
egorial, systematic, difference between individuals. Based on personal beliefs, con-
victions or opinion the judgment of one individual can systematically differentiate 
from the judgment of another individual (Andersson et al. 2020). A security profes-
sional can for example be more risk averse in general than another and based on that 
reach other judgments. Pattern noise is an individual, case by case, variation of an 
individual. Some specific aspects of security risks can evoke a stronger response by 
a security professional for example because of previous experiences (Dumm et al. 
2020). So the judgment of an individual professional on average might show high 
risk tolerance except for, for example, holdups where this individual can be very risk 
averse due to a personal experience. Finally there is substantial evidence that noise 
is influenced by the occasion. The time of day, the weather, mood etc. influences 
judgment of individuals.

The influence of the phenomena bias and noise on human judgment has led many 
scholars to question the viability of such uncertainty assessments. Still in many 
domains, like security, there are no alternatives or objective procedures available 
(Hansson 2012; Möller 2012; Tversky and Kahneman 2004). Therefore, predictive, 
intuitive judgments of uncertainty play an essential role in these decisions (Charness 
et al. 2020; Kuhn and Sniezek 1996; Tversky and Koehler 1994).

In this study for the first time, to the best of our knowledge, security risk assess-
ments by security professionals are analyzed to explore the influence of information 
on bias and noise. The respondents in this study are confronted with case descrip-
tions of realistic security risk assessments and are asked to assess the level of likeli-
hood of each case. By randomly varying the presented information between groups 
of subjects variations of the likelihood assessments can be observed. These varia-
tions might be caused by both biases (accuracy) and noise (precision). Comparing 
the average group assessments shows possible biases (between group comparison) 
while the within group analysis shows possible noise.

A convenience sample of practitioners form both the security and cybersecurity 
domain are confronted with realistic security cases with a varying level of infor-
mation to explore the influence of more or less detailed information on individual 

Fig. 1  Target shooting as metaphor explaining bias (accuracy) and noise (precision), reprinted with per-
mission from “Noise: How to Overcome the High, Hidden Cost of Inconsistent Decision Making” by 
Daniel Kahneman, Andrew M. Rosenfield, Linnea Gandhi, Tom Blaser. Harvard Business Review, Octo-
ber 2016. Copyright 2026 by Harvard Business Publishing; all rights reserved
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likelihood assessments. These experiments relate to the renowned conjunction fal-
lacy. This fallacy identifies a phenomenon that shows that more detailed information 
of a situation leads humans to perceive an event as more likely. Logic reasoning, 
however, would lead to the exact opposite conclusion. Various other scholars have 
identified very consistent behavior influenced by the conjunction fallacy (Bonini 
et al. 2004; Fantino et al. 1997; Fiedler 1988; Gigerenzer 1991; Hertwig and Gig-
erenzer 1999; Ludwin-Peery et al. 2020; Stolarz-Fantino et al. 2003; Tentori et al. 
2004; Tentori and Crupi 2012; Tversky and Kahneman 1983).

Many of these studies, however, are based on hypothetical situations in labora-
tory settings which do not seem to explain real-life behavior (Charness et al. 2020). 
These studies often involve lay people as respondents who might not be representa-
tive for real-life decision makers as risk taking is domain specific (Charness et al. 
2020). Our study, on the other hand, investigates judgments of security practitioners 
on realistic, real-life, cases. The experiments in this study compare between sub-
jects judgments based on different sets of information. The conjunction fallacy is 
very suitable to explore the systematic deviation caused by more or less detailed 
information.

In this study several phenomena regarding information, judgment and confidence 
are explored in the professional security domain. First professionals working in 
the security domain are questioned about their information position when assess-
ing likelihood and consequences of security risks in real life. As risks are uncer-
tain by nature and especially on risks in the security domain information is often 
limited or lacking, it is expected that security professionals will acknowledge this. 
Second: based on this expected meager information position it is hypothesized that 
security professionals might show modest confidence in their assessments. Third: 
more experience, training, and education, thus, building individual expertise, on 
the other hand, is expected to raise and individuals confidence level. Fourth: the 
possible differences in individual likelihood assessments (noise) are inquired. It is 
hypothesized that professionals with comparable expertise will reach comparable 
likelihood assessments in identical case studies. Finally it is expected that varying 
detailed security case information, by applying the conjunction fallacy, will influ-
ence likelihood assessments of security professionals.

Research method

For this study an online survey is set up with Qualtrics survey software. We will 
investigate both the physical security as well as the cyber security domains. How-
ever, related, the physical and cybersecurity domain differ in risk and threat context. 
The surveys for the two domains are kept identical except for the case descriptions 
of the two cases as will be detailed below.

The survey starts with questions on the information position of the security pro-
fessionals in real life on both likelihood and consequence, the two main components 
of a risk assessment. They are asked how often they:

• Know the likelihood exactly,
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• Do not know the likelihood exactly but have quantified information,
• Do not know the likelihood exactly but can estimate the likelihood,
• Do not know the likelihood exactly and cannot estimate it.

The respondents can answer these questions using a five point Likert scale: always, 
most of the time, about half of the time, sometimes, never. These four questions 
are repeated for the consequences. The results of these questions indicate the real-
life information position of the security professionals in this study and might con-
firm the position of many scholars that in (security) risk assessments often accurate 
information is lacking.

These questions are followed by questions about the confidence the respondents 
feel about their assessments for both likelihood and consequence. A third question 
asks if the respondents would feel more confident if they would have more informa-
tion about security risks. The respondents can answer these questions using a similar 
five point Likert scale: always, most of the time, about half of the time, sometimes, 
never.

Note that the order of these questions forces the respondents to evaluate their 
information level and get aware of their (lack of) information first. The questions on 
their confidence level are answered, thus, in full awareness of their available infor-
mation. Combined the information and confidence questions indicate the level of 
objective ignorance (knowing/being aware information is lacking and still have con-
fidence in your judgment).

The core of the survey consists of three cases testing the conjunction fallacy. Two 
of these cases consist of a case description followed by a question asking for a likeli-
hood judgment (Cases 1 and 2). The third case is a replication of the original prob-
lem statement as used by Kahneman and Tversky. The context is reformulated to fit 
the security domain. As this reformulated problem shows the conjunction fallacy in 
plain sight, logic reasoning or recognition of the fallacy might influence the assess-
ment of the respondents in the other two cases. Therefore, the reformulated problem 
is presented to the respondents as the third and final case study.

The reformulated problem consists of a short case description followed by a 
choice between two options. The respondents are asked to indicate which option 
they consider more likely. The first option has a general and short formulation. The 
second one is identical to the first option but is extended with more detailed infor-
mation. Showing the two answers at the same time, in other words showing the 
conjunction rule, should or could guide the respondents to choose the shorter, more 
general, option. The second, more detailed, option, obviously is a sub-set of the first 
and should, therefore, be considered less likely.

The reformulated problem is kept identical for both the physical and cybersecu-
rity community:

Case introduction:

Your organization is a large, international, pharmaceutical corporation based 
in the EU. Your R&D department has focused the last months on research in 
developing a COVID-19 vaccine. This department made considerable progress 
and is considered to be one of the global front runners and ahead of other 
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research institutes. Last week you discovered a serious attempt to steal infor-
mation.

What is more likely:

• This attack is launched by an organized crime organization.
• This attack is launched by an organized crime organization targeting IP 

(Intellectual Property) related to COVID-19 research.

Note: this case is developed and presented to the respondents before in the real 
world COVID-19 vaccines were available. At the time the surveys were conducted 
in both the physical and cybersecurity domain several pharmaceutical corporations 
around the world were in the race of developing vaccines and there were indications 
(in the press) of attempts of IP theft at these kind of corporations. This case descrip-
tion can, therefore, be considered realistic.

Cases 1 and 2 are based on the same approach as the reformulated problem; 
however, in these two cases, the respondents are asked to estimate the likelihood 
of the case. Of each case there are two versions, a short and an extended version 
where three additional information elements are added. The respondents are auto-
matically and randomly assigned to either the short or the extended version in a way 
that each respondent is offered one short version of an case and an extended ver-
sion of the other. About half of the respondents first assessed the short version of 
Case 1 followed by the extended version of case 2 (group A). The other part of the 
respondents first assessed the extended version of case 1 followed by the short ver-
sion of case 2 (group B). The likelihood estimation can be answered via a slider on a 
scale which offers the respondents both a probability scale (0–100%) and a qualita-
tive likelihood scale (very unlikely, unlikely, likely, very likely). In Fig. 2 the short 

Fig. 2  Examples of the extended (top) and short (bottom) version of the security case experiment for the 
physical security domain showing the slider with the double scale
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and extended version of the same case are shown including the slider scale. After 
each case the respondents are asked to rate the importance of each information ele-
ment for their likelihood assessment using a three point Likert scale (very important, 
important, not important). These two cases do not show or refer to the conjunction 
fallacy in any way. The respondents have no indication that they are offered a short 
or extended version.

To fit the two cases to the two domains, physical and cybersecurity, the descrip-
tion is adjusted to reflect domain specific realistic and recognizable cases. Case 1 
is almost identical to the already discussed reformulated Problem (Case 3). The 
description of case 2 is made more specific for each domain. All case descriptions 
are based on real-life incidents or threats that were available in public sources (often 
in the press) at the time of conducting the surveys. Thus, they can be considered 
realistic. The structure of the cases and the number of additional detailed informa-
tion aspects is identical for both domains. Table 1 shows all the case descriptions.

Finally the respondents are asked to express their expertise in a number of ques-
tions about individual characteristics. They are asked to indicate their age, num-
ber of years professional experience and number of years security experience. The 
current function of the respondents is asked including the number of years in this 
position. Finally they are asked to indicate their general education level (associate 
degree, bachelor degree or Master degree/PhD) and if any specific security trainings 
are completed. These individual characteristics may influence the individual assess-
ments of the respondents.

The explorative results are retrieved via this online survey conducted between 
September 2020 and February 2021. Participation in the survey is promoted in both 
the IT and physical security professional community. It is promoted via LinkedIn 
and Twitter, both in general and in special interest groups like Security manage-
ment, ASIS Europe and ASIS International, Dutch cybersecurity platform. Second, 
a direct email campaign is launched targeting the existing professional network of 
the researchers. Third, the survey is promoted via the Information Security Forum 
world conference: Digital 2020 (cybersecurity domain) and ASIS Europe 2021 con-
ference (physical security domain). The sample of respondents (N = 166) is regarded 
a convenience sample.

Results and analysis

The results on the information position of the professionals are presented in Table 2. 
The security professionals indicate that, on average, about half the time they know 
the likelihood and consequences exactly. The respondents also indicate that they, on 
average, only sometimes, cannot estimate likelihood and consequences. One in four 
even indicates that they can always estimate likelihood and consequences, based on 
their experience and knowledge, even when they indicate they know they do not 
have accurate information.

Overall they claim to be confident about their judgment of likelihood and conse-
quences most of the time (see Table 3).
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Individual characteristics might influence confidence. The respondents are asked 
to indicate their age, number of years professional experience, number of years 
security experience, the number of years in their current position, their general edu-
cation level (associate degree, bachelor degree or Master degree/PhD) and if any 
specific security trainings are completed. To reduce this number of characteristics 
and explore their structure and influence all six items were subjected to an explora-
tory factor analysis with oblique rotation. The Kaiser–Meyer–Olkin measure veri-
fied the sampling adequacy for the analysis, KMO = 0.741, Bartlett’s test of spheric-
ity v2 (15) = 302.18, p < 0.005, indicating that correlation structure is adequate for 
factor analyses.

Factor 1, reflecting experience, is comprised of four characteristics (age, number 
of years professional experience, number of years security experience, the number 
of years in their current position) that explain 44.4% of the common variance from 
all variables with factor loadings of 0.647 to 0.894. Factor 2 reflects specific security 
trainings and is comprised of one characteristic explaining 17.2% of the variance 
with a factor loading of 0.840. The final factor, reflecting education level, explains 
16.6% of the variance with a factor loading of 0.840. All three factors have Kaiser’s 
criterion of eigenvalues equal or greater than 1 and are sufficiently orthogonal to 
each other.

To assess the relationship between these factors and the confidence level of the 
respondents a Spearman’s rank correlation is computed between the three factors 
and the three questions of Table 3.

Factor 1, experience, shows a negative correlation with the likelihood confidence 
level, r(164) = −  0.158, p = 0.043. This factor also shows a negative correlation 
with the consequence confidence level, r(164) = − 185, p = 0.017. Finally this fac-
tor shows a positive correlation with the confidence vs need for information level, 
r(164) = 0.229, p = 0.003. These results show that more experience significantly 
raises the number of occasions in which the respondents have confidence in their 
own assessments of likelihood and consequences. More experience, on the other 
hand, significantly reduces the number of occasions in which the respondents would 
require more information to be more confident.

No significant correlations are discovered between security specific trainings, fac-
tor 2, and confidence levels. These results indicate that completing security specific 
trainings do not influence the level of confidence of the respondents in their own 
assessments.

The third and final factor, education level shows a significant positive correlation 
with the likelihood confidence level, r(164) = 0.179, p = 0.021, and the consequence 
confidence level, r(164) = 0.239, p = 0.002. No significant correlation is noted 
between factor 3 and the confidence vs need for information level. A higher educa-
tion level, thus, leads the respondents to less occasions in which they are confident 
about their assessments of likelihood and consequences.

Table 4 shows the combined results of the first knowledge question as it asked 
for the most exact information (Table  2) and the confidence questions. A norma-
tive assumption might be that respondents that indicate to have exact information 
can be expected to be confident about their assessments and the opposite. Following 
this assumption the diagonal from the upper left corner (always exact knowledge 
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and always confident) to the lower right corner (never exact knowledge and never 
confident) show the respondents which seem to align their knowledge and confi-
dence. As stated in the introduction exact knowledge on future events is considered 
intractable knowledge. The respondents in the dotted oval, more than half of the 
respondents (likelihood: 54.4%, consequences: 67.2%), thus, seem to overestimate 
their knowledge. The lower left area (gray) contains respondents confirming to lack 
exact information most often but are often confident about their assessments. These 
respondents (likelihood: 33.3%, consequences: 22.8%) seem to show objective igno-
rance being more confident than their information position would permit.

Case 1

Figure 3 shows the results of case 1 (the results of both the physical and cybersecu-
rity domains are combined). Professionals working in the same domain with com-
parable general knowledge reach, based on identical information, likelihood assess-
ments ranging from 0 to 100% for the short version of case 1 (n = 90) and 10 to 
100% for the extended version of case 1 (n = 87).

The median answer for case 1 short is 65%, the average answer is 57.1% 
(M = 57.1, SD = 26.33, Q1 = 32.5%, Q3 = 80%). The median answer for case 1 
extended is 75%, the average answer is 69.6% (M = 69.6, SD = 21.56, Q1 = 60%, 

Table 4  Information vs confidence levels of security professionals (in number of respondents)
When evalua�ng security risks in general: I feel confident about my assessments of the likelihood of 

security risks 

Note: number of respondents 
Always Most of 

the �me 
About half 
the �me 

Some-
�mes 

Never Total:

I know the likelihood of security events 
exactly: 

Always 2 1 - - - 3
Most of the �me 11 45 7 1 - 64
About half the �me 2 22 8 1 0 33
Some�mes - 25 13 2 1 41
Never - 14 8 15 2 39

Total: 15 107 36 19 3 180

When evalua�ng security risks in general: I feel confident about my assessments of the consequences of 
security risks 

Note: number of respondents 
Always Most of 

the �me 
About half 
the �me 

Some-
�mes 

Never Total: 

I know the consequences of security events 
exactly: 

Always 2 4 - - - 6
Most of the �me 14 56 6 1 - 77
About half the �me 1 26 11 1 - 39
Some�mes - 22 6 4 1 33
Never - 8 5 11 1 25

Total: 17 116 28 17 2 180
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Q3 = 84%). An independent sample T-test is conducted to compare these assess-
ments: the identified average difference of 12.5% is significant, t(175) = − 3.449, 
p = 0.001.

The group of respondents assessing the extended case, including specific condi-
tions, estimated the likelihood on average at 69.6% while the group assessing the 
short version of the same case, thus, without specific conditions, estimated the likeli-
hood 57.1%. This significant mean difference seems to express the effect of the con-
junction fallacy (the assumption that more specific conditions are more probable).

Case 2

Figure 4 shows the results of case 2. The results of this case show almost no influ-
ence of the conjunction fallacy. The average likelihood assessment of the case 2 
extended option is only slightly higher (M = 57.5%, SD = 24.43, n = 87) than the 
average likelihood assessment of the case 2 short option (M = 56.3%, SD = 23.83, 
n = 84). This difference is not significant.

The results of case 1 seem to show the effects of the conjunction fallacy while 
the results of case 2 do not. This different average reaction to these two cases can 
be caused by either the difference between the content of the cases (the structure 
and number of specific conditions of the two cases is identical) and/or a possible 
difference between the two randomly assigned groups. The difference in content of 
the two cases will be analyzed in the discussion section. As the structure of the two 
cases is identical for this section we assume they would evoke comparable reactions.

Fig. 3  Results of likelihood assessments of case 1
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Table  5 shows the composition of the two groups in which the group of 
respondents confronted with the short version of case 1 first followed by the 
extended version of case 2 is denoted as group A. Group B assessed the extended 
version of case 1 first followed by the short version of case 2.

Both groups reacted similar to the conjunction fallacy as presented in the refor-
mulated problem (case 3). Three out of four respondents of both groups selected 
the answer with more specific conditions and thus show vulnerability for the con-
junction fallacy.

Fig. 4  Results of likelihood assessments of case 2

Table 5  Comparing characteristics of randomly composed groups A and B

Group A Group B

Average likelihood assessment (case 1 & 2) Short case description 57.13% (1) 56.34% (2)
Extended case description 57.52% (2) 69.63% (1)

Combined average likelihood assessment 57.33% 63.11%
N 85 81
Age (in years) 49.1 50.2
Total professional experience (in years) 25.7 24.4
Total security experience (in years) 18.3 17.9
Current position (in years) 8.5 7.6
Education level Associate degree 17.6% 13.6%

Bachelor degree 40.0% 43.2%
Master degree/PhD 42.4% 43.2%

Security specific training 62.4% 70.4%
Case 3 ‘reformulated problem’ Short answer 25.0% 25.9%

Extended answer 75.0% 74.1%
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There are also no significant differences between average individual characteris-
tics of the two groups. As there seems to be no indication for a difference between 
the groups and they are equally vulnerable to the conjunction fallacy, we might 
expect comparable risk assessments.

Combining the average likelihood assessments of the two cases for each individ-
ual respondent shows an average for the respondents in group A of 57.33% while the 
respondents in group B on average assess the likelihood 63.11%. On average group 
B estimates the likelihood of the combined two cases 5.8% higher (absolute differ-
ence) which is a relative difference of 9.2%.

Case 3 security conjunction: the reformulated problem

A total of 165 respondents answered the reformulated problem. 42 (25.5%) con-
sidered the first (short) option more likely, 123 (74.5%) the second (extended) one. 
In the physical security domain 58.8% of the respondents followed the fallacy and 
choose the extended option. Of the respondents active in the cybersecurity domain 
even 81.6% selected the extended option.

Discussion and conclusions

On average the respondents indicate that they have exact or quantified informa-
tion about likelihood and consequences about half the time. This finding deviates 
from the expectation that security professionals would recognize their information 
position about security risks as both imperfect and intractable. However, they also 
indicate that they can estimate the likelihood and consequences most of the time 
(and only sometimes cannot estimate at all). Assuming that the respondents are right 
about their knowledge position they assess risk half of the time based on informa-
tion (evidence based). On the other hand they assess security risks without proper 
information also half of the time and still come up with an estimation of likelihood 
and consequences. As these assessments have a serious impact on security risk deci-
sion making and the allocation of resources to manage, mitigate, and/or accept these 
risks, it is worth noting that these decisions do not seem to be based on evidence 
about half of the time.

The perception of the respondents on their information position can be ques-
tioned. As risk assessments are in fact predictive judgments and the information 
about the future can be considered intractable by nature, this perception of the secu-
rity professionals can be considered audacious.

Overall the majority of the security professionals in this study indicate that they 
are always or most of the time confident about their assessments (for likelihood 
assessments 67.7%, for consequence assessments 73.8%). This level of confidence 
can be considered in agreement with the information position considering the per-
ceived information position of the professionals as indicated above. It was hypoth-
esized that the security professionals would show modest confidence based on the 
assumption that exact and/or evidence based information on security risks is often 
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lacking. They, however, seem to ignore the latter and thus show a higher level of 
confidence than expected. As the respondents on average indicate to hold exact or 
quantified information only half of the time, they, thus, might be considered over-
confident about their risk assessments. Combining the perceived information posi-
tion of the professionals with their confidence reveals objective ignorance. A portion 
of respondents indicate they have exact information only sometimes or even never 
but are confident most or half of the time (for likelihood assessments 33.3%, for 
consequence assessments 23.3%). These respondents are aware of their lack of exact 
information but are confident nevertheless. This lack of information does not seem 
to affect their ability to form a predictive judgment and be confident about it.

Individual characteristics influence confidence levels. As hypothesized more 
professional and security experience significantly raises the confidence level of the 
security professionals. More experienced security professionals are more often con-
fident about their assessments of both likelihood and consequences. More experi-
enced security professionals also indicate that more information would raise their 
confidence level to a lesser extent than less experienced professionals indicate. In 
short these results seem to indicate that more experience leads to higher levels of 
(over)confidence and less need for additional information. These findings confirm 
results previous work (Desender et al. 2018; Sieck and Yates 1997). A higher edu-
cation level on the other hand significantly reduces the confidence in likelihood 
and consequences assessments. These results might prove the adage ‘the more you 
know, the more you realize you don’t know’ as other scholars also found (Wright 
and Ayton 1986). Security specific trainings do not significantly influence confi-
dence level or the need for additional information.

The third case (reformulated problem) in this study clearly proved the signifi-
cant influence of more detailed information on likelihood assessments as expected. 
Three in four of the security professionals assess the likelihood of a more detailed 
case higher. This case offered the two answer options in one single view, showing 
the conjunction fallacy in plain sight. This, however, did not lead the majority of 
the professionals to apply logical reasoning and select the option with the shorter 
description. These results replicate numerous previous studies in other domains 
showing the power of details, stories, and assumptions. This study, for the first time, 
shows this effect on a realistic real-life security risk case.

The significant effects of the conjunction fallacy on security risk likelihood 
assessments are visible in the results of case 1. The likelihood of the short case is on 
average estimated at 57.1% while the likelihood of the extended version is estimated 
at 69.6%. In contrast to the expectation it is worth to note that the assessments of the 
security professionals, with similar backgrounds, professions, and experience, show 
a substantial variance or so called system noise (short case description: M = 57.1%, 
SD = 26.33%, extended case description: M = 69.6%, SD = 21.56%). Even with the 
presented limited case descriptions their assessments of the likelihood vary from 
unlikely to very likely. As these security professionals each decide or influence secu-
rity risk decision making in their own organization, these results denote the possible 
variation in response to similar risks between different organizations.

The likelihood assessments of the two groups at case 2 show different results 
compared to case 1. There is hardly any difference in the likelihood assessment 
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of the short case description (M = 56.3%, SD = 23.83%) and the assessment of the 
extended case description (M = 57.5%, SD = 24.43%). The level of system noise is 
similar to case 1.

As the two randomly assigned groups do not significantly differ in characteristics 
(see Table 5), the difference between the likelihood assessments of cases 1 and 2 can 
only be caused by either the experiment setup and/or the different subject/content of 
the cases. In the following several possible explanations for the difference in overall 
response form group A and B are discussed.

The characteristics of the respondents in the two groups do not differ signifi-
cantly; however, their average assessment of the two cases combined shows a sig-
nificant difference. The average assessment of the two cases is 5.8% point higher in 
group B compared to group A. One of the possible explanations for this difference 
could be so called level noise, variability of judgment between individuals (fe. some 
security professionals might be more risk averse than others). Correcting the average 
assessments of the two cases for this possible level noise would lead to an average 
difference between the short and extended versions at case 1 of 6.7% point and for 
case 2 of 7% point. In both cases the extended version is assessed a comparable 
higher likelihood. Assuming this reasoning valid the conjunction fallacy raises the 
likelihood assessment with 6.7–7% point.

The setup of the experiment led the respondents to first assess case one followed 
by case two. As a consequence group A was first presented a short description of 
case 1 followed by an extended description of case 2. Group B, on the other hand, 
was confronted with first an extended description (case 1) followed by a short case 
description (case 2). The assessments of the first case might influence the respond-
ents at their assessment of the second case, for example by the anchoring effect. This 
cognitive bias points at a human tendency to focus on a first piece of information to 
make subsequent judgments. Even if this piece of information is not related to the 
following judgment, this ‘anchor’ is proven to be influential. In this case the first 
assessment might become an anchor for the second assessment. We observe almost 
no difference in the average likelihood assessments over all group A respondents 
for the short and extended case study descriptions (57.1% vs 57.5% resp), which 
might suspect an anchoring effect, although no definitive proof can be given for such 
effect based on the current data. The average likelihood assessments over all group 
B respondents for the short and extended case study descriptions does show a large 
difference (69.6% vs. 56.3% resp), but also here no definitive proof can be given that 
there is absence of the anchoring effect. There might be other factors which influ-
ence the difference in the average likelihood assessments over the group respondents 
for the short and extended case study descriptions.

The two cases each describe a realistic, actual, real-life security risk. The first 
case describes a situation which, at the time of the experiments, was very relevant 
and discussed publicly. The second case is as relevant and actual as the first but 
was less prominent. The difference between the results of the two domains might be 
explained by the theory of hints (Kohlas and Monney 2013). Previous work by Bra-
chinger and Monney explains the fallacious behavior of individuals as indicated by 
the conjunction fallacy (Brachinger and Monney 2003). In their study they show that 
individuals confronted with a choice, in which only vacuous mindless hints and no 
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precise hints are available, are forced to refer to their general knowledge to retrieve 
a subjective probability. In such situations the subjective interpretation of simple 
hints guides the decision maker. In this study both case introductions contain only 
vacuous hints. None of these hints indicates any precise information about the likeli-
hood of interest by an organized crime organization, the target Intellectual Property 
(IP) or even more specific IP related to COVID-19 research. The simple (support-
ing) hints in the introduction about the position on the development of a COVID-19 
vaccine at the hypothetical pharmaceutical corporation, might imply a large value 
at stake leading to interest of various malicious actors like organized crime. These 
simple hints can also lead to the interpretation that the most obvious information 
to extract is IP related to COVID-19 research. Other possible, and equally realistic, 
options like an attempt to extract commercial information by a foreign competitor 
or state affiliated actor might be discarded by the respondents. The same arguments 
apply on the second case of which the structure is similar.

Forcing the respondents to refer to their individual frame of reference, prior expe-
rience or expertise, as this theory stresses, can explain the difference between the 
results in between the two cases. The first case related to very prominent and avail-
able information and discussion while for the subject of the second case was less 
attention at that point in time.

This theory might also explain the difference in response between the physical 
en cybersecurity domain at case 3. In the physical security domain 58.8% of the 
respondents followed the fallacy and chose the extended option. Of the respond-
ents active in the cybersecurity domain 81.6% selected the extended option. Both 
the domains are closely related but deal with different threats. As an indication: 
the top threat in the cybersecurity domain in 2020 was IP theft by various threat 
vectors (ISACA 2020) while in the physical security domain the top threat in 2020 
was malicious physical access (ENISA 2020). The respondents originating from 
the cybersecurity domain, therefore, might relate more to option: ‘organized crime 
organization targeting IP related to COVID-19 research.’ It fits their frame of refer-
ence, might lead to a stronger representativeness, recognition and emotion, and thus, 
availability. According to the theory of hints and the study of Brachinger and Mon-
ney this explains the fall for the conjunction fallacy. An important consequence of 
this conclusion can be that professionals with domain expertise, and thus a deeper 
subjective interpretation of simple hints, and readily available information or even 
experience (Dumm et al. 2020), assess a higher likelihood to risks in their domain 
than non-domain experts.

In agreement with the hypothesis the results of this study clearly show the influ-
ence of the conjunction fallacy on the judgment of security professionals. The con-
sequence of this fallacy in the security domain can influence security risk assess-
ments by these practitioners considerably. Following the fallacy, retrieving more 
specific, detailed and recognizable information may lead the individual professional 
to consider a case, incident, or threat more likely which in turn might lead to dis-
torted risk assessments in organizations and society. Security professionals, facing 
the difficult daily task to assess security risks, often based on little accurate informa-
tion, seem to be confident about their predictive judgment. This study hopes to raise 
awareness for possible flaws, unknown overconfidence, and ignorance of security 
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professionals. As a whole, these findings have important implications for the profes-
sional security community and anyone depending on it.
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