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PREFACE

This book consists of a series of papers on the basis of which the 1978
Summer School on Crystallographic Computing will be given. The idea to
organize this school at the campus of the Twente University of Techno-
logy (Enschede, The Netherlands) originates from the Netherlands Dis-
cussion Group for Direct Methods and was supported by the Netherlands
Organisation for Crystallography FOMRE, the Royal Netherlands Chemical
Society KNCV, The International Union of Crystallography and its Com-
mission on Crystallographic Computing and the Twente University of
Technology.

The local organisation was taken care of by a committee consisting of

H. Schenk (chairman), R. Olthof-Hazekamp, H. van Koningsveld (treasurer),
R.A.G. de Graaff, C. Huiszoon, H. van der Meer, T.C. van Socest and

A.L. Spek (members).

The scientific program was organised by a program committee consisting
of G.C. Bassi, J.N.M. Bruggeman, J.L. Derissen, R.A.G. de Graaff,

H. Schenk (chairman) and T.C. van Soest, under supervision of the Com-
mission on Crystallographic Computing of the I.U.Cr. The School was
focussed on the computational aspects of crystallographic research
rather than on the description of crystallographic techniques. This
book therefore gives a rather complete survey of the crystallographic
computational facilities now available for large and small computers.
The four topics of the School are:

1. Program-systems on large and mini-computers (chapters 1, 2 and 3 of
this book)

2. Automatic data collection (chapter 4)

3. Molecular interactions (chapter 5)

4., Miscellaneous (chapter 6)

In six mornings the more than 20 subjects will be covered in introduc-
tory plenary lectures, followed by afterncon practical sessions of 3%
hours concerning the same subjects in classes of 15 students. The lec-
turers have the possibility to cover their subject in more detail and
depth in these afterncon sessions. In this way the students are intro-
duced to all subjects and get a more detailed knowledge of those six in
which they are most interested. In addition, the schocl program features
a computer program market, ad-hoc meetings and discussion sessions.

It is a great pleasure to acknowledge the generous support given to the
School by the following sponsors:

Control Data, Digital Equipment, Dutch States Mines, Enraf-Nonius,
International Business Machines Corporation, International Union of
Crystallography, Koninkliike Nederlandse Chemische Vereniging (Royal
Netherlands Chemical Society), Mathematical Centre Amsterdam, Mathema-
tical Centre Leiden, Philips, Syntex Analytical Instruments, Twentse
Hogeschoolfonds, Twente University of Technology, Unilever.
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The School edition of the Proceedings was sponsored exclusively by
Digital Equipment Corporation.

The editors also gratefully acknowledge the cooperation of the authors
to fulfill the sharp time limits for submitting their manuscripts. The
editors also wish to thank the Delft University Press, which offered to
produce this edition of the Proceedings of the School.

Apart from the bodies mentioned above the editors are indebted to many
individuals for their valuable assistence in realizing the School, in
particular to Drs B. van Geelen, B.O. Loopstra, D.P. den Os, W.P. Pijper
and J.N. King.

Amsterdam, June 1978 H. Sechenk
R. Olthof-Hazekamp
H. van Koningsveld
G.C. Basst




CHAPTER 1

Program systems on large computers




'T.r_._l__. — - —_— T ™TrirT

PROGRAM SYSTEMS

James M. Stewart*

Summary

The purpose of this presentation is to delineate some methods and prac-
tices related to the programming of digital computers which will give
rise to program systems having the desired properties delineated.

There are a few clearly identifiable categories, each of which will aid
in systematization of programs. They are Documentation, Input-Output,
Crystallographic Generality, and Accommodation to a Generalized Turing
Machine. Each category when carefully applied to a program will cause
the results to be more systematic. When all categories are applied to-
gether the result will be a highly systematic program.

Introduction

The dictionary definition of "system" is: "anything formed of parts
placed together to make a regular and connected whole working as one
machine" or "a method of organization; a customary plan; a method of
procedure; a regular method or order; a method or scheme of classifica-
tion." From the point of view of crystallographic computing any or all
of these definitions have merit but it is the first which has the
greatest appeal to the working scientist who is carrying out crystallo-
graphic studies.

For the purpose of structure determination from the view of the research
scientist, the "parts" are the familiar calculations required to carry
the raw diffraction data to the final refined structure and the inter-
pretation of and display of that structure in an instructive manner.

Documentation (figure I)

Documentation is the most important aspect of preparing an application
program. If it is lacking, all other programming effort will be lost.
An author unwilling to document his programs would be well advised to
abandon his efforts. He will be either the only person ever to make
use of the programs or he will become the one all others who use the
programs depend upon for preparation of data. Good documentation con-
sists of two major categories; instructions for use of the programs
and comments on the program code.

*University of Maryland U.S.A.
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FIGURE I

Detailed instructions for use

The detailed instructions for the use of programs may be divided into
three categories. The first and most important are the detailed instruc—
tions concerning the necessary data and "keys" for causing a given cal-
culation to be accomplished. The form in which the data and keys are to
be supplied, must be carefully delineated. This may be done in many
systematic ways. The two most common are through formatted and non-
formatted (or free-formatted) input lines.

It has become customary in computing to use either cards or some kind
of keyboard machine to accept data. Under these conditions, one "line"
or one "card" constitutes the smallest collection of information acted




upon by the machine. Under the control of formatted lines, each item of
data in the line must conform rigidly to the previously programmed for-
mat. Under the free-format mode of input, some mark of punctuation is
used to separate the data items on a line.

Regardless of the method of data input, the detailed instructions of
the program system will contain all the information required to supply
the requisite data and keys to a given program.

Local operating system instructions

A special category of detailed instructions must be recognized by the
programmer preparing application programs. These are the detailed in-
structions which must be given to "run a job" on any given machine. The
formulation of these instructions was in general outside the programmers
control. The operating system of any computer is, however, based on
exactly the same principles as is the system which he is preparing. If
the application program is to be used on many different machines, very
little use, or better, no use will be made of "special" features of a
local operating system.

Under this method of preparing documentation there will be an addendum
to the detailed instructions for the crystallographic system for each
different machine and local operating system on which it is utilized.

Explanation of purpose and algorithms

Once documentation of the instructions has been prepared, many know-
ledgeable people will be able to make use of the "system" which has
been programmed. However, another important part of the documentation
procedure is a description of the purpose and structure of the algo-
rithms actually programmed. This will be a great help to less experienc-
ed users and will assure experienced users that the calculations per-
formed are, in fact, the ones the user wishes to have performed. This
phase of the documentation is a brief textbook with references to the
literature as well as to the detailed instructions. In addition, sample
input data are shown for common calculations. In general examples of
use are the most powerful means of explaining the relationship between
input data and calculations to be performed.

Program documentation

The process of documenting the programs themselves is complicated some-
what by the method of programming. Whatever the method, be it "machine
language" (e.g. assembler), FORTRAN, ALGOL, PASCAL, RATFOR, or any other,
there will be a provision for "commenting" the coded instructions. If
the programmer has any hope that others, besides himself, or even he
himself will later need to modify or correct the code, there must be
documentation as to the purpose and meaning of the code.



Running comments

Every line of code deserves to be considered for commenting. Moreover,
the comment must not be fatuous, simply echoing what is obvious from
the code.

For example: PRINT 5, A, B, C, should not have the comment:

C PRINT A LINE

but rather should have a comment such as:

C PRINT DIRECT CELL CONSTANTS BEFORE REFINEMENT.

In addition to the line by line comments, there should be a general
statement at the front of each "routine" (program, subroutine, etc.)
which gives the purpose and scope of the calculation carried out by the
routine. This statement should also have a glossary which relates the
symbols used in the programs to the scientific data which the symbols
represent. Variables which are local and temporary should be clearly
distinguished from those which are global and used by other routines.

Overall plan of implementation of a program system

If the program system is small, the overall plan of implementation may
be unnecessary. However, if it consists of many different routines
which may be used either together or separately, then it is necessary
to provide comments on how all the parts of the system fit together.

On all the common machines and operating systems, the programs which
accept the codes for the application systems accept them as a "symbolic
deck". These decks are then operated upon by the local "compiler" (as-
sembler, F@RTRAN processor, etc.) and from this operation a "relocatable
element" will be produced. The exact name of these "relocatable elements"
will vary from machine to machine, but in general they constitute small
portions of the overall scientific calculation in machine code with all
the addresses of the code relative to the same starting address. When
all of the "relocatable elements" of a large system of application
programs are to be used, it is necessary to have some method of descri-
bing how this is to be done. The description of this plan is an impor-
tant feature of the documentation of a program system.

A very difficult problem in documentation is caused by the lack of
standards for "loaders". The problem may be compared in many respects
to that of the documentation of the local operating system of which the
loader is a part.

Systematic treatment of input and output (figure II)

As described above under "Detailed instructions for use", the most im-
portant aspect of creating a program system, is the ability to make use
of the system by means of line input. The problem of documenting and
hence of using the program system will be simplified if the structures
of all input lines are carefully formatted under a set of easily learned
and remembered conventions. Similar data should always be prepared in



the same way. This means that

the program system will have a subroutine

for treating "raw data" and a clearly defined method of "tagging" the
data so that it is clear what measurements or other information the
numbers represent. Data accepted as "line input" will be transformed
and stored, where possible and necessary, in a structured mass storage
(e.g. disc). This mass storage file will ocbviate the
need to supply the same information over and over again through the
line input device.

file of some kind

[ SYSTEMATIZATION OF INPUT AND OUTPUT
CONSISTENT TRANSFERRED STRUCTURED
AND TO THE MASS MASS
STRUCTURED STORAGE TO STORAGE
DATA INPUT SAVE FUTURE DATA FILES
READINGS
"RAW'" DATA ENTRY CONSISTENT
PROGRAMS SEPARATED LINE OUTPUT OF INFOR-
FROM MAJOR CALCULATIONAL MATION FORMING A
PROGRAMS DOCUMENTED RECORD OF
CALCULATIONS PERFORMED
USE OF DEFAULTS
THE SALIENT RESULTS
AND USE OF OF CALCULATION ARE
RESTRICTIONS ALS0 STORED IN THE
DATA FILE (USE OF THE
FILE TO AVOID REPEATING
COMPLEX CALCULATION OVER
AND OVER) BE CAREFUL
ERROR MESSAGES ABOUT TRADE-OFFS
FIGURE II
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Raw data entry

Special routines may be set up in a program system to serve for the
screening and conversion of "raw data" into a structured mass storage
file. These programs can be separated from the major calculational pro-
grams of the system and will serve to set "default" values, protect
against physically unreasonable or inconsistent raw data and to produce
useful error diagnostic messages concerning detected irregularities.
This "buffering" of the line input from the "working" programs should
help mitigate wasted machine time, aid in making the documentation of
the programs clearer to novice users, and prevent careless mistakes.

Structured data files

At the heart of all systems, be they operating systems or application
calculation systems, is a data file. This file will contain the pro-
cessed raw data and the results of calculations carried out upon this
data. The file serves two principal purposes. The first is to avoid

the necessity of repeatedly requiring that the same raw data be supplied
or the same initial calculations be done. The second is to give efficient
access by the system programs to all the previously input and calculated
quantities necessary to the problem at hand. To achieve the appropriate
structure of such a file and a method of managing it at the machine
level is a non-trivial problem. Whether it is better to store most cal-
culated results, and hence have large files, or to recalculate many re-
sults, and hence have smaller files, depends very much on the actual
physical configuration of a machine. A program system will usually have
to be a compromise with respect to structured data files.

Output of printed information-line output

The matter of line output is the most flexible aspect of a program sys-
tem. There are three important aspects to line output. First, the line
output should constitute a well documented record of journalism's "who,
what, where, when, why and how". This means that a program system should
provide, as a matter of course, dates and times, compound and calcula-
tion identification and carefully thought out headings and labels.
Second, there should be a means of setting the amount of output for a
given problem from a bare minimum to a verbose maximum. The first is
for use on slow speed devices or where the details of the calculation
are not deemed important. The second is for use in tracing errors or
preparing final reports on the problem at hand. Third, certain types of
error messages should be highly stylized, as clear as possible in deli-
neating their cause, and never suppressed. This feature can save the
user of a program system quite a bit of frustration and unnecessary
effort.




Generality of calculations (figure IITI)

A program system should carry out (in the greatest generality possible),
the calculations of the discipline for which it is created. The pro-
grammer should seek algorithms which will not restrict the calculation
in any way, yet will still make physical sense. For crystallographic
calculations, generality would be applied especially to symmetry, pro-
blem size and measurement techniques.

CRYSTALLOGRAPHIC
GENERALITY OF PROGRAMS

GENERAL FOR RADIATION
TYPE AND

SYMMETRY MEASUREMENTS

TECHNIQUES

PROBLEM SIZE
MANY ATOM
MANY REFLECTIONS

FIGURE III

Symmetry

The very nature of crystallographic symmetry is systematic and there-
fore leads directly to a means of treating symmetry in general. The
International Tables for Crystallography Vol. I give the general equiva-
lent positions of all 230 space groups in their "standard settings".

For digital computers it is usually more useful to store the symmetry
information in the form of rotation matrices and translation vectors
than in the "algebraic" notation of the International Tables. Programs
have been written for interpreting either the space group symbol or the
"algebraic" notation and for forming the corresponding matrices.

In crystallographic system programs, there are two principal approaches
which can be made to the general coding of calculations with respect to

= — - - pe— -
™T7T - T T
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symmetry. One is to code all calculations as if they were either centric
triclinic or acentric triclinic. In this case the stored symmetry opera-
tors may be used to generate as needed, the symmetrically related re-
flections in reciprocal space or points in direct space. The other ap-
proach is to use the "factored" form of the structure factor or Fourier
expressions found in the second half of the International Tables Vol. I.
Both methods have merit and can be used to generalize programs with
respect to symmetry. The first method may require more calculation time
in the program: the second may require more time and complexity in the
program.

Problem size

The range of amounts of data that must be dealt with in crystal struc-
ture analysis is very wide. A program system will attempt to provide
means of "factoring" the data depending upon the physical size of the
computer available and the size of the problem at hand. There are five
somewhat different approaches to the problem of generalizing with res-
pec% to problem size. They are as follows:

1) Recompile the programs using DIMENSION or similar statements "tuned"
to the problem and computer at hand.

2) Use an algorithm which causes factoring of the calculation depending
upon the size of the computer at hand.

3) Use an algorithm which treats "mass storage" as an extension of
"immediate access storage". This is a technique for simulating
"virtual memory".

4) Use "bit by bit" packing into machine registers to make better use
of available storage.

5) Use an algorithm which does not require the storage of so many inter-
mediate results.

"Dimension" adjustment

This method of storage management is of limited use especially for
"small" machines. It also requires that much time be spent in program
modification on a problem by problem bases.

Factoring of the problem

For crystallographic calculations, the technique of factoring is often
used. Structure factors, for example, may be summed in parts. Electron
density calculations have always been summed by factoring methods be-
cause the process saves space and enhances the speed of the calculations.

Simulating "virtual memory"

Many machines have operating systems which provide a feature called
"virtual memory". Under these operating systems, no limit, or a very
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' high limit is placed on the size of arrays which may be specified by

users. This system can be simulated on any machine by treating a small
region of immediate access memory as a buffer and using a mass storage
device as the actual region of storage. The method can be costly in
time for those calculations which "skip around" in the data (e.g. phase

. determinations). This is because '"random access" will require many in-

put output operations as each buffer of data is written to and read
from the mass storage devices. On the other hand, calculations which
pass through the data in a systematic fashion (e.g. Fourier transforms)

f will not be slowed much by a "virtual memory" system since each datum
is treated in turn from the first to the last.

- Packing

Packing capitalizes on the fact that for many calculations the range of
magnitude of numbers used is very small relative to the range provided
for in a computer word. For example, the magnitude of h, k, or 1 for

crystal structures will be 0 to 63 which can be represented as 000000

to 111111, in binary. A machine with words of 32 bits can thus "pack"

h, k, 1, and a sign indicator in one word rather than four. Packing is
often used in direct phasing methods in crystallography. There are of
course overheads in time, when packing and unpacking must be done. But

. the use of a "virtual memory" algorithm as described above, will be
even slower than packing when random access is used.

"Ooverlaying" of programs

Another important method of simulating "virtual memory" while leaving
as much space as possible for data is the use of program overlaying. In
this method, the calculation to be performed is broken down into as
many "significant" steps as possible. To use crystallographic least-
squares as an illustration: First, load atom parameters and clear the
matrix; second, calculate constraints for special positions and groups;
third, calculate the structure factors and derivatives and build the

| matrix; fourth, invert the matrix and apply the shifts to the parameters;

fifth, write the new parameters to the file. In this case, the program

for each step in the process is brought into the computer in turn. This
is completely analogous to the case where data is buffered. This method
simply buffers the program instead.

Use of other algorithms

Changing the way the calculation is done may seem like an obvious or
trivial method for dealing with the problem of saving time and space,

but it is one much used. The common example in crystallographic compu-
ting is the use of diagonal or block diagonal calculations instead of
full matrix calculations in least-squares refinement. In this case there
are debateable trade-offs in time and results but the method works and
is the only one practical for solving large problems on small machines.
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Another important aspect of this method of dealing with application preo-
grams is the possibility of discovering completely new algorithms which
will simply not require the storage of intermediate results or the
amount of time the current algorithms require.

Summary of space husbanding methods

In practice, a combination of all of the methods mentioned in the fore-
going paragraphs is necessary for the successful preparation of a large
application program system. In what follows, an attempt will be made to
discuss the constraints imposed by the variety of machines and operating
systems available in the market place.

Range of calculations performed

An application program system will, in general, have a very wide range
of different calculations that may be carried out. For crystal struc-
ture analysis, the following partial list indicates those often in-
cluded:

1) Diffractometer or film raw data to integrated intensity data (X-ray
or neutron; powder or single crystal; small or large molecule)

2) Cell reduction

3) Reflection sorting and averaging

4) Absorption corrections

5) Calculation of estimated normalized structure factors, E
6) Various "direct" methods of estimating phases

7) Patterson search methods

8) "Other" methods of structure solution

9) Translation functions

10) Fourier Transforms

11) Structure factor

12) Structure factor least-squares

13) Constrained refinement least-squares

14) "Other" refinement methods - differential synthesis etc.
15) Bond lengths and angles with errors

16) Least-squares planes and lines

17) Thermal motion analysis

18) Graphic display of structure

19) Data preparation for publication

20) Electron density distributions and bonding
21) Data and information archiving

Accommodation to a Turing machine (figure IV)

Most of the computers which are available at the present time are very
similar in their general architecture. These machines consist of some
sort of "memory" device and of various registers for interpreting
"instructions" and manipulating data. In addition, machines must have
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some means of receiving data for storage and calculation and displaying
these data and the results of the manipulations of these data. Thus it
is, in theory, possible to write programs which may be used on any and

all Turing machines.

ACCOMMODATION TO A GENERALIZED
"TURING" MACHINE

RECOGNIZE THE

USE HIGHER LEVEL

TREAT MACHINES AS

The truth of the matter, however,

GENERAL PHYSICAL LANGUAGES WHEREVER SHORT LIVED
LIMITATIONS POSSIBLE ALGORTTHMS
OF STORAGE AS LONG LIVED
IMMEDIATE CODE IN AS
ACCESS MACHINE
STORAGE MANAGE- | |OVERLAYS INDEPENDENT A WAY
MENT AS POSSIBLE

BITS BITS BYTES

PER PER PER

WORD BYTE WORD
FIGURE IV

is that the details of the structure

of each machine are different so that in practice, the use of every
machine is governed by a different set of detailed rules. In oxder to
be able to make a program system that will run on many machines, it is
necessary to study carefully the rules for many different machines.
During this study one must look for a method which will avoid the spe-
cific details while responding to the common basis for computing.

Machines and algorithms

The basis of all attempts to build an application program system will

e e el —s ==
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be the algorithms which represent the calculations required by the dis-
cipline. These algorithms will, in general, have a very long life. In
most cases where the theoretical understanding of the subject is as
advanced and as sophisticated as it is in diffraction, the life of the
algorithms will be "from now on". Machines and their operating systems
on the other hand, are very short lived partly because of the wear and
tear upon them, but mostly because this is the time of development for
both, machine "software" and "hardware". A time of development means a
time of rapid change in the rules governing the use of machines. A pro-
grammer dealing with the coding of an application program system must
see machines as transient and algorithms as permanent.

Higher level languages

The first line of defense against the tremendous variety of machine
hardware and software is the use of a "higher level language". Compilers
are program systems written to translate symbols representing an algo-
rithm in a "higher level language" into the "machine language" of a
specific machine. The most widely used of these compilers is FORTRAN.
However, there are many others, each with its own rules of use. ALGOL,
PL-1, PASCAL, and SNOBALL, are a few examples. These languages are less
prone to the vagaries of time and machine. They do, moreover, change
less than the machines on which they are implemented. One of the reasons
for the added stability of higher level languages is the fact that they
are agreed to by committees of computer scientists and computer users
representing many different computer manufacturers. Some languages such
as ALGOL are designed to be very "mathematical" in their nature and
ignore the detailed architecture of the machine.

The argument will be made that the use of higher level languages will
severely hamper the efficiency of application program systems. The ans-
wer to this criticism is that for most preliminary calculations, it
does not matter, while for "number crunching" calculations, carefully
written in the higher level language, it is not true. Tremendous effort
by compiler programmers has gone into solving the problem by writing
compiler "optimizers". These optimizers automate the work of making
efficient machine code from the higher language.

The problems arising from different machine architecture

The use of higher level languages to prepare program systems is not a
panacea. It surely mitigates the problem of transportability of the
codes but it leaves unanswered several key problems. These problems
have to do with the structure of the registers of the machines. As the
development of computers has gone on, there have been many different
ways of storing characters and quantities. The three most important
ways for purposes of crystallographic calculations is as characters, as
integers, and as reals. A comparison of these three will serve to il-
lustrate the problem.
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Many machines have an architecture in which the basic storage

register is called a word. The word consists of a vector of bits. The
bit is a binary zero or one. Common machines vary in word size from

16 to 60 bits per word. This means that of these registers are used
for signed integers, the one machine will be limited to integers of
value + 32767 while the other might be capable of handling * 10'%.
Thus one may see that the FORTRAN statement I=J+L is very limited

on the one machine when compared to the other. Account must be taken
of this fact when the coding is being done for a transportable program
system. A similar kind of restriction but over a wider range of values
applies to the REAL numbers. In this case, the danger is that precision
or accuracy will be lost during large calculations on a "small word"
machine. This can sometimes be helped by using double precision where
two or more words of the machine are treated as one longer word. This
is usually costly in time and space but must be planned for if trans-
portability of systems is an objective.

Finally the problem of "strings" of characters present the most diffi-
cult challenge. Often a word on a given machine is broken into bit
strings called bytes. The number of bits per byte will determine the
number of bytes per word. Programs which hope to be general are very
difficult to write so that the wretched confusion which exists concern-
ing these "bytes", "character codes", or "internal codes" can be dealt
with. The simplest method is to store one character (byte) per word.
However, the waste of space on a machine which will hold 10 characters
(bytes) per word seems unconscionable in the light of all the effort to
make efficient use of immediate access memory.

The general solution for transportable program systems is to move and
store all variables as REAL in an appropriate precision for the machine
at hand; then use a suitable packing subroutine for character string
manipulation which is specific for that machine. This puts another con-
straint on the systems programmer. A possible solution to this difficult
problem of transportability will be shown in the presentation on the
RATMAC preprocessor to be presented later in the School.

Machine independent codes

The best application program systems will be coded in as machine inde-
pendent a way as possible. The algorithms should be written so as to be
independent of the bits per word, bits per byte and bytes per word of
machines.

Input-output

The other area of higher level languages which is ill-defined is
"input-output". For this reason transportable program systems will use
very "primative" subroutines to isolate the actual "READ" and "WRITE"
statements. The basis of this restriction is again to be found in the
architecture of the machines. The customary number of words which con-
stitute a "record" will vary from machine to machine. Therefore if




DRI LI ATt v ) R pa g nl g NTY 1 1 g11 4 -— —— —

16

input-output is to be efficient and is to make efficient use of mass
storage devices, the lenght of "records" in a program must be carefully
controlled.

To illustrate the problem relative to FORTRAN, consider the following
statement: WRITE (10) (A(J), J=1,MAX). The local operating system and
the implementation of FORTRAN which is used on it will usually have a
value for maximum "physical" record size. Often this number will be
around 256 or 512 words depending upon the machine. If the application
program system writes records with MAX set equal to 513 on the 512
words/record machine, two actual write's will occur for every programmed
WRITE. These double WRITE's will degrade the input-output performance
of the application program system since all READ's and WRITE's of file
"10" will be double read's and write's in actuality. To avoid this pro-
blem the application systems programmer will treat MAX as a global con-
trol variable which is set for each different machine and operating
system.

A general method for dealing with input-output

Since input-output is so machine specific, it is useful in an applica-
tion program system to carry out all actual read's and write's in sub-
routines of the system itself. By this means, the actual interaction
with any given machine is confined to one place in the whole system and
the burden of finding and changing input-output statements is reduced to
the minimum. This minimum procedure can then be carried out in a high
level language or machine language as is expedient.

Overview

The definition of "system" given at the beginning was "anything formed
of parts placed together to make a regular and connected whole working
as one machine". In what followed the "parts" singled out for attention
in a program consisted of subroutines usually written in a "high level™"
computer language. These subroutines would fall into two major classes.
First, would be the service subroutines. These deal with the problems
of immediate access storage management; input-output; bit, byte and
word moving; and straight forward counting or reckoning with real num-
bers. Second would be all the subroutines, grouped by algorithms treat-
ed. This second group would be dependent on the first group.

By applying this simple structure and by taking care to isolate the
ill-defined features of common computing machines, the working scientist
may hope to build an application subsystem of any operating system for
any available digital computer.

Finally, and most important, the whole system must be thoroughly and
rigorously documented.
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THE NRC SYSTEM OF CRYSTALLOGRAPHIC COMPUTER PROGRAMS

F.R. Ahmed¥*

Summary

The NRC system is a generalized and self-consistent set
of programs for the determination and refinement of
crystal structures, excluding the proteins. It was
developed by crystallographers at the National Research
Council of Canada, and has been in constant use for
over a decade. Descriptive write-ups and program lis-
tings in FORTRAN IV are available at no charge. This
system is operable on a medium-size computer with 32K
words of core memory, floating point hardware, a disk
or three magnetic tape units, a card reader, a card
punch, and a printer. Though initially designed for an
IBM 360 model 50 with the Basic Operating System, it
has been used with Operating System 360, and with the
IBM Time Sharing System. It should be applicable, with
very minor changes, to other computer makes and models.

1. Introduction

The main part of the NRC system was developed by Ahmed,
Hall, Pippy and Huber (1, 2), and was described briefly
by Ahmed (3). All the programs are written in FORTRAN
IV (4), and all except one are tailored to fit into a
32K word (32 bits each) core memory. The computing
system is assumed to have a disk or three magnetic tape
units, a card reader, a card punch, and a printer.

Each program is a separate entity with its own subprog-
rams, and is carefully documented with details of the
mathematical procedure, input/output formats, and a
list of the arrays whose sizes may be changed to reduce
or expand the memory requirements. Well-planned data
sheets are also available for the main programs. For
each compound under study, the system generates a stan-
dardized data file that is utilized and sometimes up-
dated by the programs. This file, therefore, serves as

*Division of Biological Sciences, National Research
Council of Canada, Ottawa, Canada KI1A OR6
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the common link between the programs of the system, and
its format has not been changed since the first program

was written. This facilitates the execution of several
programs 1n succession, in any desired order, by means

of the job control cards. The programs offer an
adequate degree of flexibility, and include various
useful options.

In addition to program listings and write-ups, card
images of the FORTRAN statements on magnetic tape are
also available, provided the user supplies his own
magnetic tape.

2, The standard data file

The use of a standard data file in the NRC system is
intended to facilitate the transfer of data from one
program to another, and to avoid as much as possible
wasteful recalculation of the same quantities that are
needed at various stages. For each crystal structure,
therefore, a standard file is generated at the data
reduction stage and made available to the other prog-
rams. When revised atomic parameters are calculated,
the file is automatically updated.

The format of the file is basically a simplified
version of that devised by Cruickshank et al. (5) for
the KDF-9 system. It starts with an identification
record, followed by a directory of the lists in the
file, then the data lists in ascending order. These
lists are: (1) unit cell; (2) symmetry; (3) form fac-
tors; (4) atomic parameters; (5) cos and sin (27x);

(6) planes. The unit-cell list holds the cell para-
meters and the tensors for calculating sin28, bond
lengths, and orthogonal coordinates in A. The symmetry
list contains the equivalent positions of the space
group and its different symmetries. The tables of
fi(sin®@/)) are stored in the form-factor list. Atomic
positional and thermal parameters and their e.s.d.'s
are stored in list 4; there may be one or two of these
lists with different serial numbers. The planes list
has one record for each permissible reflexion, con-
taining h, k, 1, obs/unobs status, multiplicity,
parity, order2indicator (to specify which indices have
changed), sin®0, vw, F, F. (and Ay, By, Ay, By if
needed) , total intensity count, ang the interpolated
f values.
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3. Available programs

The programs in the NRC system which are available for
distribution are listed below, with a brief description
of their purpose, main features, and options incorpor-
ated in them.

3.1. NRC-1l: Goniostat settings

It generates the indices (hkl) and calculates the
goniostat settings (y,¢ , 201, 202) of the possible
non-equivalent reflexions within a selected sphere (or
part of a sphere) in reciprocal space, for use with
the G.E. manual, or the card-operated Picker, diffrac-
tometer. Either one reciprocal axis must be at y =
90°, or two reciprocal axes must be at x = 0°. The
scan range can be increased in stages as 20 increases.

3.2. NRC-2A: Picker diffractometer data processing

It reads the data cards produced by the Picker diffrac-
tometer (rejecting the master cards), calculates the
net integrated intensities, scales them, and tests
whether they are observed above threshold. Duplicate
measurements of a given reflexion are averaged if the
difference is small, otherwise the higher count is
taken as the true count. The data are then sorted in
any specified order of |h|, |k|, |1|, and the results
output on the printer, on magnetic tape or disk, or on
cards. The program also checks that there are no
missing permissible reflexions within the reciprocal
space specified, and notifies the user of any such
omissions.

3.3. NRC-2: Data reduction and file generation

This program generates the standard data file needed
by the other programs. During this process, it cal-
culates sin2@, interpolates on the scattering factor
curves, derives |Fg| from the measured intensities,
assigns weights to Fgp, and applies a sharpening func-
tion to Fp2. It can also apply absorption corrections
as a function of ¢ or 28. The input data may be the
intensities (either on cards or from the output file of
NRC-2A), or the structure amplitudes (on cards). The
Lorentz and polarization correction may be calculated
for goniostat or Weissenberg geometry.
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3.4. NRC-3: Absorption correction

It calculates and applies the absorption corrections to
the intensities and structure amplitudes, using the m-
point Gaussian integration formula, as described by
Busing and Levy (6). It is applicable only to the 3-
circle goniostat geometry, and to crystals with planar
faces, 1Intensity data are accepted from cards or from
the standard data file. The number of points for the
Gaussian integration may be different in the three
spatial directions, The crystal is described to the
program by the coordinates of its corners relative to
any suitable Cartesian system with the origin within
the crystal. Each face and edge is defined by stating
on the input cards the serial numbers of 3 or 2 corners
as appropriate. This eliminates from the program any
search for faces or edges. Preliminary short tests may
be executed prior to the full run, in order to ensure
that the crystal orientation and measurements are prop-
erly described on the input cards, and to test the
accuracy of integration as the number of points my, mp,

m3 are varied. These tests are usually conducted on a

few of the axial reflexions at ¥ = 90°, measured at
different values of ¢,

3.5. NRC-4: Symbolic addition procedure

This is a very powerful program for estimating the
phases for centrosymmetric structures using the sym-
bolic addition procedure of Karle and Karle (7)) Res It
was written by Hall and partially revised by Ahmed (8).
The program is applicable only to triclinic, monoclinic
and orthorhombic systems. It is divided into four
parts which perform the following steps.

I, To estimate the temperature factor B and scale K
from the linear Wilson plot of
N
2 2

loge[ <121mheh LE,

where s = sin0O/A, m is the multiplicity, € is an in-
teger 2 1 which is dependent on the space group symmet-
ry and represents the number of identical contributions
to Fp by the symmetrically equivalent atoms, N is the

number of atoms in the full unit cell, and I is over
all the permissible reflexions in the asymmetric unit
including those accidentally unobserved. The param-
eters of the straight line through the points of the

2
> o (ﬁmh[Fbr >}S versus <s >

L e
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plot are derived for best fit by the regression line
procedure.

TI, To calculate the normalized structure amplitudes
|Ey,| and their statistical distribution, then sort
those with |E| > E-minimum in descending order of |E|,

_where 2 N S
|By| = [IFy |7/(ey28,%) ]2

and E-minimum is a specified lower limit, usually 1.2-
1.5. The number of reflexions above this limit should
be about 10 x the number of non-hydrogen atoms in the
asymmetric unit cell.

LIX. To generate the sigma-2 triples.. For each ref-
lexion h with Ej >E-minimum, a list is assembled of
the pairs of reflexions k and h-k, provided that
|Ex| and |Ep_y| are both higher than a specified op-

‘timum limit, usually 1.8-2.0. The latter limit is in-
tended to reduce the amount of computation, and is
chosen to provide about 200-400 reflexions above that
limit. During this search, the program derives the
symmetrically equivalent reflexions, their phase
relationships to the input set, and includes them in
the search. The output is produced on the printer and
on magnetic tape or disk. It may contain either a
non-redundant set of triples for computer operation, or
a redundant set that would be useful for manual applic-
ation of the symbolic addition. The latter option,
however, is recommended only for a small data set.
'This search for the triples can be very time-consuming,
and considerable care has been taken in the program
logic to speed up this operation.

Iv. To select the origin-defining reflexions, assign
the symbols as needed, and apply the sigma-2 relation-

ship
s(E)) =~ sk (E By )

in order to determine the signs (s) of the reflexions.
This is carried out in two main stages: first, for the
200-400 reflexions with |E| >E-optimum, to determine
the values of the assumed symbols; second, for the
weaker reflexions. At the end, it sorts the signed
‘reflexions and outputs them in the standard format for
the Fourier program. The origin-defining reflexions
may be selected by the program or by the user. In the
former case, the three origin-defining reflexions are
chosen from the top 10-15 ?E]'s, to be linearly in-
dependent, and to have the largest number of sigma-2

T ———————
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triples. If the starting phases are input from cards,
the starting set can include any number of reflexions.
The symbolic phases, on the other hand, have to be as-
signed by the program as needed, to a maximum of four
symbols. During this operation, all the multiple in-
dications which might lead to the true or relative
values of the assumed symbols and symbol products are
accumulated, and at the end are analysed for consis-
tency. The probabilities of the p?pse indications

3/2

P+(Eh) = 1 +3 tanh(03 2 ﬁEkEh k) y
N
where g = 1212 and Z is the atomic number,

are calculated throughout this process, and examined
before acceptance of the phase indications. The prog-
ram allows for these acceptance limits on the probab-
ility to be set high at the early stages of phasing and
to be lowered gradually in steps. The printed output
from this program provides full information about the
sequence of phase determination, and lists the multiple
indications, so that the user may make a more critical
evaluation of the true values of the assumed symbols.
Both the numeric and symbolic phases are available on
the output tape, so that the user may change the values
of the symbols if he so chooses,

3.6. NRC-5: Direct phase determination

This program determines the phases for non-centrosym-
metric structures by repetitive application of the tan-
gent or weighted tangent formula

tan¢, = Ao BB g lsinlodey o) Sy
h kakwh_k|EkEh_klcos(¢k+¢h_k) Saec

where wh = tanh(ah/2] ah = 203 5 3/2]E [(S 2+C )2

It may also be applied to centrosymmetrlc structures as
a special case. The program consists of five parts, to
be executed consecutively. Parts I, II, and III per-
form the first three steps described in NRC-4, except
that parts I and II include an option to estimate and
employ anisotropic thermal parameters in the calcula-
tion of |E,| [Maslen(9) ], and part III utilizes a more
general expression for the phase relationships among
the equivalent reflexions, of the form

¢(hkl, hkl, or hkl) = (0 or w) * ¢(hkl)
depending on the space group and the parity of the in-
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dices. Part IV refines and extends the structure fac-

' tor phases, in discrete cycles for decreasing [E|-

 threshold and with a few iterations in each cycle.

' Each of these iterations involves one full sweep
 through the relevant sigma-2 triples. Part V is to be
'used only when a molecular fragment is known and it is
necessary to select those reflexions with |E| above
| E|-minimum and |Fg| greater than a specified fraction
of |F_|. The output cards from this run are then used

for re-entry into part IV. These programs were written

by C.P. Huber and F. Brisse, based on an earlier ver-
sion witten in Australia by S.R. Hall, and are appli-
cable only to the triclinic, monoclinic and orthorhom-

;bic systems.

 Part IV of this set has been modified recently by
'Ahmed, in order to make it more automatic and to add
 some desirable features. In this version, the initial
' set of phases is to be selected by the user, and is
assumed to contain the origin- and enantiomorph-defin-
ing reflexions, any reflexions with known phases from
sigma-1l or the symbolic addition procedure, and a few
reflexions with unknown phases. Each of the latter
reflexions can be assigned 1-8 trial numeric phase
values. The program reads the starting phase-set from
cards, automatically permutes the trial phase values,
refines and extends the phase-set, terminates unpromis-
' ing permutations at any desired stage according to
specified criteria, and produces a summary of the stat-
istics for the different permutations. An option is
also provided to refine or fix the phases of certain
categories of reflexions, so that some or all of the
starting phases and the well-determined phases can be
fixed during specific cycles, while others can be al-
lowed to refine. The parameters for accepting a newly
determined phase, and the indicators for fixing or
refining the phase-sets of the different categories,
‘may be varied from one cycle to the next. These built-
' in features are intended to allow the user a wide range
of flexibility when attempting to solve difficult

| structures.

!During each sweep through the sigma-2 triples, the
| program accumulates the contributions from the known
' phases to Sh and Ch and at the end it calculates
| =

]Eh|c K[[S +c)/z]skhk]

: A 2
|where K is a scale factor to make LlEh]C = EiEh|o for

all reflexions above the specified |Er threshold. A

— T T T T T
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consistency measure t
the expression

iy 2 2,%
e e S ) ¢

The newly determined phases, and those which are permit-
ted to refine during a given cycle, are not accepted for
contribution to the following iteration unless they meet
four criteria, namely, that ?Ehlc’ o, and t, are all

above the specified values for that cycle, and that the
phase deviation (or oscillation) is not excessive.
Alternatively, if the user so chooses, these conditions
may be bypassed so that all calculated phases can con-
tribute according to their assigned weights.

h is also calculated according to

To assist the user in determining the overall reliabil-
ity of the phase-sets, the following quantities are
calculated and printed at the end of every cycle. They
are listed here in descending order of their signif-
icance, and an estimate of their values for promising
phase-sets is given in the right-hand column.

R-Karle = I|E_ - Ec[ A z[EOJ 0.19-0.29

RT = 2jeE | / E|Eo| 0.5=0.7
2 2.1

K = [Z|E |%/ LlE |7]2 0.9-1.1

Number of accepted phases (8-10)N

Eah and < o4, > ?

where the sums are over all reflexions above the speci-
fied |E|-threshold, and N is the number of non-hydrogen
atoms in the asymmetric unit.

The program can be instructed to compute for all the
possible permutations of the input phases, or for only
a few specified ones. Also, by proper setting of the
acceptable R-Karle and RT limits, the program can be
made to terminate the calculation of any permutations
that do not seem to be progressing satisfactorily.

This revised version of part IV requires 64K words of
core memory, but the user may adjust the array sizes

to fit it into a 32K core by following the instructions
in the write-up.

3.7. NRC-6: Editing of the standard data file

It provides the user with the following editing options:
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(a) to examine, list, and/or copy the contents of the
file;

(b) to replace the symmetry list (list 2);

(c) to edit the planes list (list 6), and re-order the
reflexions if necessary.

3.8. NRC-7: Data manipulation for systems higher than
orthorhombic

The planes list in the standard data file normally
holds only the non-equivalent reflexions needed for the
least-squares refinement. For systems higher than
orthorhombic, this data-set must be extended and re-
ordered before it is presented to the symbolic addition
program (NRC-4 III) and the Fourier program (NRC-8).
The programs (NRC-7) which perform this data manipul-
ation were written by W.H. De Camp in 1973, and are
‘included in our package.

3.9. NRC-8: Fourier maps

It evaluates 3-dimensional Patterson, electron-density,
and difference maps, printing the results in sections
for constant X, ¥, or Z. The prominent feature in this
program is its ability to print the sections with un-
distorted geometry, which is most convenient for direct
plotting of the contour lines and for visual interpret-
ation. This is accomplished by performing the Fourier
summations at the grid points of a square net super-
posed on each section. The grid interval in this case
may be 1/3 or + A. Alternatively, the grid lines may
be chosen parallel to the unit-cell axes, which normal-
ly produces sections with distorted geometry. The user
is also given these options: (a) a choice of different
grid intervals in the three directions; (b) input of a
sharpening curve for the Patterson amplitudes; (c) ex-
clusion from the sums of any number of specified ref-
lexions, or those with poorly determined phases such as
whenlecl is less than 0,25|F_|, or those above a given

sin“© limit. This program utilizes the triple pro-
duct form for the Fourier expressions and calculates
the sums in three separate stages of single summations,
making full use of the order in which the reflexions
are stored in the data file, as has been described in
reference (10).
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3.10. NRC-9: Differential syntheses

It calculates the electron density and its first and
second partial derivatives at each of the assumed atom-
ic positions, then derives the positions of electron
density maxima, as described by Booth (11). This oper-
ation is performed separately for the observed and the
calculated structure amplitudes, then the observed
atomic positions are corrected by the back-shift method
for series-termination errors. Estimated standard dev-
iations of the atomic positions are also calculated.
Like NRC-8, this program utilizes the triple product
form of the Fourier expressions, and makes full use of
the order in which the reflexions are stored. The user
is allowed to modify any of the structure amplitudes,
or to exclude certain reflexions from the summations.

3.11. NRC-10: Structure factor least squares (SFLS)

This program calculates structure factors, refines at-
omic parameters and overall scale by the block-diagonal
least-squares approximation, and evaluates the estimated
standard deviations of the refined parameters. The
mathematical procedure is based on that described by
Cruickshank (12). The block sizes for the L.S. refine-
ment are dependent on the number of parameters for each
atom, as follows:

(1) 4x4 for x, y, z and B-isotropic;

(2) 5x5 for x, vy, z, B, and occupancy n;

(3) (3%3 and 6x6) or 9x9 for x, y, z, and B, .

anisotropic J
(4) 10x10 for x, y, z, Bij and n
(5) 2x2 for the overall scale and overall B.

If any of the parameters has a fixed value, as for ex-
ample y = 0.5 or By, = 0, the block size is reduced by
the program and the fixed parameters are excluded.
However, the program does not take into account the
dependence between related parameters such as when y=x.
Any or all of the atoms may be included in the SF cal-
culations but excluded from the LS refinement, as might
be the case for H atoms. The imaginary component, Af",
of the anomalous dispersion may be included for any of
the atoms. Six weighting schemes with adjustable para-
meters are available. All shifts in the thermal param-
eters are corrected for their estimated interaction
with the scale factor, as proposed by Schomaker (13).
Calculated shifts in all parameters may be multiplied
by a fudge factor to speed up conversion and to reduce
oscillation.

T TR T T T YTy T T ;YT T, r———— 1T ——— 17— — — — T - -t ~r e e e
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The atomic parameters may be read from cards or from
the standard data file. Poorly measured reflexions and
those affected by extinction or multiple diffraction
may be included in the SF calculation and excluded from
the LS sums. Their structure amplitudes and obs/unobs
indicators may also be modified during input. Unobser-
ved reflexions may be excluded from all calculations or
only from the LS sums, or only those with |F | =2x|F _|
where x 21.0 may be included in the LS sums.© S

At the end of the run, the program calculateg the
weighted and unweighted R indices and Iw(AF)“, and pro-
duces a revised data file in the standard format con-
taining the refined parameters and the revised structure
amplitudes. The parameters are also output on cards.

3.12. NRC-12: Scan of interatomic distances and angles

Given the positional parameters for the atoms of a
single molecule, the program calculates bond lengths and
intermolecular distances within a specified upper limit
for each, and prints them in separate lists. It then
combines the distances from these two lists into a co-
ordination table (which may be printed if needed for in-
organic compounds), giving the nearest neighbours to
each of the original atoms. Finally, the program com-
putes the valency angles whose adjacent sides are within
a specified upper limit, using the information in the
co-ordination table. It also produces the standard
deviations for the distances and angles.

3.13. NRC-14: Error analysis and agreement summary

This program analyzes the observed structure amplitudes
for systematic and gross accidental errors, and exam-
ines the suitability of the weights used in the least-
squares refinement. It calculates Z]FO[, Z[Fc|, R,

Sw(AF) 2, <w(AF)2>for specified ranges of lFol and /or

¥

for ranges of sinze, and /for for levels of h, k, or 1.
It also lists reflexions with individual poor agree-
ment, i.e., the observed reflexions with |AF|/|F,|> 3R

and |AF|> 2 lFth[, and the unobserved reflex-

ions with |Fc|> 1.5 |Fy |, where F, is the correspon-

th
ding threshold amplitude.
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3.14. NRC-21: The d-spacings

It generates hkl and calculates d(hkl) for all the non-
equivalent reflexions within a selected sphere or part
of a sphere in reciprocal space, excluding those pro-
hibited by the space group symmetry. Reflexions are
sorted into descending order of d(hkl) before printing,
for use in the indexing of powder lines.

3.15. NRC-22: Mean plane and torsion angles

This program calculates the best mean plane through a
group of atoms, examines the planarity of the group by

the xz-test, and calculates the distances of any other
atoms from the plane. It can also produce the dihedral
angle between any pair of planes calculated, and has
been modified recently to calculate the torsion angles,
with signs according to the IUPAP convention.

3.16. NRC-23: Structure factor table

It lists the structure factors in a table of the proper
proportions for photographic reduction and publication
in Acta Crystallographica.

3.17. NRC-24: Projection of atoms onto a plane

The program projects the atoms of a molecule onto a
given plane (or planes), for viewing the molecule from
different angles or for preparation of a suitable
clinographic drawing of the structure.

3.18. NRC-26: Structure factor table for deposit

It produces a structure factor table which meets the
specifications for deposition of tables, as an alter-
native to publication in Acta Crystallographica.

4. Other programs

ORTEP by C.K. Johnson (14), MGTLS by Trueblood and
Schomaker (15), and MULTAN by Germain, Main and Woolf-
son (16) have been obtained and implemented by C.P.
Huber and M.L. Post for use with the NRC system.
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XRAY76

*
James M. Stewart
Summary

XRAY76 is a system of programs for large computers. It has been written
in PIDGIN FORTRAN, a neutral subset of FORTRAN IV. The overall structure
of the system, the constituting programs and the steps involved in the
implementation are described.

Introduction

XRAY76 is a collection of programs based on XRAY63 and XRAY72. These
programs have been collected from many sources and have been integrated
into a single large overlay structure. The whole system of programs has
been compiled and tested on a variety of "large" and "maxi" computers,
among them the UNIVAC 1100 series, the CDC 6000, 7000 and CYBER series,
the IBM 360 and 370 series, DEC PDP-10, ICL 1906A, BURROUGHS 6700 and
Honeywell 68/80. The programs are documented in Technical Report TR-446
(March 1976) of the Computer Science Center of the University of Marylanc
Figurxe I shows the table of contents of that report. From this table the
variety of crystallographic computations performed through XRAY76 may be
seen. The programs have been written and/or edited into the system throuc
the efforts of many authors. In addition, many others have helped in the
testing and implementation of the resulting programs on the various
machines. The credits to these authors are given in appendix 1 of TR-446

Fig. 1

GENERL GENERAL DESCRIPTION OF THE "XRAY" SYSTEM,
ITS TERMS AND USE

ABSCOR ABSORPTION CORRECTION (TOMPA METHOD)

ABSORB DIFFRACTOMETER ABSORPTION CORRECTION
(GAUSSIAN QUADRATURE)

APHASE SEARCH OF SIGMA-TWO RELATIONSHIPS FOR
A SET OF POSSIBLE PHASES

BONDAT GENERATION OF THE COORDINATES OF BONDED
ATOMS

BONDLA DETERMINATION OF CONTACT AND BOND DISTANCES
AND ANGLES WITH ESTIMATED ERRORS

BUILDM FIND A CONNECTED SET OF ATOMIC COORDINATES
FROM INPUT SEARCH OF FOURIER PEAKS

CELRDN CELL REDUCTION PROGRAM OF MIGHELL AND SANTORO

CONTRS DRAW FOURIER MAPS ON A LINE PLOTTER

CRYLSQ GEMERAL CRYSTALLOGRAPHIC LEAST SQUARES
PROGRAM

CRYSET GENERATE GENERAL EQUIVALENT POSITIONS FROM
SPACE GROUP SYMBOL BY LARSON ALGORITHM

DATCOS TREATMENT OF INITIAL DIFFRACTOMETER INTENSITY
DATA

DATRDN PREPARATION OF BINARY DATA FILE AND PRE-

A LIMINARY TREATMENT OF DATA AND SYMMETRY

DELSIG DISPAY DELTA F AS A FUNCTION OF FO OR

SIN(THETA)

*
University of Maryland, U.S.A.
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IFig. 1 (continued)

- DRAW FOURIER CONTOURING PROGRAM
DUMCOPF DUMP OR COPY THE BINARY DATA FILE
EC CALCULATE NORMALIZED STRUCTURE FACTORS,E,
AND FORM TRANSLATION FUNCTION COEFFICIENTS
. EGEN ESTIMATION OF NORMALIZED STRUCTURE FACTORS,
THE OVERALL TEMPERATURE AND SCALE FACTORS
FC STRUCTURE FACTOR CALCULATION
 FOUREF AUTOMATIC BLOCK FOURIER REFINEMENT OF ATOMIC
PARAMETERS
. FOURR FOURIER TRANSFORMATIONS TO GIVE PATTERSON,
| VECTOR, ELECTRON DENSITY, DIFFERENCE, OR E
| MAPS
- LATCON LEAST SQUARES REFINEMENT OF LATTICE FPARA-
METERS
LISTFC LISTS STRUCTURE FACTORS FOR PUBLICATION
LOADAT LOAD ATOMIC PARAMETERS INTO THE BINARY DATA
FILE
LSQPL CALCULATION OF EQUATIONS OF 3-DIMENSIONAL
FLANES AND LINES
MODIFY BINARY DATA FILE EDITING AND GENERATION OF

PSEUDO DATA

MULDMP DUMP "XRAY" BINARY DATA FILE TO GIVE INPUT
FOR NON-SYSTEM "MULTAR"

MULTAN XRAY ADAPTATIOR OF WOOLFSON-MAIN-GERMAIN

[ MULTIPLE SOLUTION PROGRAM

. RORMSF PRELIMINARY DATA SCALING, CALCULATION OF
NORMALIZED STRUCTURE FACTORS (E), AND
ESTIMATION OF TEMPERATURE FACTORS

ORTEP XRAY ADAPTATION OF OAK RIDGE PLOTTING PROGRAM
OF C. JOHNSON
. PARAM LEAST SQUARES REFINEMENT OF CELL PARAMETERS

FROM TWO THETA DAT
 PEKPIK SEARCH FOURIER MAPS FOR PEAKS

 PHASE SEARCH OF SIGMA-TWO RELATIONSHIPS FOR A SET
OF POSSIBLE PHASES(CENTRIC CASE)
PLOT PRODUCE PLOTS FOR "ORTEP", "PROJCT!)"CONTRSY

CONNECT TO SHOP PLOTTER OR SIMULATE PLOTTER
ON LINE PRINTER
POWGEN POWDER PATTERNS FROM SINGLE CRYSTAL DATA
PROJCT PRODUCE A PLOT OF THE PROJECTION OF A MOL-
ECULE ON A PLANE-OUTPUT TO LINE PRINTER AND
| LINE PLOTTER
 RIGBOD GENERATION OF RIGID GROUPS FOR USE IN LEAST

SQUARES REFINEMENT
RLIST LISTS R VALUES FOR VARIOUS ZONES AND OTHER

REFLECTION CLASSES
SINGEN FORMS TRIPLES FOR PHASE DETERMINATION (CEN-
TRIC OR ACENTRIC)

STEPRF STEP REFINEMENT OF ATOMIC PARAMETERS AT LOW
| RESOLUTION

TANGEN USE OF TANGENT FORMULA TO CALCULATE PHASES
WRITEU GENERATION OF WRITE-UP

WTANAL ANALYSIS OF LEAST SQUARES WEIGHTING SCHEMES

| WTLSSQ CALCULATION OF LEAST SQUARES WEIGHTING SCHEMES
 APENDX-1 CONTRIBUTORS TO THE SYSTEM

| APENDX-2 EXAMPLE DATA DECKS

APENDX-3 DISTRIBUTION OF THE SYSTEM

APENDX-4 PIDGIN F@RTRAN

| APENDX-5 THE STRUCTURE OF THE SYSTEM

| APENDX-6 THE FORMAT OF THE BINARY DATA FILE

| APENDX~-7 INFORMATION ON REPORT OF SUSPECTED ERRORS

| Structure of XRAY76

The programs which constitute XRAY76 are written in a neutral subset of
FORTRAN IV, which is referred to as "PIDGIN" FORTRAN. The details of
"PIDGIN" FORTRAN are given in appendix 2 of TR-446. All of the subroutines
which carry out crystallographic calculations are programmed to be com-
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patible with and to depend upon the "control" part of the system. This
control part centralizes input-output, word-packing, "overlaying" and the
management of large data arrays in immediate access storage. The control
part of the XRAY system is called the NUCLEUS. Practically all of the
machine specific programming is concentrated in the NUCLEUS.

Even though the total size of the XRAY76 system is quite large, the
structure of the system is very straight forward. Figure II shows, by
means of an immediate access storage, "map" or "link edit", the overall
structure of the system. If one understands how to implement the NUCLEUS,
one overlay and the large data array, all the rest would be "easy".
Appendix 5 of TR-446 gives details of the overlay structure of XRAY76.

Core Memory Daigram for XRAY76

NUCLEUS Including Control Programs For Overlay
Input-Output, Core Management, Etc.

Overlays Of Working Crystallographic Programs

o
e
% la verla |
§ Overlay Overlay yeriay ¥ Overlay
a
=1 I 11 III IV jaweann N
<
©
= _
w
L
: Large Data Storage Array (Begins After Longest Overlay)
=
Of Indefinite Length
|_ Fig. 2

Steps involved in implementing XRAY76
The implementation may be thought of in terms of seven major
steps:
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Moving symbolic PIDGIN FORTRAN, write up and test decks from the
supplied tape file to local files in mass storage.

Editing the symbolic decks to observe local conventions, especially
with respect to I/O and core management. The table of contents in
the MAIN program shows which subroutines contain shop specific
code.

Compiling the corrected FORTRAN decks and saving the "relocatable"
programs which result in another local file.

Adapting the overlay structure to local core availability and
management practice.

Setting up local run requirements including establishment of data
files.

Running test decks and checking results against Acta Cryst. (1).
Documenting the procedure for others at the installation.

|It is not possible to give details of all these steps for all machines.
Every machine has its ownpeculiarities and, moreover, each computer
center is free to embellish a given machines operating system in any
‘way they see fit.

!In the case of XRAY76, the process has been carried out for a number of
[different machines and the results documented to help in the implemen-
‘tation at other laboratories using these machines. This documentation is
'supplied with the magnetic tape containing the symbolic decks.

' References

' (1) Acta Cryst. (1972), A28, 365-393
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SHELX

George M, Sheldrick*

Summary

SHELX is an integrated program for crystallographic data reduction,
structure solution and refinement. It is written in a simple
subset of FORTRAN which is compatible with most large computers,
The program is relatively easy to instal and use, and makes modest
demands on computer time, store, file-space and the amount of
output created, The program is valid for all space groups. All
instructions are input in machine-independent free format. SHELX
consists of about 5000 FORTRAN statements and includes absorption
corrections, reflexion sort/merge with determination of inter-batch
scale factors, multisolution direct methods, geometric placing of
hydrogen atoms, full-matrix and blocked least-squares refinements
with various rigid group, riding atom, and bond length constraints,
analysis of wvariance, various Fourier syntheses, peak-search,
unique molecule assembly and lineprinter 'plots'. A minicomputer
system incorporating SHELX is available from SYNTEX,

1. Introduction to the program system

SHELX is entirely written in a very simple subset of FORTRAN, which
is acceptable to most large computers and also compiles into
efficient code, With the exception that 'logical IF' comparisons
are allowed, the language appears to be a subset of 'PIGIN FORTRAN'
defined by J.M., Stewart. Many problems affecting the transfer of
the program between computers have been avoided by NEVER using the
statements: EQUIVALENCE, BACKSPACE, ENTRY, BLOCKDATA and EXTERNAL.
Both formatted and unformatted READ and WRITE are employed, but
REWIND is only allowed for binary files (which are blocked
internally by the program), and the only items which appear in the
brackets after READ or WRITE are unit numbers and FORMAT statement
numbers, Subroutines are used sparingly (ASSIGN is faster at run-
time) and the only arguments allowed are simple variables.

*¥Anorganisch—-Chemisches Institut der Universit¥t, TammannstraBe 4,
D-3400 GBttingen, Germany
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| Logical, double precision or complex variables are NEVER used
in SHELX; all arrays are one-dimensional, with subscripts of the
type 'I' or 'I+constant'. Extensive use is made of dynamic storage
of several types of information in the same array, and to make the
 source program shorter variable names are restricted to one or (if
' necessary !) two letters., 'Blank COMMON' is set up in the main
program as follows ('labelled COMMON' is not used):

 COMMON LM,LR,LH,LI,LP,LA,LB,LC,LF,LU,LV,HA,HD,A( 14026)
LM=14026

A similar '"blank COMMON' statement appears at the start of all

' major subroutines, the only difference being that tA(14026)" is

' replaced by several arrays, with a sum of dimensions less than or
'equal to 14026, The last array in each blank COMMON statement is
|used to store the 1list(s) which may expand substantially for

' larger problems, e,g. the matrix for least-sguares refinement.

To create a version of the program for large problems (e.g. to
'refine more parameters simultaneously by full-matrix least-squares)
- only the main program (which is very short) needs to be recompiled,
with LM set equal to the increased dimension of A. The value of
LM tells each subroutine how much core store is available. The

' sort/merge and Fourier routines automatically make more use of

' scratch disc if the core store is limited; for direct methods the
'number of reflexions or phase relations is automatically reduced
to fit the available store.

[ All installation-dependent parameters are set in the main
' program, LR ... LF define the unit numbers of all files and
input/output devices, LU is a flag to take advantage of 'COMPRESS
|INTEGER' mode on certain computers in assigning blank COMMON
allocations; it may only be used if the integer length is at least
24 bits and is not more than half the real length (in practice it
lis useful only for ICL, Telefunken and ODRA computers)., LV sets
the buffer size used by the program for binary files; if it is
'altered it is also necessary to change some dimensions elsewhere
'in the program (in practice it is never necessary to change it).
|HA and HD are the number of lineprinter characters per inch across
| and down the paper; they are needed to scale the lineprinter plots.

| The overlay structure of SHELX is particularly simple: each
| segment is called once, in sequence, from the main program, All
;information is transmitted via blank COMMON or binary files, On
'modern virtual-memory machines the program is small enough to run
'without overlay. On very small computers without overlay it can
simply be split up into up to six separate programs, each with
'its own main program, all information being transferred via the
| binary files,
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2. Installation problems

After modifying the main program as described above, SHELX-76 has
been found to compile and run correctly first time on the following
computers: IBM 360, 370; DEC 10, 20; CDC 6600, 7600, cyber-72 to
—763 UNIVAC 1106, 1108; TELEFUNKEN TR 440; ICL 1901 to 1906,
system—4; SIEMENS 4004; AMDAHL 470; HONEYWELL-BULL 60 and CII
SIRIS-7. With obvious minor action to avoid compiler bugs or known
idiosyncrasies it also runs correctly on the CDC 3300, 64003 RIAD
20 and Burroughs 6700, 6718. The only known serious problems
concern the Elliot 4130 (now probably extinct) and the ODRA 1305
(where SHELX-72 ran correctly but one subroutine in SHELX-76 fails,
probably because there is no disc). The simple programming style
usually enables the highest level of compiler optimisation to be
used, though there are problems with opt=2 for the CDC 7600 and
certain releases of the ICL XFEW compiler., The minimum core store
required is in the range 100-140 k-bytes depending on the computer
and compiler, SHELX-76 is totally incompatible with computers
which have an integer word-length of less than 24 bits.

In practice most of the installation problems are concerned
with reading a magnetic tape (or card deck) on one make of computer
which was written on another,

3. Crystal data and instructions

In SHELX an attempt has been made to make the necessary input so
simple that an experienced user rarely needs to refer to the
instruction manual. However there is a price to pay in terms of
the options available to the user and constraints on the
programming, SHELX employs three scratch binary files (units LA,
LB and LC defined in the main program) plus the following files or
input/ouﬁput devices:

LR: Card reader or input file for unit-cell and symmetry informat-—
ion, atom coordinates and all instructions.

LH: Input file or magnetic tape for raw intensity data (only
required in a data reduction jobs; it is-also possible to input the
raw data via LR instead).

LF: Permanent or scratch file for h, k, 1, F, o(F), E etc. after
data reduction, Can be modified by subsequent jobs, e.g. to
renormalise E—values or suppress individual reflexions. To save
file-space (and time !) each reflexion is packed into 6 real words
and buffered in binary records; scattering factors are not stored
in this file.
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' LI: Lineprinter output.

LP: Card punch or file output of refined atomic coordinates and

' (optionally) 'condensed data'.

!Condensed data' consists of h, k, 1, F and ofF) (after data

reduction) packed efficiently in coded form (about 9 reflexions per

card) followed at the end by a checksum. It may be reinput via LR
or LH, in which case no raw intensity data are required and LF may

 be a scratch file, It is particularly useful when permanent file-
 space is limited or not available, and enables all instructions and

data for one job to be contained in a single compact file or card
deck. Thus the same deck or file may be input either to a (slow)
local computer or a (faster and larger) regional computer,

It should be noted that there is no permanent file containing
unit-cell and symmetry information and atom coordinates. The
system was originally intended to run from cards, which are still

. useful, especially for users who are not computer experts; if a

 good interactive editing system is available, it seems

unnecessary to duplicate it. However a facility is provided in
SHELX for concatenating input files, e.g. to read back coordinates
output by a previous job.

All instruction and atom cards are read in FORMAT(A4,76A1).
If the first four characters are not a recognised instruction the
card is assumed to be an atom card with these four characters as

' name, A FORTRAN routine then decodes the T6Al character string

into an array of numbers; there is no distinction between reals
and integers. Numbers are input in free format, separated by one

or more spaces (or other characters which could not themselves be

part of a number). There are facilities for continuation lines

- and comments, Extensive use is made of sensible default values

for numbers which are not given. Special action is taken to
decode instructionsssuch as:

SYMM -X, 0.5+Y, 0.5-Z and SFAC C H N CL

Except for checking for input errors and some immediate
processing of intensity data, no calculations are performed until
the END card is read; thus instructions may be input in almost any

 order, and the program decides whether the instructions make

crystallographic sense before proceeding with the calculations,

which are performed in a fixed order. For example if a difference

electron density synthesis is requested, a structure factor

' calculation is automatically performed first even if the user has

forgotten to ask for it. This approach means that a user error is
less likely to waste computer time, at a cost of some loss in

'flexibility. The dynamic packing of items into one—dimensional
arrays imposes certain restrictions on card order however; e.g.
SFAC cards must be given before atoms.
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4, Examples

Details of the types of crystallographic calculations which may be
performed with SHELX, and some of the theory on which they are
based and the computing algorithms employed, will be presented in
the afternoon classes of the summer school. It is useful first to
obtain an overall picture by looking at some typical instruction
files., The first example illustrates a routine data reduction and
centrosymmetric direct methods job., It is assumed that data have
been collected on a 4—circle diffractometer and have been converted
to h, k, 1, F and &(F) in FORMAT(3I4,2F8.2) on file or tape LH,
that L.p. corrections have already been applied, and that absorpt-
ion corrections will not be necessary. At the end of LH there
shou%d be a blank record (or a reflexion with all five items set to
Zero).

TITL DIAMANTANE-4-OL

CELL 1.5418 16.704 16.704 7.922 90 90 90

SYMM ,5-X, .5-Y, Z

SYMM -Y, .5+X, .5+Z

SYMM ,5+Y, -X, .5+&

SFAC C O H

UNIT 112 8 160

HKLF 3

MERG -2

OMIT 4

EEES 1.2

FMAP 7

GRID 23 23 -2 2 2 2

PLAN 20 3

END

The space group is P42/n, with unit-cell contents 011208H160'
Default settings of 'centrosymmetric! and 'primitive lattice' have
been assumed., Symmetry information is always specified be means
of the coordinates of the general position as given in Internation—
al Tables, omitting 'X, Y, Z'. The instructions TITL to UNIT
inclusive would be the same for all calculations on this structure.
Between HKLF and END, instructions could have been given in any
order, The data are read from LH after "HKLF 3'; MERG -2 will
average equivalent reflexions, find E-values and put the F and a(F)
values on an approximately absolute scale. The minus sign is
conventionally used to mean 'create more output', in this case to
print a multicolumn list of reflexions after data reduction (note
that all default settings save trees). Unit LF may be saved after
the job as a permanent reflexion data file; all reflexions in it
with F less than 4o(F) will be flagged as unobserved (OMIT 4).
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Alternatively LF could have been set up as a scratch file, and LIST
2 used to generate condensed data cards. EEES 1.2 controls the

' multisolution sigma—2 sign expansion. In this example the 2 origin
- and 12 (default setting) multisolution reflexions are selected

automatically, and up to 4 (default) 'best' E-maps are calculated
(FMAP 7) but not printed (which would require FMAP -7). The
highest 20 unique peaks in each are then sorted into molecules,
which are 'plotted! on the lineprinter., As it happens the program
decides that 2 E-maps are sufficient, and the job required about

20 seconds CPU time on an IBM 370/165 or 5 seconds on a CDC 7600.

The second example concerns absorption corrections for
Weissenberg data, followed by determination of layer scale factors
using data collected from the same crystal about two different
axes:

. TITL ... UNIT as usual

ABSC 1.0

 FACE 1 0 0 ,037

FACE -1 0 O .028
FACE -1 2 1 .148

FACE -1 -2 -1 .204

FACE 1 2 -1 .178

AXTS5 1 00

HKLF 4 (program now reads unit LH up to first blank record)
AXTS 010

HKLF 4 (now reads rest of unit LH)

| MERG. -3

etec,

| The absorption corrections are calculated by Gaussian integration
. to a precision of 1% (set on the ABSC card). The linear absorption

coefficient and optimum integration grid are computed by the
Erogram. In the next example a regular hexagon (default C-C 1.395

) is fitted to six Fourier peaks (carbon atoms) and then refined
as a rigid group:

L.S. 4

AFRIX 66

Cl 1 .068 .496 .239
G2 L iwl45 5668.215
G230 m2d 0Nt BToN. 11T
c4 1 .257 .503 .049
EHIE N 169 o437 c0T2
a0 5L 422856
AFIX O

etec,

An effective rigid group refinement can also be achieved with bond

| length constraints. e.g. to refine a BF4- ion as a regular
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tetrahedron, but with the B-F distance free to refine:

.

L.S. 4

LIST 1 -1 analysis of variance and F(o)/F(c) tables)

BOND .5 2 bond lengths, angles, and non-bondgd distangfs)
WGHT -0.,001 (refine weighting parameter g; w=[ o™ (F)+gf "] ")
FVAR 1.08 1.37 (overall scale and B-F bond length)

Bl 3 .2566 .3649 .6487 11 .05 (sfac type, X, ¥y, 2z, sof, U)

F11 4 .1552 .3188 .7129 11 .08

Fl2 4 ,3436 ,4216 .7253 11 .08

F13 4 .3677 .3134 .6035 11 .08

Fl4 4 ,1582 ,4063 ,5580 11 .08

DETY 2UN0IS00NG ST e258 AR M50 5

DFIX 21.6330 0.001, 2 3, 24, 25, 3.4, 35, 45
ete,

This constrains B-F to 1.0 multiplied by 'free variable' 2 (which
starts refining from 1.37) and F...F to be 1.6330 times 'free
variable' 2. Note that there is no free variable 1, because the
first number on the FVAR card is the overall scale factor; to fix
a parameter (such as the site occupation factors in the above
example) 10 is added, Free variables are also used to apply
special position constraints, as in the following example from
space group P6,22 with Ulg(Sn) B O.5*U22(Sn) and U23(Sn) = 0:

FVAR 0.96 0.24 0,38 0.03

SN 51 2122 10,5 10,5081 4.2 0,08 10 0.02 41
G2 L 3] 300 08 i)

N Rl sl Al s (0)Eis el

etc,

Sn and C2 are in special positions of the type x, 2x, 0.5 and N

is at 0, 0.5, z. Although this example looks complicated compared
with program systems which apply the constraints automatically,
most users appear to have little trouble with the use of free
variables in practice, A further application of free variables is
to tie one group of site occupation factors to (say) free variable
3 (by setting them to 31) and another group to 1 minus free
variable 3 (by setting them to —-31) to refine a disordered
structure. DFIX is also very useful for disordered structures.
The final example illustrates the geometric placing and riding
refinement for hydrogen atoms:

C8 1 -.2655 .3665 .2632 11 .04 .05 .04 .01 -.01 .00
AFTX 23

H81 200 0 11 21

H82 2.0 0.0, 11 271

AFIX O

eto.
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5. Future developments

Although SHELX was written in about 1970 and has changed relatively
little since 1974, it has only become epidemic in the last two

. years, It is now installed on about 200 computers, mainly in

FEurope. It appeals mainly to chemists (who appreciate the ease of
installation and the simplicity of use) rather than crystallograph-
ers developing new methods (who find the restrictions irksome and
the program very difficult to modify). The program is highly
integrated and optimised, and although it is written in Fortran the
style is closer to assembler. The lack of a normal array structure,
extensive use of word packing, and brevity of the comments make
minor extensions and modifications a major undertaking (even for
the author): such is the price of efficiency. In fact, many of the
features which make SHELX so fast and machine independent owe more
to my ignorance of the more sophisticated features of FORTRAN than
to deliberate planning! [I have subsequently found out what
EQUIVALENCE means, but am still very hazy about EXTERNAL and ENTRY].

I prefer potential users to receive a current version of the

program and documentation directly from me rather than mutilated
versions from each other. This has enabled me to send corrections
and other useful information to all (?) users. The feedback from
users has been extremely valuable and accounts for many improveme-—
nts to the program. The current version, used in almost all
installations, is SHELX-76. Full compatibility is very desirable
so that jobs may be transferred between local and regional
computers etc, I have the impression that many SHELX users are
happy to be using a well tested and debugged version, and that it
is a mistake to issue new versions too frequently. However some
extensions are desirable, so the next version to be released will
be SHELX-80, I am particularly ashamed of distributing direct
methods programs which are about a decade out of date (even if they
sometimes solve structures), and improvements are necessary for

the expansion of partial structures and the refinement of large
structures. We have recently developed an empirical absorption
correction procedure based on measurements of (equivalent)
reflexions at different azimuthal angles, which should certainly be
added.

At the time SHELX was written, I did not know about 16-Dbit
minicomputers. Although it is a relatively small program, SHELX
was optimised for machines with at least 24-bit integers (the 24—
bit limit was chosen with ICL and Telefunken in mind) and about
120 k-bytes of core store. E. Oeser and I have recently written
a system for the Data General Eclipse and Nova mini—computers which
retains much of the philosophy of SHELX, but to a large extent was
rewritten from scratch because SHELX is so difficult to adapt. We
also took the opportunity to introduce various new facilities,
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some of which require an interactive system. The major changes are:
1. Empirical absorption corrections are included.

2. The direct methods have been considerably improved and brought
up to date, The mini-computer program has now solved at least 20
structures which defeated MULTAN and SHELX in expert hands on
large computers.

3. Full-matrix least—squares has drawbacks on a mini-computer
because core store is limited and disc transfers very slow., We
have therefore written a 'blocked cascade' refinement program
which has large enough blocks to accommodate free variables, rigid
groups etc., but small enough to fit into core., Siructure factors
are only recalculated for those atoms which are refining in the
current cycle or the cycle immediately preceding it, so the
algorithm is much faster than the blocked refinement in SHELX if
there are more than two blocks, All the facilities of the SHELX
refinement are included except for DFIX, which is incompatible
with small blocks.

4. An iterative procedure for calculating difference Fouriers and
then refining atom site occupation factors is included for the
automatic extension of partial structures.

5. There is a facility for swapping out a job which is running,
then restarting it later. Also a job which is running can be given
an interrupt to tell it to complete the present refinement cycle,
then stop refining but go on to bond lengﬁh/angle calculations,
Fourier maps, etc. This is useful if a refinement has obviously
converged (R indices and times may be printed on the operators
console). A similar facility applies to direct methods (stop

doing permutations and start Eumaps) and the partial structure
refinement,

6. An interactive program is provided for molecular geometry
calculations including least-squares planes, torsion angles
(which are also printed out with e.s.d.s by the least-squares
refinement), librational corrections (Schomaker-Trueblood),
generation of symmetry equivalent atoms, molecule plots on
lineprinter and/or tektronix VDU, and setting up of input files
for ORTEP.

The system may be obtained from Syntex as an integrated
hardware/software combination or as an extension to their XTL
package (which has similar hardware requirements).
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CHAPTER 2

Program systems on mini-computers
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" RONTGEN 75 — A SYSTEM OF PROGRAMS FOR AUTHOMATIC SEARCH
FOR A STRUCTURAL MODEL

' V.I. Andrianov®

~ Summary

. RONTGEN-75 is a complete structure determination package succesfully

used in the USSR. Automatic determination of structures containing 20

~ to 30 asymmetric atoms is easily achieved. A survey of the subprograms

. in RONTGEN-75 is given. The operations "Multisolution method", "Fourier
synthesis", "Search for a structural model" and "Least-squares" are
discussed in more detail.

‘ 1. Introduction

RONTGEN-75 is a system of programs which is to be used on the BESM-6

computer (1 usec cycle-time). This system has been developed by Dr.

Tarnopolsky and Mrs. Safina, Institute of Chemical Physics, Academy of

Sciences of the USSR and by the author, Institute of Crystallography.

It was our goal to make the process of search as much automatic as

' possible utilizing the experience available. In the USSR, nowadays,
most of the structure determinations are carried out by means of the
system of programs RONTGEN and RONTGEN-75; structures containing up to
40 asymmetric atoms, being deciphered by direct methods, are solved
automatically. We call "automatic": the search for approximate struc-
tural model or its main fragments starting with the experimental data
only without human intervention in the intermediate stages of calcu-
lation. The automatic search for a structural model takes more computer
time than when the worker is optimizing the parameters of forthcoming
calculations after the analysis of previous results. But, the extra
computer time is fully compensated by the convenience of the automatic
structure determination.
Determination of not very complicated structures consisting of 20 - 30
asymmetric atoms is easily accessible to the worker not familiar with
details of the calculation procedure. The programs do not impose any
limitations: neither on the symmetry of the crystal nor on the amount
of experimental structure amplitudes. RONTGEN-75 is a system of FORTRAN
programs for a computer with a 32 K core of 48 bits words. To optimize
the employment of computer resources and to decrease the computer time-
-consumption some subroutines were written in the BESM-6 code. That is
why RONTGEN-75 can not be demonstrated on other computers. It is
planned to adjust RONTGEN-75 to widely accepted computers.

2. System organisation

About 30 various "operations" are designed to be carried out. "Opera-
tion" here means a system of programs for calculation of a definite

¥ Tnstitute of Crystallography, Moscow, USSR
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stage of structure determination. RONTGEN-75 performs the following

"operations":

(1) Input and check of data from punchtape, punchcards, or from
teletype;

(ii) Normalization of the structure amplitudes and collection of

Lo-relationships;
(iii) Multisolution method for the phase determination;

(iv) Search for a structural model;

(v) Fourier synthesis;

(vi) Least-squares refinement;

(vii) Calculation of the geometry of the molecule;

(viii) Performance of service programs to add or exclude some data
into tape/disk, their check, printing, transformation into
various formats, etc.

Every of these operations, excluding "input the data", is managed by a

few parameters which will be discussed further in more detail. More-—

over, every operation can be carried out automatically: the parameters
needed are not taken from the punchcards but have default values, set by
the authors. These values were chosen on the basis of author's experi-
ence in the field of structure determination. The operation "Search

for a structural model" seems to be cf the utmost interest here. As a

matter of fact, this operation represents continuous successive appli-

cation of the two other operations, "multisolution method" and "Fourier

"Fourier synthesis", without any predetermined parameter. The multi-

solution method determinates sets of the most suitable phases and then

the program "Fourier synthesis" provides their analysis during elec-
tron density calculations; the most probable model of a structure is
stored.

"Fourier synthesis" is adjusted in such a way that its cyclic use with

small changes in parameters makes it possible to carry out automatic

search for a structural model by heavy atom technique, and to refine
the phases of structure amplitudes. For these reasons we consider here
the operations "Multisolution method", "Fourier synthesis" and "Search
for a structural model" in much more detail.

To give a complete description of our system of programs, we shall out-

line the facilities of the "Least squares" operation.

3. Multisolution method and search for a structural model

Multisolution method for the phase determination!-3 is realized in

RONTGEN-75. It includes the stages:

(i) Normalization of the structure amplitudes and collection of the
Ip-relationships. The knowledge of the overall atomic tempera-
ture parameters, B, and the scale parameter, K, is needed for
the calculation of normalized structure amplitudes E . The cal-
culation procedure has been published elsewherel. The B value
needed, minimizes the function Z(Eﬁkl—l)z, where

Y

Efjl = Fry1®*P(Bs?) /e, 1£2(s)

This minimization is achieved by scanning the value of B within



| (i1)

(iii)

47

the range of 1 < B < 6 with, steps of AB = 0.5. The K value is
found from the condition <]E2|> = <|K2E2]> = 1. The 10n largest

values of |E ll are then selected, where n is the number of
asymmetric a%%ms, and afterwards 50n of Ij,-relationships are com-
posed.

Fixing the origin of coordinates, enantiomorph and the choice of
starting reflections.
The origin-fixing reflextion selection rules, number of this
reflections and possible phase values are defined by the crystal
symmetrys’s. It is desirable to choose starting reflections in
such a way that the procedure for the determination of the other
phases would proceed most successfully provided the phases of
starting reflections are known. The procedure of this choice has
been described previously7. In the RONTGEN-75 the 1024 possible
sets of starting reflection phases are scanned, and hence not
less than 5 starting reflections are usually chosen (every phase
may have either four, or two values).
Multisolution method for the phase determination.
Various phase values, varied by m/2, are ascribed to start-
ing reflections chosen, and the phases of the other reflections
are calculated for every set of starting reflection phases. The
process of determination of the other phases is dependent upon
the presence or the absence of the centre of symmetry in the
structurea.
For centrosymmetric structures the signs are determined by the
izlzﬁion s§e=.sh'.sh—h" where Sh = sign Eh.
system:

(a) if the new sign is defined by the single relationship, then

its reliability may be calculated as

p =& - % tanh(o3053/2|E )

hEh'Eh—h‘]

and the sign is accepted to be correct if P > 0.97.

(b) if the new sign is defined by several relationships (m times
as positive, and m times as negative), then its reliability

is calculated according to the formula

+ - + -
§ =max(m , m )/(m - m)
and the sign is considered to be correct if § > 0.75.

In non-centrosymmetric space groups the phase determination is
based on the tangent equation

;i,wh‘wh—h']Eh‘Eh—h'|Sln(¢h' LT R

tan ¢, = =
E +

h i_wh.wh_h.lEh. A = O S R

The reliability of this determination can be evaluated as

o = 203053/2[Eh[(Pﬁ + Qi)lfz
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and the weights are given by W, = tanh (% uh).

The figure of merit, Si = Ewh]Eh'/ZIEh|, is calculated for every

phase set, and the 50 besthsets {¢§], {¢ﬁ}. {¢ﬁ} L {¢ﬁ0} are
stored. After all possible starting phases have been scanned, the
best phase sets are mutually compared. Close or enantiomorphic
sets can be found among them which may happen when some starting
reflections provide weak contributions into the other reflection
phases in the first steps of calculation. The simple comparison
between the phase sets
i J - J
ﬁ(¢h f ¢h)mod 2W/m e E(¢h % ¢’l-l)rm:ac:“i 2“/m = or2

where m is the number of the determined phases, enables one to
exclude the close phase sets. 15, or less, of the phase sets left
are then investigated by calculating their electron density
functions.
The investigation of these E-syntheses.
1.2n highest peaks in the electron density maps are chosen during
the calculation. The peaks are ordered according to their elec-
tron density and they get definite sorts in accordance with the
structure to be determined. After the atoms have been places into
the sites with maximal values of electron density, the factor
R=zfleg, | - |¢

I

h
is calculated. As it has already been mentioned 15 E-syntheses
are studied in this way; the atomic coordinates corresponding
to minimal R-factors are stored, and in most cases this procedure
ensures the adequate determination of the structural model. As a
result of the E-synthesis study, for every atom the 10 shortest
distances to the neighbour atoms are printed each time.
Therefore, the procedure for the search of structural model of
moderate complexity appears to become completely automatic.
Non-automatic search for a structural model based on the direct
method is managed by a low number of parameters, i.e. by the
number of E,;, number of Ip-relationships, and of starting
reflections. These parameters can be input from punchcards.
Rather complicated structures can be determined by the variation
of these parameters. Some examples of structures determined are
given in the Table 1.

obs

calcll/ilF

Table 1

Compounds n Symmetry KE KEo M N I(Ss) 2]
Cs50H76016 66 P2, 300 6000 1 51D 4 41
C33H57N30g 45 P6; 230 4500 - 512 1 32
Cs5yH7003 57 P21212, 400 5000 2 256 4 32
C3yHg gN,0g 46 P2, 270 4500 = 64 1 39
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. Table 1 (continued)

Explanation of symbols:

n - number of asymmetric atoms.

Kg - number of Epyq-

KL, - number of Ij-relationships.

M - number of starting phases determined from L.
N - number of phase sets.

1(S) - number of the phase set in the list of descending S esti-
mates corresponding to the correct structure.

P _ number of correct peaks of E-synthesis among n highest
peaks.

In the course of a non-automatic search procedure it is possible
to determine the phase for some reflections from L,-relationships
and the choice of the best set may be done visually from the
evaluation of NQEST, which takes into account the statistical
relationships between phases of four reflections?r1V:

o+ O + &y tép =T, (h+k+1+ms= 0), provided |Eqnl, [Ey|,
[El[, TE are of sufficiently high values, and |Eh+k1f IEh+l|’
|Eh+m| are remarkably low.

In this case, NQEST = LBjcos(¢y + b + 49 + ¢;) /IB; where

B = (2/N) |E,ExE E,| with N = the number of atoms in the unit
cell.

4. Fourier synthesis

By means of this operation Patterson function, E-synthesis, F-synthesis
or difference synthesis may be calculated after entering a correspond-
ing code. In the two last cases the phases are calculated from the
atomic coordinates which are summarized before the Fourier synthesis.
In all cases Fourier synthesis can be printed. However, this possibil-
ity is rather seldom used, since, independently of the kind of calcu-
lation, coordinates of the largest peaks are printed, as well as their
interdistances with all elements of symmetry taking unit translations
into account.

When the Patterson function is calculated, the centre of symmetry is
automatically added and translational elements are excluded.

After E-synthesis calculation, as has already been mentioned, ordering
of atoms in accordance with their sorts and R-factor calculation is
carried out after the peak choice. The so called procedure of peak
"recognition" is utilized in the calculation of F-synthesis with the
aim of keeping the previous atomic numeration: when the peak is

found, close to the initial atom with number m of the sort s, then
atom number m of the sort s is placed in the position of the new found
peak. Hence, all "recognized" atoms will have definite numbers and
sorts, non-"recognized" peaks will automatically get new numbers. This
procedure enables one to applicate the heavy atom technique for the
search of the structure as a cyclic repetition of the F-synthesis cal-
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culation by choosing each time an increasing number of peaks.

The procedure of the phase correction!! is also carried out by repeti-
tion of F-synthesis calculation with that particular feature that
normalized electron density functions are stored together with atomic
coordinates: uj - pj/pl, where pj, P2, ..., P, - electron densities in
points x;, X2, ..., Xn- Then the phases are calculated according to:

Fcalc = jil fj(s)exp(h, xj)uj

It is worthy to point out one very important moment in the procedure of
calculation of a difference synthesis. Either the electron density
function or its peak coordinates are usually printed in this procedure,
the workers being encountered with difficulties in identification of
peaks obtained, since eliminated peaks are not present in the synthe-
sis. In our procedure peak coordinates gained from the difference
synthesis and interdistances are provided; not only for "new" peaks but
for eliminated atoms as well. The peaks so obtained are readily identi-
fied without the necessity of a detailed analysis of printed electron
density data.

In the automatic mode of operation, E-synthesis and F-synthesis are cal-
culated with the steps of 0.3 R in all three directions, and 1.2 n of
the largest symmetry independent peaks are chosen. When parameters are
read from punchcards, the number of peaks chosen and the step may be
varied.

5. Least-squares refinement

The least squares approach has two modifications in RONTGEN-75: the
block-diagonal one and the full-matrix one. Automatic calculation,
including two stages of refinement, of all atomic coordinates and of
coordinates with isotropic temperature parameters, is also designed.
During the full-matrix least-squares refinement it is possible to
impose some restrictions on interatomic distances!?. Some distances can
be equivalenced and some of them can be set to predetermined values.
The use of restrictions on interatomic distances provides a way to
accelerate least-squares convergence, thus decreasing the consumption
of computer time.
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THE SYNTEX XTL STRUCTURE DETERMINATION SYSTEM

Robert A. Sparks, Ph.D.*

Summary

A complete program system for crystal structure determination is des-
cribed. The greater part is written in FORTRAN IV for Nova 1200 and
800 and Data General Eclipse computers. For reasons of economics in
some versions the longer running programs like least squares refine-
ment are written in FORTRAN V or assembler language . It is apparent
that the most cost-effective method for structure determination
calculation is to use a dedicated mini computer rather than a large

computer.

Introduction

In 1972 (1) Syntex announced that they were developing a Structure
Determination System based on the Data General Nova 1200 computer
which was the same computer used to control the Syntex P23
Diffractometer. The first Syntex XTL Structure Determination System
was delivered in early 1974. The minimum computer configuration

for that system was a Nova 1200 or a Nova 800 with 24K - 16 bit
words, a 2.5 Mbyte disk, a 12.5 ips magnetic tape drive and a
Floating Point Processor built especially for the XTL.

A more powerful version is the E-XTL Structure Determination System.

The minimum computer configuration for this system is a Data General

Eclipse computer with 32K - 16 bit words, two 2.5 Mbyte disks, a 12.5
ips magnetic tape drive and a standard Floating Point Processor.

Many of the XTL systems actually use the same Nova 1200 computer for
controlling the FORTRAN P2] diffractometer and for solving crystal
structures. In March of 1978 this combination was replaced with the
more powerful R3 Crystallographic System.

The minimum computer configuration for the R3 is a Data General

Nova 3 computer with 32K - 16 bit words, a 10 Mbyte disk, a 12.5 ips
magnetic tape drive and a standard Floating Point Processor.

*Syntex Analytical Instruments, Cupertino, California, U.S.A.
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A very useful option selected by most customers is a Versatec 11"

printer-plotter.

The programs for the XTL are written mostly in FORTRAN IV. The

special Floating Point Processor was designed to execute these FORTRAN
IV programs as efficiently as possible. It was also designed to
execute as fast as possible the inner loop of the Full Matrix Least
Sguares which was written in assembly language.

Data General's FORTRAN V compiles code which is usually more efficient
than FORTRAN IV. For this reason, the longer running programs (BLOCK,
FIMS, and FOUR) are written in FORTRAN V for the E-XTL and R3 system.

In addition, MULTAN has been converted to FORTRAN V for the R3 system.

Except for the Full Matrix Least Squares the algorithms for all of
the programs are the same for the XTL, E-XTL and R3 systems.

The Syntex Structure Determination Systems process single crystal data
to determine molecular structures. Calculations are handled by a
comprehensive set of programs: from data reduction and structure
solution through least squares refinement and table and diagram
preparation. These programs are written in the widely used FORTRAN
language, so that modifications and additions can be made easily.

The programs are conversational and utilize unformatted (or free-form)
input. The user is prompted on each input by a print-out of possible
responses. An automatic updating procedure minimizes user intervention
and eliminates redundant user inputs and calculations by individual
programs. Information pertaining to a particular crystal is stored

in a central data file set. Each program in the system uses whatever
data is required from this set of files, updating and appending the

| files as calculations are made. Thus, frequently used input parameters

(e.g. cell dimensions, space group information, empirical formula)
need only be entered once. BAnd, since files are rewritten auto-
matically as new information is available, calculations made by one
person can be utilized by the others. The user rarely needs to
intervene in going from one program to the next. In most cases,
the specification of the program name, the data file identifier
(common to the entire data file set), and sometimes a small number
of input parameters, are all that is required to run any program in

- the system.

| Another feature that adds to the user's convenience is that most of

the programs can be executed in batch mode, where input is read from
a previously prepared list, usually stored on the disk. In this way,
a number of different users may stack or queue many tasks in a job
stream to be executed sequentially, unattended. This feature is
useful where, for example, a number of long jobs are to be run
overnight.
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A large disk provides the necessary storage for extensive data
manipulation, program storage, swapping storage, and as an exten-

sion of core storage for the full matrix least squares program.

For convenience, infrequently used files such as source programs,
source file for scattering factors, or data sets not in current use,
can be stored on magnetic tape to be loaded onto the disk as necessary.
The magnetic tape is also useful for intermediate, off-line storage
during transfer of programs or data from one disk pack to another.
Optionally, a second disk drive can be incorporated to increase speed.

Data Files

All program files, data files and scratch files reside on disk.

A list of the data files and their contents are shown in Table I.
Because more than one data set can reside on disk at any one time,
the data files contain as part of their names a four letter code
identifying the structure to which they belong. For a given
structure, this four letter code is substituted for the letters
"USER" in the file names shown in Table I.

The program file interaction is shown in Figure I. The names of
the major programs are shown in rectangles, the files in ovals.

XTL PROGRAM-FILE INTERACTION

| Data Tape E

D8
Check Refi.
LASCII)

Correlation
Matrix




' List of the data files and their contents

File

Primary Data File

Reflection Data File
' E phase Data File

 Peak File

' H,K,L File

P2, Parameter File

Check Reflection File

Raw Intensity Data File

 Scattering Factor File

. Normal Equation File
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TABLE I

Name

D@USER.DA

D1USER.DA

D2USER.DA

D3USER.DA

D6USER.DA

D7USER.DA

D8S8USER.DA

D9USER.DA

SAIASF.TB

NORMAL.TM

File Contents

Title, cell dimensions,
space group eguivalences,
scattering factor types,
overall scale and temera-

ture factors, weighting scheme,

atomic coordinates, etc.

h,k,l,E,F,o,Ac,Bc, scatter-
ing factors, etc.

E phases for each MULTAN
solution

Peak information generated
by Fourier, E-map, or
Patterson

File of h,k,1 values for
P2; FORTRAN programs

Orientation matrix, wave
lengths, centering, index-
ing, collection, etc.
parameters for P2; FORTRAN
programs

h,k,1, intensity, time for
check reflections

h,k,1, intensity, O

Cromer-Waber scattering
factor tables

Full-matrix normal equa-
tions
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Structure Determination Programs

Large programs like MULTAN and the Full Matrix Least Squares
(FMLS) were divided into many overlays so that each part would
fit into 24K or 32K of core memory. MULTAN required 15 segments
and FMLS required 5 on the Nova 1200 and 7 on the Eclipse and
Nova 3. To minimize the number of disk transfers (which are
time consuming) a very thorough understanding of a given program
was necessary in order to make an efficient division into
segments.

What follows is a brief description of the major programs.
PRIME

One of the central features of the XTL is use of a primary data
file to store crystal information such as cell dimensions,
equivalent positions, atom coordinates, etc. All information
necessary for creating this file should be available to the user
following data collection and prior to the initiation of the
structure solution.

Another feature is that PRSYM, the second part of PRIME, is
written so that it is not necessary to enter lattice type,
lattice centering, equivalent positions, and other information
subject to input errors. All information about a space group,
including the general equivalent position set, is derived from
the space group symbol using a routine originated by A.C. Larson.

An example of the input and output for PRIME is shown in Figure 2.
The user inputs are underlined.

FIGURE 2
PRIME
S.A.I. XTL PROGRAM PRIMARY DATA FILE SETUP (2)
ENTER DATA FILE ID (4 CHAR.): TEST

ENTER COMPOUND NAME (3¢ CHAR. MAX): NEW TEST CRYSTAL
WHAT KIND OF X-RADIATION? (CU,MO,AG,FE,CR): MO

ENTER CELL CONSTANTS TO AS MUCH PRECISION AS POSSIBLE
WITH LENGTHS IN ANGSTROMS AND ANGLES IN DEGREES

ORDER - A,B,C,ALPHA,BETA,GAMMA - SEPARATE WITH COMMA'S
:13.712,15.241,1%.334,9%,92.17, 9¢

ENTER STD. DEV. FOR CELL DIMENSIONS
:.09),. 992, .991,8,.92,8

IS THIS SECTION CORRECT? (YES OR NO): YES




Bl

FIGURE 2 (CONT.)

ENTER SPACE GROUP SYMBOL: P 21/C
CRYSTAL CLASS: MONOCLINIC LAUE GROUP: P 2/M CENTROSYMMETRIC
NUMBER OF GENERAL POSITIONS: 4 POLAR AXIS: NONE
UNIQUE 2-FOLD AXIS: Y

EQUIVALENT POSITIONS:
X, Y, Z, -X,1/2+Y, 1/2-%

 ENTER ATOMIC NAMES IN STANDARD FORMAT. GIVE THE NUMBER OF EACH
' IN THE ASYMMETRIC UNIT WHEN REQUESTED. FINISH WITH "END".

| ATOM TYPE: FE+2
HOW MANY? 2

ATOM TYPE: C

HOW MANY? 18
ATOM TYPE: O
HOW MANY? 3
ATOM TYPE: H
HOW MANY? 8

ATOM TYPE: END

IS THIS SECTION CORRECT? (YES OR NO) : YES

ATOM LIST

COMPOUND: NEW TEST CRYSTAL IDENT: TEST

A B (o] ATLPHA BETA GAMMA VOLUME
' CELL DIMENSIONS: 13.712 15.241 1¢.334 9¢.¢g¢ 92.17 9¢.g¢ 2158.1

 ATOM NUMBER/ ATOMIC ATOMIC WEIGHT ABSORPTION
CELL NUMBER WEIGHT (%) COEFF.
FE+2 8. 26. 55.85 29.1 13.2
o 72 6. 12.01 56.3 ?.4
0 12. 8. 16.99 12.5 9.2
H 32. i 1.941 251 g.9

NUMBER OF ATOMS IN THE UNIT CELL = 124.

UNIT CELL SCATTERING F (@@@g) = 768. ELECTRONS

' UNIT CELL VOLUME = 2185.1 A3

UNIT CELL MASS = 1535.8 AMU
' CALCULATED DENSITY = 1.18 G/CM3
' ABSORPTION COEFFICIENT = 13.9 cM(-1)

PRIMARY DATA FILE SETUP COMPLETE FILENAME: D@TEST.DA

R
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TAPER

TAPER is an XTL utility program which reads Syntex PI, P2] or P3
data collection tapes and stores the information on two data
files: DOUSER.DA and DS8USER.DA.

DOUSER.DA is a binary file and contains the raw intensity data.

Information for each reflection is stored in 9 words as follows:
sequence number, h, k, 1, intensity (2 words), standard deviation
(2 words), and integer code word (ICW) which identifies certain

characteristics of the reflection.

DBUSER.DA is an ASCII file and contains the check reflection
information and the elapsed data collection time. For each
reflection, the format is (I7,3X,3I5,2F10.0) for the following
information taken directly from magnetic tape: sequence number,
h, k, 1, intensity, elapsed data collection time.

Raw intensity data is checked for bad tape records and for very
strong and very weak reflections. Each reflection is also
scanned for background imbalance, and the peak profile is
examined for peak centering and asymmetry. Each error condition
is reported in the printout and the appropriate flag set in the
data file (D9USER.DA).

An empirical absorption correction can be made to the data,
using a reasonable number of reflections (maximum = 20) distri-
buted over the entire range of 28 values used in data collection,
each reflection with 36 points taken by a full rotation around
the diffraction vector in steps of 10° (beginning ¥ = 0°; ending
Y = 350°; ¥ increment = 10°). Each reflection so collected will
define an absorption curve of intensity vs. ¢ corrected for w
and ¥. The curve nearest in 28 to a regular reflection will be
interpolated to correct that reflection for absorption. These
reflections should be on the first file of the data tape. The
second file contains the normal data collection records.

A subroutine HKLSG is called, once for each reflection, so that
systematically absent reflections can be eliminated from further
calculations by sétting the ICW to 20. The user is asked to type
in conditions defining these absences. The user is also asked

for the sequence numbers of too strong reflections in order to
re-enter intensity, standard deviation, and scale factor for those
reflections if collected at some later time. This subroutine can
also be modified by the user to manipulate the data as desired,
for example, to transform reflection indices, or to delete
specific reflections by setting ICW to some negative number.
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AVEX

AVEX uses the equivalent positions in the DPUSER.DA file to flag
space group extinct reflections in the D9 file. It will also
average the data to give a D9 file containing unique data only.
For centrosymmetric space groups, all equivalent reflections

will be averaged. For non-centrosymmetric space groups, the user
may choose whether or not to average Friedel pairs (anomalous
scattering). This program should always be run before using
MULTAN to ensure a unique data set.

GECOR

GECOR performs geometrical corrections on intensity data for
Lorentz-polarization factors, calculates a Wilson plot, and
outputs the scale and temperature factor. It also accumulates
intensity statistics and calculates normalized structure
factors (E's). A reflection data file (D1USER.DA) containing
F's, E's and atomic scattering factors is created with this
program.

MULTAN

MULTAN is an adaptation for a small computer of Main, Woolfson,
and Germain's program for direct method solution of crystal
structures. It automatically selects origin and starting phases
to perform multiple solution tangent refinement.

MULTAN consists of three parts: Part I (SIGMAl) sets up phase
relatinships; Part II (CONVERGE) finds starting reflections for
tangent formula, and Part III (FASTAN) determines phases for all
reflections from each starting set produced by Part II using the
tangent formula.

Both Part I and Part II output all of their results to disk files.
The program can be started at the beginning of any section provided
the previous section has already been run. As many sections as
desired may be executed in a single run and any section may be
repeated on a subsequent run. The previous results on the disk files
will merely be replaced by the latest results. Only those data per-
taining to the sections being run will be requested.

FOUR

This program calculates Fourier summations and Patterson functions.
| Either a normal Fourier synthesis or a difference Fourier synthesis
can be calculated. Symmetry generation and Fourier summations are
' based on the algorithms developed by Bernt Klewe at the University
of Oslo. E-maps can be calculated from the results output by MULTAN.



60

Origin removal and/or sharpening are options when calculating Patterson
functions. The Patterson function is scaled so that the origin peak

is = 10,000. The peak picking routine does a 19 point interpolation
according to J.S. Rollett's algorithm (2) and sorts the peaks according
to height. Peak coordinates can be transformed to "one molecule."”
Distance and angles and peak plots are printed out as an option.

IPED

IPED allows the inputting and editing of overall parameters (e.g.
overall scale factors) and atom parameters on the primary data file.
It assumes that the first six records of the primary data file have
been generated by PRIME.

IPED uses a conversational approach, and each record is written onto
a temporary file as it is edited. When all necessary editing is
completed, the edited records can be written onto a new file,
retaining the old one, or written onto the old file and replacing it
completely. Any or all of the primary data file can be edited, and
portions of the file that do not require editing can be easily
skipped using the WRITE option (which writes an entire record, as is,
onto the new file), the COPY option (which, during the editing of
atom parameters, copies the remaining records onto the new file),
and the SEARCH option (which proceeds directly to the specified atom,
copying the ones preceding it).

BLOCK

A Block-Diagonal Gauss-Seidel Least Squares program has been
written for the Syntex XTL by Gilbert (3). The method was first
proposed by V. Schomaker and J. Waser. This method is to obtain
derivatives for one independent atom while calculating structure
factors; solve the resulting nine equations in nine unknowns;
correct the calculated structure factors forming a new set of nine
equations for the next independent atom and so forth. After the
last atom parameters have been adjusted in this way, the scale factor
is corrected by the same procedure. This is followed by a new
adjustment of the first atom parameters, etc. This method is very
much like including all of the off-diagonal elements below the
diagonal of the full matrix without the need to actually calculate
them.

FMLS

The Full Matrix Least Squares program is an extensive modification of
the Trueblood, Gantzel, Sparks UCLALS4 program. Formation of the
normal equations is written in assembly language to achieve fast
execution speed. All other parts are written in FORTRAN. For the
Nova 1200 and Nova 800 XTL Systems the following algorithm for the
formulation of normal equations was developed. Derivative vectors for
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three reflections are generated and stored in core. Then one half-track
(768 elements) of the normal equation matrix are read into core from
disk. As soon as the first element arrives in core the three corre-
sponding products from the three derivative vectors are added to it.
The next element is then processed in the same way. The arithmetic
operations (three floating point multiplies and adds) are slower than
the disk transfer rate. As soon as the disk has transfered the first
half-track it reads in the second half-track into a second array in
core. At the end of reading the second half-track the processing for
the first half-track will be finished and can be written back onto
the disk. Finally at the end of processing the second half-track it
also is written back onto the disk. The floating point processor
operates independently of the central processing unit and the program
is written so that time for the address arithmetic calculations (done
by the CPU) are almost completely overlapped by the floating point
processor time. Thus, the floating point processor is busy about

80% of the time.

The Eclipse floating point processor is faster than the special pro-
cessor designed for the Nova 1200 and Nova 800; however, the disk
transfer rate is about the same for all of these computers. Therefore,
for the E-XTL it is necessary to process more than three derivative
vectors at a time. The algorithm used is the following. Derivative
vectors for many reflections (several hundred) are written onto a
disk file. When this file is filled a block of the normal equation
matrix (3072 elements) is transferred to core. This block is then
updated with contributions from all of the vectors in the derivative
file. Then that block of the normal equation matrix is written back
on disk. The derivative vector must be read for each 3072 element
block of the normal equation matrix. Depending on the total number
of reflections the derivative vector file may have to be written more
than once and each time the normal equation matrix must be updated.
To minimize disk seek times, it is necessary to have the derivative
vector file and the normal equation file on different disks.

On the Nova 1200 version of the Syntex XTL two cycles of a 217
paramter, acentric problem with four equivalent positions and
1152 reflections took 117 minutes. It took 102 minutes on the R3,
96 minutes on the Nova 800 XTL and 44 minutes on the Eclipse E-XTL.

Up to 500 parameters can be handled by the XTL, E-XTL and R3 Full
Matrix Least Squares programs.

DISTA

DISTA calculates all distances and angles within specified ranges,
printing the results in a connectivity table format. A second
version, DISTAS, also calculates standard deviations for the distances
and ahgles.
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PLANE

The plane program calculates mean planes through a set of atoms
specified by their identifying symbols in the data files, calculates
distances of atoms from the plane, and performs a x2 text on atoms
in the plane.

The program was originally written by M.E. Pippy for Farid Ahmed's
NRC (Canada) system, from the procedure of B.M. Blow (4).

HPOSN

HPOSN predicts the positionsof hydrogen atoms based on various types
of geometry, given that the atoms which define the geometry are already
in the data file.

The program is adapted from that of Hakon Hope, University of
California at Davis.

REVAL

REVAL calculates R factors, weighted sums-of-squares and related
statistics as functions of reflection sequence number,F, sin 6/A,
and the various classes of Miller indices. It is very useful for
evaluating the quality of data in different ranges and examining
the correctness of weighting functions. Optionally, REVAL will
generate a full listing of observed and calculated structure
factors and their differences.

STRUCTURE PLOT

The Syntex Structureplot is a software package based on C.K. Johnson's
ORNL ORTEP-II program and is designed for compatibility with all

P2] FORTRAN, XTL, E-XTL and R3 systems equipped with the high speed
line printer/plotter. It includes a series of programs for generating
ORTEP instructions from DPUSER.DA and D3USER.DA files, for plotting,
as well as for manipulating the binary raster data file.

User Questionnaire

A questionnaire concerning changes and additions to the Syntex
Structure Determination System has been sent to all users. A
summary of their responses will be presented.

Comparison of Minicomputer and Large Computer

A comparison of the minicomputer and large computer for crystal-
lographic calculations has been made (5). Although the cost of
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minicomputers has remained low, their computational capability
nas increased enormously. It is now apparent that the most
ccst-effective method for structure determination calculations
is to use a dedicated minicomputer.
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THE ENRAF-NONIUS CAD 4 SDP - A REAL-TIME SYSTEM FOR CONCURRENT
X-RAY DATA COLLECTION AND CRYSTAL STRUCTURE SOLUTION

Bertram A. Frenz*

Summary

The Enraf-Nonius Structure Determination Package (SDP) is a
coherent collection of crystallographic programs for the solution
and refinement of small molecule structures. The SDP complements
automatic x-ray data collection on the CAD 4 diffractometer.
Together, in a real-time operating system, they provide a complete
structure determination facility. This paper highlights the
principal advantages of the CAD 4 SDP with particular emphasis on
those features which are not present in other crystallographic
computer program packages.

1. Introduction

At Enraf-Nonius the development of crystallographic programs on
the mini-computer was an outgrowth of the manufacture and sale of
the computer-automated CAD 4 diffractometer. This factor has been
responsible for the direction taken in the design of the SDP.

From the outset the intention has been to develop a time-sharing
facility that would provide a continous flow from data collection
through structure solution and refinement with a minimal need for
operator intervention. At the same time the real-time operating
system would allow simultaneous operations thereby maximizing the
usage of the diffractometer and computer hardware.

The SDP was first released in mid-1974 in a single-user mode and
was introduced for multi-user real-time operation in the autumn of
1976. Throughout this period, and subsequently, the SDP has been
in continuous development to take advantage of new software and
hardware advances. At the present time the SDP can be used on any
of nine different models of Digital Equipment Corporation's PDP-11
computers and a large variety of disk and tape drives and
terminals.

2. The operating system

The operation of the real-time system is imperceptible to the
user. Executable programs,called tasks, are transferred in and out

*Molecular Structure Corporation, P. O. Box DF, College Station,
Texas 77840
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of memory according to a system of priorities and hardware inter-
rupts. Although the central processing unit (cpu) and the periph-
erals can each only service one operation at a time, they can all
operate independently. Thus at any given moment of time a disk
transfer, a floating-point calculation, a terminal message and a
line printer output can occur simultaneously. How this affects the
operation of the CAD 4 SDP can be seen in the following examples:

Example 1. Concurrent execution of the CAD 4 task and a least-
squares task.

The CAD 4 task is initiated when the system is booted and it
remains active, although not necessarily memory-resident, at all
times. Operational commands are issued from a terminal inter-
faced to a PDP-8 computer which, in turn is interfaced to the
PDP-11 computer. (The PDP-8 contains 4K of memory, but no periph-
erals for data storage.) The commands automatically cause the

CAD 4 program to be rolled into PDP-11 memory, the required calcu-
lation is performed, and a request in sent to the PDP-8 to cause
the CAD 4 to drive motors, set the aperture wheel, open the
shutter, measure intensity, etc. Meanwhile, the PDP-11 is free

to perform other functions.

SDP tasks are initiated from a PDP-11 terminal and remain active
until completion. If a least-sqguares task is active at the same
time as the CAD 4 task the latter, having the higher priority, will
occupy the cpu for the few seconds necessary for its calculation.
Then the CAD 4 task will be rolled out to the disk and the least-
squares task will be rolled into memory. The least-squares will
axecute while the CAD 4 is driving motors and measuring intensi-
ties. After completion of the intensity measurement the CAD 4 task
is again called into memory and the next set of instructions is
calculated. The CAD 4 task is required twice per reflection; the
remainder of the time is available for the least-squares task.
Operation of the CAD 4 during a least-squares calculation in-
creases execution time of the least-squares by ca. 9% relative to

a stand-alone situation. For example, a least-squares calculation
that takes 7.0 minutes if run independently will take 7.6 minutes
if run simultaneously with CAD 4 data collection. If sufficient
memory (38K) is available for both tasks to be memory resident

then the increase in execution time is only 7%.

Example 2. Concurrent execution of an interactive SDP task and
a computational SDP task.

Although it is possible to operate the SDP in batch mode from a
card reader in a manner similar to that of large computer facil-
ities it is not the most practical method. Instead it is much
simpler to set up and execute jobs through interactive dialogue
on a terminal. Short jobs such as data reduction or table pro-
duction combine conversational interaction with execution; longer
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jobs such as Fourier syntheses or least-squares refinements are
divided into a setup program which is entirely interactive and a
calculation program which contains no dialogue. One of the

advantages of the two-part job is that one user can set up a
series of calculations and another user, unacquainted with the

structure, can initiate their execution at a later time. These
jobs can also be stacked in a queue for overnight runs.

The disadvantages of interactive programs in a single-user oper-
ating system is that a significant amount of wall clock time is
spent waiting for the user to decide on the answer to a question
and to type in the response. During this time the computer is
idle. However in a real-time operating system a computational
task can execute parallel to an interactive task. The computa-
tional task proceeds almost as if it had exclusive use of the cpu.
It is only interrupted briefly when the interactive task receives
an 80 character buffer of information for interpretation and sends
a new question to the terminal. The interactive task also pro-
ceeds as if it had exclusive use of the cpu. Because it is
assigned a higher priority the response time for the interactive
task is seemingly immediate. The net effect is that the real-time
operating system greatly enhances the throughput of the computer.

Example 3. Concurrent execution of two computational SDP tasks.

The minimum supportable central processor for the CAD 4 SDP has
32K words of memory, of which 12-13K words are assigned to the
operating system and 19-20K words are available for CAD 4 and SDP
tasks. Most SDP tasks require from 12-18K words; hence only one
task may reside in memory at one time. For this reason there is
no timesaving advantage to running two computational SDP tasks
simultaneously in the minimum 32K system. However, in configura-
tions with 48K, 64K, or more memory there is approximately a 13%
increase in throughput as a result of two computational jobs
residing in memory simultaneously and sharing the cpu and
peripherals.

Example 4. Multi-user and multi-terminal tasks.

Another advantage of a real-time system is that it permits the use
of more than one terminal and more than one job per terminal. With
single-user operating systems larger crystallographic groups have
difficulty arranging schedules for terminal usage. With real-time
systems and multiple terminals more users can enter jobs during
normal working hours and the slack hours can be used by the com-
puter to catch up on the backlog.

3. The design of the SDP

During the development of the SDP a number of basic principles
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were established in order to ensure that the finished product
would combine versatility, speed, and ease of operation. Although
many programs readily can be transferred from a large computer
facility to a minicomputer the true benefits of the minicomputer
are not realized without carefully integrating the entire program
package and taking advantage of the special hardware architecture.
Some of the more important concepts are outlined here.

Disk files

Much of the power of the minicomputer resides in the fast-access,
mass-storage disk drives that serve as reservoirs for program
libraries and data files. The SDP programs operate on a variety of
disk files containing intensity data, atomic coordinates, symmetry
information, least-squares parameters, etc. Initial data, such as
the empirical formula and space group number, are entered during
interactive dialogue. From this information other parameters such
as scattering factor tables and symmetry codes are determined.

This information, as well as results determined throughout the
study, is stored on a disk file. Since this file serves as a
permanent record there is no need to reenter information to repeat
a task. For example, setup parameters for a difference Fourier
calculation are entered only once and need not be reentered for
successive calculations at the various stages of structure solution.
Parameters stored in the disk files can be readily recalled. For
instance, a single command will reveal the R factors and maximum
parameter shift on the most recent least-squares cycle or the
percent composition of the compound under investigation or the set-
up values for a bond distance and angle calculation. In this
manner disk files greatly aid in the use of the minicomputer to
solve and refine structures interactively.

Program input

The input to SDP programs is kept to an absolute minimum. Thus
scattering factor tables, point group, equivalent positions,
absorption coefficient, etc. are not required as input since these
can be derived from the empirical formula and space group number.
Also, data determined in one program is made available via disk
files for subsequent programs. For example, distances and angles
between peaks in a difference Fourier map can be calculated with-
out entering peak coordinates since the Fourier program writes
these on a disk file at the end of its calculation.

Parameters entered through the keyboard terminal are in response
to questions posed by conversational tasks. Most of these pro-
grams offer a choice between detailed dialogue for the beginning
user and brief dialogue for the experienced user. On subsequent
runs of an interactive program only values which the user desires
to change need be entered; other parameters will retain their
previous values.
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Program output

In addition to outputting disk files with intermediate results that
can be used in subsequent programs, the SDP programs produce
optional line printer and terminal hard copy output. Through the
use of virtual switches the user, before or during runtime, can

a) direct the output to either the input terminal device or a line
printer, b) adjust the output to 80 or 132 column format, c) sup-
press or reinstate listing (e.g., structure factor listing), and
d) spool the output file to the disk for listing at a later time.
Wherever possible the output is printed in a format suitable for
direct submissi~n to journals, complete with table titles, column
headings, and appropriate footnotes.

Assembly-language subroutines

There are a number of simple operations that are relatively time-
consuming at the FORTRAN level but are very fast when programmed
at the assembly-language level. For example, setting an array of
variables to zero takes 53.4 usec per variable in FORTRAN compared
to 6.4 psec per variable in assembly language. To a large extent,
the speed of the SDP programs is a result of using assembly lan-
guage subroutines in the number-crunching sections of the programs.

FORTRAN program sources

With the exception of a few assembly language subroutines described
above, all SDP programs are written in FORTRAN thereby simplifying
program modifications. The program sources include numerous in-
line comments to aid the user in following the program logic. Also,
the 275-page SDP User's Guide heavily documents the program algo-
rithms and the use of disk files in addition to providing a guide
to running the programs. Although the intention is that the SDP

be complete in inself, it is also readily acknowledged that each
user's group has its own particular method of performing certain
calculations (e.g., least-squares weighting schemes) and every
effort is made to accommodate these modifications with a minimum
of programming effort.

4. The SDP programs

In this section each of the principal SDP programs is described in
the order in which they are usually executed. References refer to
sources of numerical values or to descriptions of similar, but not
identical, programs. The first dozen programs beginning with ALPHA,
are for initiation of disk information files, data reduction, and
data corrections.

ALPHA - accepts input of empirical formula, cell constants, and
space group number.
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SCATER - calculates scatt?ring factor tables for elements included
in the empirical formula;  obtains anomalous dispersion terms;
calculates absorption coefficient3 and similar values.

| SYMTRY - adds symmetry information to the disk file for the
specified space group number.

- DATARED - reduces intensity data to observed structure factors
corrected for background, attenuator factor, and Lorentz and
polarization factors.

STDPLT - processes intensity-control reflections and draws plot
of intensity wversus time for the standards.

 CHORTA - corrects intensity data for anisotropic decay of data
crystal.

SAC - applies spherical absorption correction to intensity data.

' CRYSTAL - calculates parameters related to crystal faces and
dimensions (including a drawing of the crystal) in preparation
for absorption correction.

ABSCOR - applies numerical absorption correction to intensity
data.4

FAME - adds normalized structure factors to data file; calculates
and draws Wilson plot; performs centrosymmetric/non-centrosymmetric
statistical tests and parity analyses.

REJECT - rejects user-specified reflections or classes of reflec-
tions from the data set, e.g., non-unique reflections, systemat-
ically absent reflections, weak reflections.

ATOMS - accepts input of atom parameters from terminal or from
previous E-map or difference Fourier map.

MULTAN - determines phases of reflections by direct methods;5
- handles all space groups; is currently dimensioned for up to 500
input reflections, 2000 relationships and 128 phase sets.

FOURA - accepts directions for type of Fourier calculation to be
 performed and portion of unit cell to be examined.

FOURB - calculates Patterson function, Fourier, difference
‘Fourier, E-map; performs peak search and writes peaks on disk file
for subsequent use in other programs.

| SEARCH - performs connectivity search on Fourier peaks and/or
refined atom positions; plots projection drawing of peaks and
atoms; prints distances and angles.
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1LSA - accepts choices for least-squares options, such as atoms to
be included, number of cycles, scale factor, dampening factor,
extinction coefficient.

LSB - refines structure by full-matrix least-squares; handles up
to 1000 variable parameters; refinement can include scale factor,
coordinates, isotropic and anisotropic thermal parameters,
occupancy factors, and extinction coefficient; constraints on
occupancy factors can be applied; parameter shifts can be
dampened; parameters can be held constant and/or reset to other
parameters.

LSF - calculates structure factors and adds them to data file for
subsequent Fourier synthesis.

LSG - inverts least-squares matrix.
CORCOE - calculates correlation coefficients.
ISOAN - converts thermal parameters from isotropic to anisotropic.

WEIGHT - calculates weights for reflections to be included in
least-squares (three weighting schemes are available); allows
elimination of weak and unobserved reflections or reflections
within specified ranges of A ~siné.

ESD - calculates bond distances and angles with e.s.d.'s derived
from elements in the inverted least-squares matrix.

RMS - calculates root-mean-square amplitudes of thermal vibration.

PLANE - calculates weighted or unweighted least-squares planes,
distances of atoms from planes and dihedral angles between planes.

ORTEPA - accepts plottihg instructions through interactive
dialogue.

ORTEPB_- produces plot file for drawings of molecules and unit
cells.

ORTEPC - interfaces ORTEP plot instructions to Versatec or Calcomp
software.

LIST - sorts indices in specified order and lists observed and
calculated structure factors in a form suitable for publication.

PARLST - lists atomic positional and thermal parameters with their
respective standard deviations.

TEMPER - lists general temperature factor expressions for aniso-
tropically-refined atoms.



71

DRILL - calculates setting angles for Supper ball drilling machine
for making molecular models.

NZTEST - performs N(Z) statistical test.

TRACER - performs Delaunay reduction.
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THE CRYSTAN SYSTEM

H. Burzlaff, R. Béhme, M. Gomm*

Summary

CRYSTAN is a crystallographic program system for minicomputers written
in FORTRAN IV language. A survey of the structure of the system is
given. Some special features in handling symmetry and the structure
determination procedure with direct methods are discussed in detail.

1. Introduction

The present version of CRYSTAN is developed for a PDP 11/45 system
with 24 K core, 262 K fixed head disc, two magtapes TU 10, medium
speed line printer and teletype key board. The structure of the
system, however, is such that changes to other configurations with
other peripheral equipment are rather simple.

In the present version, CRYSTAN I, the system may be divided into five
blocks (see fig. 1, structure of CRYSTAN). Block I provides for data
handling with the programs INPUT, INCAL, ABSOR and DARED, block II
takes care of structure determination with direct methods using the
programs ENORM, SIGMAZ, START, SYMBAD, FASTAN, EQUAL and SAYFO,

block III contains the least squares procedures, block IV contains
the programs FOUPAR, PREFOU, FT1, FT2 and FT3 for Fourier procedures
and finally block V comprises the programs DISTAN, PARAM, MOLEC,

OPIA and THERM for tabulation and interpretation of structure data.
Facilities for operating the system are shown in fig. 2. It is as-
sumed that the complete system with unchangeable library data files
like scattering factor tables is on magtape or disc. The system always
starts with the program INPUT which collects information on the
structure from the user and library data files. Measurement data is
worked up by INCAL. Absorption corrections for crystals shaped
cylindrically or spherically (ABSOR) are possible. DARED averages
multiple measurements and those of symmetrically equivalent reflexions,
it takes care of Lorentz-polarization corrections.

ENORM produces E-values for direct methods, tests symmetry conditions
and computes the absolute scale factor and overall B. If direct
methods are wanted to be used, all triplet relations are computed by

*Friedrich—Alexander~Universitét Erlangen-Niirnberg, Institut fir
Angewandte Physik, Loewenichstr. 22, 8520 Erlangen, BRD
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SIGMA2. START selects a good start set of triplet invariants and
 reflexions. Symbolic additions can be started with SYMBAD (only in
centrosymmetric cases) or with FASTAN. The resulting solutions

CRYSTAN I CRYSTAN II

1.INPUT -analytical and experimental
DATA 2 . INCAL absorption correction
HANDLING 3.ABSOR -profile analysis

4 .DARED

1.ENORM -additional criteria for struc-

2_.SIGMA 2 ture invariants
STRUCTURE 3.START -simultanious test of different
DETERMI- 4 .SYMBAD structure proposals
NATION 5.FASTAN - ¥-test

6 .EQUAL

7.SAYFO

1 .DFM -extinction corrections
LEAST 2.DFTO -multiplier refinement
SQUARES 3.DFIS -full matrix least squares
PROCEDURES 4 ,DFAN

5.DFSTR

1.FOUPAR -corrections of anomalous
FOURIER 2 .PREFOU dispersion
PROCEDURES 3.FT1

4 _FT2

5.FT3

1.DISTAN -plotter software
INTERPRE- 2 .MOLEC
TATION PART 3.THERM

4 ,OPLA

5 .PARAM

Fig. 1. Structure of CRYSTAN

from FASTAN are tested for equivalence by EQUAL. The initial set of
phases is extended and refined by SAYFO for centric and noncentric
structures. An E-map is calculated via FOUPAR. This program provides
for Fourier parameters. For Patterson interpretation FOUPAR is called
directly, followed by PREFOU. All Fourier calculations are done

in FT1 and are interpreted in FT2 and FT3. It is possible to compute
Patterson functions, E-maps, electron density maps, difference maps
and electron density maps for valence electrons only. Data output is
suitable for least squares or another Fourier.

Least squares procedures are managed by DFM, it chooses the optimal
program to save computing time.

DISTAN produces distances and angles, MOLEC connects the atoms of the
asymmetric unit to a molecule, THERM computes thermal ellipsoids from
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anisotropic temperature factors and prepares information for a plot,
OPLA determines optimal planes for an input set of atoms and computes
angles between pairs of different planes. PARAM sets up a table of
coordinates and temperature factors for publication.

The last column of fig. 1 indicates the improvements being in develo-
pement.

In the meantime about 30 structures have been solved by CRYSTAN. A re-
port on the experiences with the system will be given at the Warsaw
congress.,

A complete description of CRYSTAN with full output list of the source
programs, with specifications how to handle it and with examples and
their results is available [3].

2. Philosophy of operation

The most important disadvantage of a minicomputer is the lack of core.
There are two possibilities to overcome this problem: extended

use of overlays and subroutines or
independent standalone pro-

grams connected by a chain job.

In the first case program

maintenance is more difficult and

it is not possible to make optimal
use of the core. In the second

case data transfer from one

program to the next one must be orga-
nized using data files. In CRYSTAN

DARED
the last procedure is prefered.

I_ ENORM SIGMA?Z2 The system avoids program parts written
in assembler language except in three
cases, this is enforced by the file
' SYWBAd__}*ﬁ—ST?RT | structure. These three exceptions are:

(i) Create a file:

—1 _FOUPAR |~ FASTAN | CALL SETFIL (N, XY, O, P, I)
This is special DEC FORTRAN; N
PREFOU SAYFO means the channel number, XY the

file name, P the device name (MT
or DF), I the unit number. Other

FT1 FT3 operating systems have similar
statements.
FT2 (ii) Delete the file that was used on

channel number N:CALL DEL (N)

MOLEC OPLA (iii) Set magtape no.N to zero:
—.[ H —l CALL ZERO(N)

5 —| PARAM | [ THERM | These routines are available for

etc. the PDP11.
—-[ DISTAN[

Fig. 2 Flow chart of CRYSTAN
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Driving a minicomputer the crystallographer often will be the only user.
So is possible to make optimal use of dialogue technique. This implies
‘a very high comfort in running the system.

3. Special properties of the system

The efficiency of a crystallographic program does not only depend on
the physical speed of the computer and the ingenious programming but
also on the number of failures the crystallographer has to endure be-
fore he gets a job running. Some efforts of CRYSTAN to reduce this

trouble will be discussed on the following pages.

' (a) Derivation of symmetry operations

In the CRYSTAN system the symmetry operations are derived directly
from the space group symbol. So it is allowed to use settings of space
groups that are not tabulated in the International Tables, for example
P 2q/a instead of P 24/c; the only information that must be given is
' the shortened or full space group symbol. A space group symbol
contains full information on a set of generators of the group e
Symmetry operations may be represented by pairs of matrices (R,T).
'R is called the rotational part, it is identical with the correspon-
ding R of the related point group. T is called the translational
part and can be divided into a glide component Tg and a site component
' Tg and T=Tg+Ts. 3
Tg determines the glide of a point parallel to the symmetry element
related to the operation. It distinguishes between rotations and
screws or mirror planes and different kinds of glide planes. T, is
derived by projecting T into the set of points that is invariant
. under the motion described by R. For each symmetry element of the
space group symbol the glide component Tg is indicated, so Tg may
- be derived easily.
 The component Ty depends on the site of the corresponding symmetry
 element with respect to the origin. As the origin is not specified
by the space group symbol it is only possible to derive the relations
among the translational parts T resulting from the product relations
- of the symmetry operations:

(Ri,Tl)-(R2,T2) = (Rl- Ry, Ry T2+T1) = (R3.’I‘3)

This relation connects site and glide components of different sym-
metry operations, so that restrictions enter. The choice of origin,
however, is still arbitrary. If a suitable origin is chosen the

. vyalues for the site components become simple fractions of unity. For
' all centrosymmetric space groups it is most convenient to use a centre
~ of symmetry for the origin. In other cases suitable origins are
 determined by points with high point symmetry, these rules, however,; do
not cover the choice of origins used in the International Tables and
so in some cases special investigations are necessary to get a
tabulated origin.

To demonstrate the procedure an example will be given. Space groups
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belonging to the point group 2/m may be generated by the twofold
rotation or screw axis and the mirror or glide plane. The centre of
symmetry is always the product of the two:

(RT’T?)=(R2'T2)'(Rm'Tw)=(R2'Rm’R'Tm+T2}

3
L onio 1" 00 ) : S .
Ri40-1 cf,R,40 1 of,R=[o -1 of,r-=|tZ| o =|e?]| v <[t
2 1 ] e
Plor ot o ‘o= Moo 1 4 ol el 8 s
s € t
1 & r

The set of points invariant under the operation 1 consists of the
origin only. So the projection of the translational part comprises
the origin (000), that means a centre of symmetry has always only
site components, T = Ts. If the centre of symmetry lies in the origin,
T equals (0,0,0).

The set of points invariant under 2 is given by the line {(0,y,0)},
so the projection of T5 into the y-axis is {O,tz,o). The set of
points invariant under m is given by the plane f!x,o,z)}, so the
pProjection of Ty into this plane is given by (té,o,t%). The product
relation among the operations demands

1 =% 2 3 3

Lo =it E =t

- LAS
TI_RZTm+T2 and we get t2 = tm’ = 2r ts o

The independent component t% equals O for a rotation axis 2 or 1/2
for a screw axis 2y. In the same way we get from the space group
symbol the values O or 1/2 for t% and t; depending on the letters m,
n, a or ¢ in the space group symbol. Space groups with a nonprimitive
Bravais lattice may be handled like such with a P-lattice. In these
cases it may occur that a shift of origin is necessary. If S is the
vector for the shift of origin, the new translational part T is
determined by T = T + (E-R)*S.

(b) Choice of asymmetric units for Fourier calculation

CRYSTAN includes the facility that an asymmetric unit for Fourier
calculations is chosen without the user's intervention. The Fourier
expansion employed favours orthorhombic or lower symmetry, higher
symmetry is handled in the structure factors. In these cases the
choice of the asymmetric unit is restricted to the orthorhombic or
monoclinic subgroup.Thus in high symmetrical space groups the part
of the unit cell that will be computed is too large. This part is
rather a suitable piece of the cell that can be computed easily than
an asymmetric unit. The handling of hexagonal space groups is only
preliminary in the present version. A better solution is in prepara-
tion.

There are three conditions that give restrictions to the choice of
asymmetric units. (i) The volume of the asymmetric unit equals to the
quotient of the unit cell and the number of equipoints in the general
position. (ii) This fraction of the unit cell cannot be chosen
arbitrarily. The type of symmetry elements and their site relative
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to each other may enforce or allow reductions of the unit cell. If

. there is a mirror plane normal to a given direction the volume must
be halved in this direction. The possible reduction factor is deter-

' mined by the sequence of the symmetry elements, it equals to the
smallest fraction of a translation vector in x-, y- Or z-direction,
that is necessary to go from one symmetry element to the next one.
(iii) The distribution of symmetry elements may enforce different
origins for the unit cell and the asymmetric unit. Centres of symmetry,
rotation axes and mirror planes must not intersect the selected
volume, they are only allowed to lie on the surface.

To demonstrate these considerations we regard the possible asymmetric
units of the monoclinic space groups P 2,/m and P 21/0. Fig. 3 shows
the distribution of the symmetry elements

—X — X

2

z Yo z %%
T o o o S T L o Nt G i i B
xyz [olield 172 172 172 [olw2[i] 1/2 1/2 1/4
Xy 2z o[o]o e 2ty g | o7 (GTH RG] PRl sy 7
Xy 2 olL/2]o 1 iy “olie)y 2 1 1
min 1T/ 1/4 1/2 1/2 1/4 1/4

B 21/m : P 21/c

Fig.3. Site components are surrounced by a line

and the general positions for both space groups. The volume of the
asymmetric unit is a quarter of that of the unit cell. In P 2, /m we
get the reduction factor 1/2 for the x-and z-direction, for the
y-direction the factor must be at least 1/2, it can be 1/4. Hence
we find three possibilities:

A=A w1 = 1/2 x 1/2 £ 1 =13% Y2 x 172,

For the last two possibilities the origin must be shifted by a
quarter in y-direction.

In P 2y/c we get the possible reduction factor 1/2 for the x-direc-
tion and 1/4 for y and z; hence we find five possibilities:

1/4=1x1xl/4=1x1/4x1=1x1/2x1/2=1/2x1x1/2=1/2x1/2x1
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These considerations may be comprehended to a formal procedure: Set
all zero components of the translational parts to one, each site
component must be halved; take the minimum of all components refering
to the same direction.

The modified translational components are tabulated in fig. 3 in
column 3 and 5. In most cases there are different possibilities to
choose an asymmetric unit; so we have a chance to optimize the Fourier
computation. The Fourier grid used allows a resolution of maximal
240 grid points per unity in each direction. The arrays for the first
and second summation, however, only extend to a resolution of 1/30.
Hence if a higher resolution is demanded the asymmetric unit has to
be splitted up and the first two summations must be repeated for

each part. The management of this splitting is done by the program
without user's interference, but computation time may

be wasted if a unsuitable asymmetric unit was chosen. The resolution
for x, y and z should be approximately the same,so CRYSTAN asks for
the minimal resolution in Angstrom and determines the number of grid
points for each direction. The program then selects among the
different possibilities in such a way that the repeat of the first
two summations is minimal.

(c) Special procedures in hemimorphic space groups

In hemimorphic space groups it is not possible to fix the origin by
symmetry relations. The result is that special problems arise in
Structure determination and refinement. For refining a structure
in such a space group it is necessary to fix it with respect to
the hemimorphic directions. The structure will be stabilized if
the coordinates of one atom refering to these directions will not
be varied in the least Squares procedure. CRYSTAN recognizes a
hemimorphic problem and asks only for the name of an atom to fix
the structure. Another problem arises in structure determination
by direct methods. In those space groups the origin must be fixed
by choosing an arbitrary phase for reflexions properly related to
the hemimorphic directions. This selection will be done by CRYSTAN
automatically. It should be emphasized that in the tangent formula
the selected phases are not allowed to be varied. We have evidence
that a rather large set of nearly correct phases may diverge if
this condition is violated.

(d) Handling of special positions

In least squares procedures it is customary to use key numbers
designating free, coupled or fixed barameters. In the CRYSTAN system
these key numbers are derived by the program.

The parameters of an atom are its coordinates x,y,z and the components
of the anisotropic temperature factor 811, 522, 333, 323, B13s 812.

If the atom lies on a special position then it is invariant under a
certain set of symmetry operations of the space group:

T
Xa -~ R-Xa + T mod (Gland B = R -B-R,
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5 Bi1 Byo By3
X = hyilS, Be= Bio 822 823 and G a lattice vector.
f Bi3 B3 Ba3

The result of this relation is:

(i) coordinates can be fixed, they may adopt special values like O,
1/8, 1/4, 1/2 ete.;

(ii) coordinates can be coupled by linear functions like y=x, y=2x,
y=1/2x etc.;

(iii) non-diagonal Bj, may be zero or coupled;

(iv) diagonal Bjj may be coupled only.

Reading the parameters of an atom in the least squares procedures
CRYSTAN examines the parameters by the aid of all symmetry operations.
The result of this inspection is fixed in the key numbers, one for
each parameter. If there are no restrictions the key number equals

to the arrangement number, that means for x it is 1, for y it is 2 etc.
If a parameter is fixed the key number is O. If a parameter depends

on another with a lower arrangement number, this lower number is used.
The factors 2 and 1/2 instead of 1 in the linear functions are
indicated by adding or subtractinglO or 20 to the key number.

4, Direct methods in the CRYSTAN system

Because there are some special features in the application of direct
methods in the CRYSTAN system detailed information on some programs
of the structure determination part will be given.

Structure determination is initiated by the program ENORM that
provides for normalized structure factors, symmetry tests, scale
factor and overall B. Data files needed by the following programs

are prepared. For the computation of E-maps 30 % of all reflexions
are stored in E2.DAT. This set is reduced to the file E1.DAT by
selecting the strongest reflexions, seven for each atom in the asym-
metric unit. The method employed for normalisation is proposed by
J.KARLE [2]. ENORM investigates the distribution of <E?> in the re-
ciprocal space with respect to the directions (100), (o10) , (oo1), (110),
(110), (o11), (011), (101) and (101) by averaging all reflexions that
are inside a narrow cone surrounding the direction lines. It is

our experience that great differences in the averages predict
difficulties during structure determination.

SIGMA2 sets up a I,-list for each reflexion of E2.DAT on the base of
E1.DAT. The program START first prepares a start set of reflexions.
Approximately one half of the reflexions of E1.DAT is selected.

They are distributed as uniformly as possible on the different parity
classes and connected as strongly as possible with respect to their
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triplet relations. From these a set of triplets is selected that holds
the following conditions:

(i) They should be as reliable as possible.

(ii) The phases of all reflexions of the reduced E1.DAT should be
determinable by at least n contributions and a sufficiently
large oggy on the base of the reflexions involved in these
relations. The minimal number of contributors n and Oast Can
be controlled by the user.

(iii) The number of triplets should be minimal.

All reflexions of these triplet relations belong to the start set.
They are subdivided into dependent and independent reflexions because
always three are combined to a triplet; the phase of one may be ex-
pressed by the other two and the structure invariant of the triplet.
The least important is always chosen to be dependent. Different
solutions are determined by the different phase values of the indepen-
dent reflexions.

All possible values of phases are allocated to each independent
reflexion. If it is a general reflexion in a noncentric structure

the values are restricted to *7/4 and #37/4.Phase restrictions that
follow from the choice of origin and the enantiomorphic form are
taken into account by the program. Hence all different solutions are
determined by different combinations of possible phase values.

This multiple solution technique allows an optimal adjustment to
difficulties in structure determination. If a structure is simple it
may be solved correctly by using only two contributers and a low dggt-
The number of solutions will be small because only a small number of
triplet relations and hence only few independent reflexions will be
necessary. In complicated cases the user may require more contributers,
say three or four, and a higher ogg¢. Consequently the number of
triplets will be larger and so the number of independent reflexions
and the number of solutions will increase. More security has to be
paid with more solutions.

If the correct solution cannot be achieved even if a fairly high
degree of security was used the reason should be that the values of
the structure invariants for the selected triplets do not equal

zero. In this case FASTAN provides for the possibility of changing
the structure invariant in the fast tangent formula process. All
possible solutions are tested by FASTAN. Eguivalent solutions are
detected by EQUAL. Those solutions that are suggested to be correct
can be handled in SAYFO extending the phases to the reflexions of
E1.DAT and then to those of E2.DAT.Proceeding'in this way the user is
aware of the fact that he is walking on thin ice at the beginning

and he can choose the degree of security for the second part.
Dangerous steps are marked and hence under control. So this procedure
may be called the method of the calculated risk.

References: [1] H.Burzlaff,H.Zimmermann,Symmetrielehre,Stuttgart 1977
[2] J.Karle,International Tables IV, 350 ff.
[3] H.Burzlaff,R.BShme,M.Gomm,CRYSTAN, Erlangen 1977
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MINIMUM COMPUTER SYSTEM FOR COMPLETE CRYSTAL STRUCTURE
DETERMINATION

-

Allen C. Larson* and E.J. Gabe*%*

Summary

A system of computer programs is described which enables to execute
all stages of a crystal structure determination by means of a minimum
computer configuration. The system includes programs for diffracto-
meter control, absorption correction, datareduction, file editing,
fourier mapping, application of direct methods, least squares refine-
ment and preparation of tables. The system is reasonably well tested
and compared with the speed of the intensity measurements pretty
fast.

Introduction

The system which will be described was developed at the National
Research Council of Canada (1). The initial reason for developing
the system was the apparent high cost of computing at NRCC when
using the central computing facility in Ottawa. It was felt that
for a fairly reasonable increase in investment it should be
possible to do most of the calculations needed for crystal
structure determination and refinement. The computer to be
upgraded was the Digital Equipment Corporation PDP-8e which was
being used to control the Picker diffractometer.

The system that has been developed is what is felt to be essentially
the minimum needed to carry out the entire process of crystal
structure solution and refinement. The hardware requirements for
this system are a PDP-8e (or 8a) with 32K core, a 1.6M word RKO5
disc, a DECwriter (or equivalent) and a second file storage device
(DECtape, magnetic tape, or a second RK05). A highly desirable
optional extra is the floating point processor, FPP-8a, which will
decrease computing times by an approximate factor of twenty. Other
optional equipment includes a line printer and a visual display

unit such as the Tektronix 4010-1.

There are several limitations imposed upon a crystal structure
software package by the PDP-8 hardware and the 0S/8 operating
system (2). The FORTRAN IV language is a full ANSI set with a

few special features such as random access 1/0 using files on file
structured devices such as the disc or DECtape. The 12 bit word

* P.0., Box 5898, Santa Fe, NM 87502 USA
%% Div. of Chem., National Research Council of Canada, Ottawa,
Canada KI1A OR9
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of the PDP-8 causes some minor problems in that it limits array
size to a maximum of 4096 floating point words. Incidently on the
PDP-8, FORTRAN IV defines all data words with the same format.
Data words require three PDP-8 words, one word for the character-
istic and two words for the mantissa. The array size limitation,
however created problems only in the least squares routine where
it limits full matrix refinements to ninety parameters or less.

Outline of the system

The crystal structure package consists of thirteen programs which
access two main data files and nine subsidiary files. A schematic
of the programs and their usage of the data files is given in
Figure 1.

LEGEND
ABSORB

e
MAIN
»{ DATRDN
OSUBS]DIARY
FILES

~{ DISPOW

€
(_TasLes )

TABLES

CDFILE

Figure 1. Overall Routine Linkage & File Usage

The CDFILE contains unit cell data including lattice constants and
their sigmas, space group information including the space group
symbol and the matrices which perform the operations of the group,
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unit cell content information, scattering factors and the atomic
parameters. The REFLN file contains all of the reflection informa-
tion required by the system programs. A detailed description of

each program in Figure | will be given later.

All data is entered into the various programs in response to prompts
at Fhe terminal. Every effort has been made to make these prompts

as informative as possible without being too verbose. Most control
options are requested so as to require a yes/no answer.

The system handles all space groups. This includes all non-
standard setting of monoclinic, orthorhombic and tetragonal
lattices. The operations of the group are determined by examination
of the space group symbol and all improper and/or incomplete symbols
are rejected. The constraints upon least squares parameters are
determined by the programs and the user can add to them, but he
cannot remove any of them.

MULTAN

First, let us examine some of the problems encountered in
implementing MULTAN, a well known and widely distributed large
machine program, on the PDP-8. Figure 2 shows the current memory
layout for MULTAN. The program has been broken into three overlay
levels, 0, 1, and 2. The system takes the first 10000g words,
level 0 the next 53000g , level-l the next 5000g words and level-2
the next 3400g words. An execution time file definition routine
is used to open and close data files and it uses 400g words each
for a device driver and for buffer space or 1000g words per file
at the top of memory starting with UNIT 9 file space. Four data
files are needed by MULTAN at one time and we are left with 400
words of storage for load time file definition buffer space. This
may be used either for a batch input file or for a spooled output
file. Teletype input/output and line printer output do not use
high core buffer space.

The level-0 overlay contains the main program, all library sub-
routines, all 8-mode subroutines and COMMON storage. Of the
530005, 2201639, words in this level 44751g, 18921,(, are in the
COMMON storage. This amounts to only 6307 data words. Since for

N E-values, MULCVG(CONVEG) requires 11*N words of data storage in
COMMON, excluding the sigma-2 table, it is apparent that the
sigma-2 table must reside on the disc. A direct access file is
used, with blocks defined as single buffer loads (256 PDP-8 words
or 85 data words) allowing up to four blocks for each reflec-
tion's sigma-2 table. Because of the need to place the sigma-2
table on disc, it appeared that using MULTAN's overall E3MIN limit
would be difficult to implement and the time to generate the triply
redundant sigma-2 set from the set of unique sigma-2's MULTAN
normally generates would be excessive. Therefore the sigma-2
generation routine was changed to gemerate the full 3-fold
redundant set and since each reflection was limited to no more than



SEERN IEm U EIEEEE LR R

84

SYSTEM AREA
TABLES & SYSTEM ROUTINES
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Figure 2, MULTAN Memory Layout
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84 sigma-2's to determine an E3MIN for each reflection. This set
of E3MIN values is required to avoid the premature removal of
reflections with large numbers of sigma-2's during the converge
process, It might be noted that this implements one of the
improvements suggested by Lessinger (3) in his recent paper on
MULTAN failures.

It was found that the routine FASTAN was too large for its proposed
place in the overlay scheme and it was also observed that it could
be easily split into two pieces and hence MULOT3 came into being.
‘The input portion of FIRST was replaced with MULTRD and the control
portion placed in the main program. MULTRD also took over the data
reading for SECOND and THIRD since for a long running program with
interactive input it is best to try to get as much of the input
into the program at the start as possible. This routine has

grown continuously as the prompts have been improved for inter-
active data input. It is now the largest routine in level-1 and
calls MULFLS in level-2 which requests the names of the necessary
files and opens them.

In the search for ways to reduce the total code in MULTAN and hence
maximize the available storage we noted that the simple functions
MOD, ABS and MIN which are normally inline functions in the FORTRAN
generated code were externals and the code for each was moderately
large (40 to 100 words). Since these functions are easily written
explicitly into the FORTRAN, this was done and the routines were
eliminated. It was a pleasant surprise to find that the explicit
code for these functions was several words shorter than the calling
sequence for the external functions and that the code ran faster
with the explicit routines.

The program was very extensively tested during and after its
implementation on the PDP-8. This was done because much of the
data packing in MULTAN was changed. In the course of this testing
several bugs in MULTAN were located and removed. Also it was

found that for data sets ordered on hkl, the routine ORIGIN can

at times take an excessive amount of time. To eliminate or at
least reduce this it was decided to order the data on the magnitude
of E with the largest E's first.

The program as it is presently set up has some limitations.
Reflection indices are limited to magnitudes of less than 100, this
limitation applies to the entire system. MULTAN can handle up to
500 reflections, each with up to 84 sigma-2 relationships. The
maximum number of sigma-2's, 42987, is determined by the limit on
the size of a file under the 0S/8 system, 2047 blocks. Run time
can become fairly long for large problems. On a difficult

problem with 500 E-values generating about 18000 sigma-2's about
40 minutes were required for each of parts 1 and 2 and about 20
minutes per FASTAN solution. Since 64 solutions were computed this
took nearly 24 hours of computer time. For a smaller problem with
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340 E-values the time was about 40 minutes for parts 1 and 2 and
about 14 minutes per FASTAN solution. As a result, an interrupt
capability has been put into MULTAN so that these long running
tasks can be run overnight for as many nights as are needed to
complete the run. The 24 hour run was completed in two nights.

Now let us look at the entire system and its attributes. All

data is entered into the various programs in response to prompts

at the terminal. Every effort has been made to make these prompts
as informative as possible without being too verbose. Most control
options are requested so as to require a yes/no answer.

The- other programs of the system

The program DIFF drives the NRCC variant of the Picker diffracto-
meter to measure the lattice constants and collect diffraction
data. It reads and stores the crystal orientation and unit cell
information on the BASICD file and writes the measured intensity
data to the IDATA file. The routine can collect data with 26 and
w scans and the results can be treated with a profile analysis
routine. There is also a mode in which the measurement precision
can be controlled both for scanning and peak top measurements.
Using profile analysis with 20 scanning typically 1200 reflections/
day can be collected.

The program ABSORB can then be used to modify the reflection
intensity data for absorption using the Gaussian integration method.
Up to 3200 integration points may be used and the crystal may be
described by up to 24 faces. The crystal orientation data are

read from the BASICD file. The program can draw a stereo picture
of the crystal on the Tektronix 4010-1 terminal to enable the user
to check the representation of the crystal.

The program CDFILE is used to create the cell data file (CDFILE)
for a compound. This program requests the name of the file to
which you wish to write the information. It then opens this file
and requests a data set identification record and the space group
symbol. After determining the operations of the group and the Laue
symmetry the program requests the necessary lattice constants and
their sigmas. It then computes the cell volume and the reciprocal
cell parameters and requests the radiation used and data concerning
the contents of the unit cell (atomic symbols and number of each in
the unit cell). With this information the program locates the
scattering factors (5), dispersion terms (6), atomic absorption
coefficients (7,8) and atomic weights (9) from internal tables and
computes the linear absorption coefficient and density. It then
proceeds to zero 100 atom record blocks.

The data reduction program, DATRDN, processes the intensity data
file using space group information from the CDFILE to create the
REFLN file. It can average equivalent reflections from multiple
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data sets and it processes the Friedel pairs separately placing
‘them on the same record on the file. Statistics for the K(s)-
curve are accumulated and E-values are derived from the F(hkl) data.

CDEDIT is the program used to modify the cell data file. Changes
can be made in the settings of the overall refinement flags for
such things as extinction and weighting scheme as well as adding,
editing, and deleting atom records. Atomic parameters may be read
from the terminal, from the PEAK file output by FOURIER, or they
may be generated as hydrogen atom positions in tetrahedral or
trigonal positions about carbon atoms. The program determines the
site symmetry for each atom position and sets up the constraints
due to site symmetry for the least squares program. The routine
is highly interactive and prompts the user about the necessary
commands. In addition the routine does its own decoding

of numerical input and will not drop back to the 0S-8 monitor if

a mistake is made while typing a number.

The program FOURIER calculates all of the usual Fourier maps used
in crystallography including the three usual Patterson vector maps,
‘normal, sharpened, and origin removed, observed and calculated
electron density maps, difference electron density maps and E-maps.
Dispersion terms are properly accounted for in all electron density
maps (1,10). The program checks the region of the unit cell given
and if it is not a complete asymmetric unit prints a warning and
then gives the user a chance to try again if he so desires. The
peak picking section of the program eliminates both peaks off the
edge of the map and duplicates of the same peak. The position of
the peak is determined from a Gaussian fit of 27 points centered

at the peak maximum (11).

The program DISPOW is the distance and angle computing program in
the system. This routine is also the main editing program for the
Metals and Alloys Structure Data file. Among its several options
is the capability to compute powder patterns with d-spacings and
intensities in several forms. The program can be used to analyze
the nearest neighbor polyhedron to give the Frank and Kasper
polyhedron (12) as redefined by Cromer, Larson and Roof (13). In
the computation of the standard deviations the unit cell variances
are included, as well as the correlation terms for parameters on
the same atom, but those between atoms are neglected.

The program POLY uses the bond file from DISPOW to draw the
coordination polyhedra on the Tektronix 4010-1. It has proven to
be extremely useful in the study of alloy and inorganic structures.

The structure factor least squares program, LSTSQ, can handle up to
100 atoms. For problems with 90 parameters or less the user has
the option of using either the block diagonal method or the full
matrix method for the least squares. The refinement parameters are
defined by flags set in the CDFILE by CDEDIT. One may refine an
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isotropic extinction parameter in addition to the usual set of
positional and thermal (either isotropic or anisotropic) parameters.
Dispersion terms are explicitly included in the structure factors
calculations and sufficient data is writtem to the REFLN file that
FOURIER can compute observed electron density maps corrected for
both dispersion and extinction.

The program ERRANL is used to carry out weight and agreement
analyses as functions of F(obs), F(obs)?, sin 6/A, h kiand:i 1.
These analyses can at times be of great help in understanding the
cause of refinement problems. They are also a very good indicator
of the correctness of a structure.

The program UNIMOL reads the CDFILE and generates a new atom
position set in which all atoms belonging to a molecule are
relocated to form a bonded set. This new atom position set may be
written to the CDFILE if desired. When this is done the original
atom order may be preserved or the atoms may be written in the
order in which the bond list is printed. This ordering starts with
the atom on the site of lowest multiplicity. Among atoms on sites
of equal multiplicity, the atom with the largest number of bonds is
chosen, and among atoms with equal numbers of bonds the one with
the longest shortest bond is selected as the molecular origin.
Having chosen a starting point the program follows the chain of
shortest bonds to its end and then backtracks to the first unused
bond each time a chain is exhausted.

The last routine in the package is TABLES. This program is used
in the final stage of a crystal structure analysis, namely in
preparing the report on the structure. It generates tables of
crystal data and reflection data for publication.

Comments

Some indication of times, with hardware floating point processor,

is shown in the following example. P2;/c structure with 67 atoms
and 2000 reflections,

MULTAN with 340 E values
40 mins for parts 1 & 2; 14 mins/solution

Fourier with 23000 x,y,z points 30 mins
Least squares with 418 parameters 55 mins/cycle.

The system is thought to be reasonably well debugged, having been
?sed for the solution and refinement of about 20 metallic,
inorganic and organic structures in a wide variety of space groups.

A recent 34 atom structure was solved and refined in one 8-hour
working day.
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CHAPTER 3

Program systems for direct methods
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'RECENT DEVELOPMENTS IN MULTAN
ok
Peter Main

Summary

A number of recent improvements in Multan have both increased its
power and usefulness. Magic integer phase permutation has replaced
quadrant permutation to generate values for the unknown phases of the
reflexions used to begin the phase determination. This allows more
reflexions to be put into the starting set thus increasing the power
of the multisolution method. A new tangent formula weighting scheme
‘has been devised which takes into account the lack of independence of
‘the separate terms in the summation. The phases therefore correspond
more closely to the theoretical distribution of the I, relationships.
This is particularly useful when dealing with some problems caused by
pseudo symmetry and also in recycling partial structures. E-maps are
interpreted automatically and the molecules found can be compared with
‘the expected molecule. This will lead eventually to the automatic
recycling of partial structures. Chemical information can be used to
give improved estimates of the phase and variance of phase relation-
ships. In particular, this allows misplaced molecular fragments
found in an E-map to be used in a redetermination of the structure.
The solution of structures containing heavy atoms is made easier by
‘determining the heavy atom positions, then subtracting them
statistically from the diffraction pattern. The difference (equal-
‘atom) structure is then solved in the normal way. This avoids the
problems caused by the introduction of additional symmetry by the
‘heavy atoms alone.

1. Introduction to the multisolution method

Multan is a system of computer programmes which solves crystal struct-
ures automatically from X-ray diffraction data by direct determination
of the structure factor phases. Phase determination is carried out
using the tangent formula of Karle & Hauptman (1). The unknown start-—
ing phases are given a number of different values, thus producing
‘several plausible sets of phases as first described by Germain &
Woolfson (2). These phase sets are ranked in order by figures of
merit and the E-map calculated using the "best'" set of phases very
often reveals the structure.

‘The reason for using explicit values rather than symbols for the
unknown phases is that different indications for the same phase can
‘always be combined. In symbolic addition, phase indications can only
'be combined when the symbolic part of the separate indications is the
same. Different indications lead to relationships among the symbols

*Physics Department, University of York, York YOl 5DD, England
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However, in the multi-

solution method such information can be used immediately, especially
in the early critical stages of phase determination when few phases
are known and single phase relationships may not always be reliable.
The additional reliability in phase determination is paid for by extra
computing time, because the multisolution method generates many more
sets of phases than the symbolic addition method.

Another advantage of using explicit phase values is that because a
number of different values are tried, it becomes possible to obtain a
good value for a newly determined phase from inaccurate starting

phases using unreliable phase relationships.

This, of course, happens

accidentally, but it is a common observation that the set of phases
which reveal the structure do not always come from the most accurate

starting point.

2. The Multan system

The operations carried out by Multan are shown below in the order in

which they occur.

Some of the newer or more important operations will
be described in later sections of this paper.

For equal-atom

structures containing up to about 70 independent atoms, Multan is
expected to reveal most of the structure in a single computer job.
Larger structures can be solved, of course, but several attempts may

have to be made.

Operation

Calculate |E|'s
from |F_, |values
obs

Set up I, phase
relationships

Find the
reflexions used to
start phase
determination

Phase
determination

Remarks

Molecular geometry may be used to calculate
spherically averaged molecular scattering factors
(3). These lead to more accurate scale and
temperature factors and improved estimates of

expected intensity. Oriented atomic groups can
also be used if the spherical average is inapprop-
riate.

Estimates of the phase and reliability of each
relationship can be obtained from a knowledge of
unit cell contents, molecular geometry, orientat-
ion of atomic groups and/or actual atomic positions

(3).

Origin-defining reflexions together with a small
number of other reflexions are carefully chosen so
that they lead to multiple indications of new
phases as quickly as possible and make use of
strong phase relationships. This is done by the
convergence procedure of Germain, Main & Woolfson

(4).

Values are assigned to unknown phases by magic
integer phase permutation (5). A weighted form of
the tangent formula is used (4) which is also
modified according to Main (3) if chemical

o1 v 1 T orTer oTTTT
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Operation Remarks

knowledge has been incorporated into the phase
relationships. The weighting scheme can also be
modified according to Hull & Irwin (6) to obtain
more accurate phases and to avoid some problems
due to pseudo symmetry.

E-map Maps are calculated in order of the figures of
merit. Simple stereochemical criteria are applied
to the peaks found in order to produce a chemically
sensible molecule. This can be compared with the
expected molecule and corresponding peaks and atoms
identified (7).

3. Choosing the starting reflexions

The computer algorithm used to choose the origin-defining reflexions
which form a good starting point for phase determination is the
convergence procedure of Germain, Main & Woolfson (4). This algorithm
is highly successful and will normally find a better set of starting
'reflexions than can be done by hand unless the structure has special
difficulties. Since it is important, a flow diagram of the algorithm
is shown in Figure 1.

The quantity o ey which appears in the flow diagram is given in the
programme by

1 (K
L l{ Sk ) (1)
Wherel K., = 2030, 3/2 oo
5 n
and on = § Zj

It can be calculated without knowledge of the phases and is a measure
of how reliably each phase can be determined in terms of all the others
remaining in the data set at any one time. The least reliably determ-
ined phase is eliminated at each stage, leaving to the end those
reflexions which are strongly linked together and which will lead to
reliable phase determination by giving multiple indications using
strong relationships. Phases are determined later by the tangent
formula in reverse order of elimination in the convergence procedure.

One of the reasons why the algorithm is successful is that it looks at
the way reflexions are linked together through phase relationships and
does not look at each reflexion or relationship in isolation. In terms
of more recent theories, it may be said that the convergence technique
takes account of the higher neighbourhoods of structure invariants (8,
9,10,11). For example, the second neighbourhood of a I, relationship
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4

= lcalculate for all reflexions

y

find reflexion with smallest

%ost whose phase is unknown

Y

can origin
be defined without
this reflexion?

eliminate reflexion from data, this reflexion must be

record ' igi initi
L S update all Dogy = used for origin definition
are all +
reflexions ~=

eliminated?

reflexion with smallest
o at time of elimination
|goes into starting set

reflexions to be

Figure 1. Flow diagram of the convergence procedure

contains the 10 reflexions with indices h, k, h+k, &, h*&, k*&, h+kil
where £ can have any value. Using these reflexions, the 13 relation-
ships shown in Table 1 can be set up. Similarly, the second neigh-
bourhood of a quartet contains the 7 reflexions h, k, &, h+k+f, h+k,
k+% and %+h which are associated with the 6 I, relationships shown in
Table 2. If all these reflexions are strong, both the I, relation-
ship and the quartet will be particularly reliably estimated (Notice
that they are highly interdependent.). In addition, the reflexions
are clearly interlinked very strongly and will therefore tend to be
eliminated only towards the end of the convergence procedure. It is
expected, therefore, that not only the strongest relationships remain
till the end of the convergence but also those that are particularly
reliable. Although the effect is not strong, this is indeed observed
practice. A deeper analysis of this effect may lead to modifications
which give still better starting reflexions.

The actual number of reflexions required in the starting set can now
be chosen by the programme. If any reflexion is eliminated with

L 0, i.e. its phase cannot be determined from those reflexions



97

remaining at that point, this represents a weak link in the phase
determination process. It is removed by taking that reflexion into

the starting set. The number of starting reflexions is therefore
increased until all such weak links are removed or until the reflexions
chosen give rise to a maximum number of phase sets.

Table 1 The 13 I, relationships Table 2 The 6 Ip relationships from

from the 10 reflexions in the from the 7 reflexions in the second
'second neighbourhood of a single  neighbourhood of the quartet h, k,2,
L, relationship h-k-2

h k h-k h k -k

h A ¢ h h-2

h ktl h-k+ h k+2 k-4

k +2 ko Tt U k-2

k +8+h  h-k*l k t+h  h-k-%

h+k +9 h-kt2 R “hxk Rk %

h+k ktl +2-h

4. Magic integer phase permutation

The concept of magic integers was introduced by White & Woolfson (12).
For a sequence of n integers, denoted by m;, mp.....m_, n phases are
represented by the equations 5

¢i = mX mod (1) (2)
where the phases, ¢;, are in cycles and the equations are approxima-
tely satisfied by some value of x in the range Osx<l. Main (13) gave
the theory of magic integers and described a recipe for deriving a
magic integer sequence my ... m, of any length which minimises the
r.m.s. error in the represented phases. Multan uses magic integers
for assigning values to the unknown phases chosen by the convergence
procedure to start phase determination (14). Only phases whose values
are unrestricted by space group symmetry are represented by the magic
integers, while restricted phases are given their two allowed values
in the phase permutations.

To assign phase values, the variable x in equation (2) is given a
series of values at equal intervals in the range Osx<l cycles. A
simple illustration of phase permutation is given in Figure 2. The 16
phase combinations produced by quadrant permutation on two unknown
phases are plotted in Figure 2(a). If these phases are now represented
by the magic integer sequence 2 3 and x takes on values at intervals of
1/12 cycles, the resulting 12 phase combinations are shown in
Figure 2(b).
Clearly, the magic integer permutation results in a saving in the
' number of phase sets generated. There are two reasons for this. The
first is that the 12 sets in Figure 2(b) cover the 2-dimensional phase
space on a more closely packed lattice than the 16 sets in Figure 2(a).
Phase space is therefore covered more efficiently by magic integer
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Figure 2(a) The 16 phase sets generated for two unknown phases by
quadrant permutation. (b) The 12 phase sets generated for two unknown
phases by magic integer permutation (magic integer sequence is 2 3)

permutation and this will be true for any magic integer sequence set up |
as described by Main (13). The second reason for the saving in the
number of phase sets is that the r.m.s. error of the magic integer
phase is slightly higher than the error resulting from quadrant permut-—
ation. For the example given, the r.m.s. error in the magic integer
phases is 29.3° which is more than the r.m.s. error of 26.0 from
quadrant permutation.

The reduction in the number of phase sets becomes very large as the
number of permuted phases increases. This is shown in Table 3 where
the number of phase sets produced by quadrant permutation is compared
to the number currently produced by Multan using magic integers. The
magic integer sequences used are based on the Fibonacci series [see
(13)1 112358 ... These numbers form the differences between
adjacent numbers of the magic integer sequences which are shown in
Table 4.

Table 3 Number of phase sets generated by quadrant permutation (QP)
and magic integer permutation (MI) as a function of the number of
unknown phases (n). Also shown is the r.m.s. error of the starting
phases in degrees.

= RE ¢rms s ¢lb
1 4 26.0 4 26.0
2 16 26.0 12 293
3 64 26.0 20 36.8
4 256 26.0 32 41.5
5 1024 26.0 50 44.7
6 4096 26.0 80 46.6
7 16384 26.0 128 48.0
8 65536 26.0 206 49.0
9 262144 26.0 332 49.8
10 1048576 26.0 536 50.5
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Table 4 Magic integer sequences used in Multan for phase permutation

n
1 1|

2 .3

3 S i 5

4 EIEES e BRI )

5 (oYl L Dl B S 7 G

6 BEFEEE TSI 3088 ¥25

7 20 5290 “34 37 397 40 4L

8 34 47 55 60 63 65 66 67

9 55 76 89 97 102 105 107 108 109
10 89 123 144 157 165 170 173 175 176 177

The interval of x used in equation (2) to produce the different phase
sets is chosen to give a closely packed lattice in n-dimensional phase
space as in Figure 2(b) for the 2-dimensional example. This interval
is given by Main (14) as

R Han
Ax = = TR cycles (3)
G R
s

and this gives rise to the number of phase sets ‘shown in Table 3.

. For N sets of phases, the lower bound of the r.m.s. error of the
 starting phases is given (14) by

n+2 N

a¢1b radians (4)

and these quantities are also shown in Table 3. There is ample
evidence that r.m.s. errors as high as these are easily tolerated by
Multan. No structure has been found which was solved by quadrant
permutation that could not be solved using magic integer permutation.
Rather, the reverse is true. In addition, even though the starting
phase sets are spaced more widely apart in phase space, duplicate

- phase sets still arise after tangent formula refinement. It is not
 yet known how high the errors of the starting phases can be before the

technique fails to solve a structure that is otherwise soluble.
However, this is being investigated because even a small increase in
r.m.s. error results in a dramatic decrease in the number of phase sets.
The main effect of the reduction in number of phase sets is to allow

more reflexions in the starting set for the same computing time as
 before. Since these are very carefully chosen by the convergence
procedure, this greatly increases the power of the multisolution

method. This is probably the single most powerful improvement to

Multan described in this paper.

Note that the introduction of one extra magic integer phase increases
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the number of phase sets by a factor of 1.6. This is cheaper than
adding a restricted phase to the starting set since this will double
the number of sets generated. The number of phase sets shown in
Table 3 is modified in the usual way according to the requirements of
origin and enantiomorph definition. The enantiomorph is defined by
exploring only the appropriate half of the n-dimensional phase space
(n = number of permuted phases). This means that all n phases are
used simultaneously to give a strong enantiomorph definition.

5. Tangent formula weighting

Multan has always used a weighted form of the tangent formula, but
recently an improved weighting scheme has been developed by Hull &
Irwin (6), The weighted tangent formula may be written as

= phase of {E Wkwh—kEkEhvk} (5)

weight associated with ¢h

*n

where wh

The variance of ¢h may be calculated according to Karle & Karle (16)

from
g2 el Iy (o)
Vh + 4 g —-';l—é-— 'f—-m (5)
n=1
where o = 2 030, 3/2 JEh] |£ Wkwh—kEkEh—k|

When there are few contributors to the summation in equation (5), the
variance of ¢, may be quite high so the phase must be used with
caution when Hetermining other phases. The correct weight to use is
inversely proportional to the variance and, to a very good approxima-
tion, this is proportional to o The weights used, therefore, are
given by

Wy min(0.2ah, 1.0) (7)
The constant of proportionality (0.2) is arbitrary, but it has been
optimised by trials over a large number of structures. Multan applies
no rejection criteria for doubtful phases; it depends upon such phases
being given a very low weight.

Although this weighting scheme plays an important part during the first
stages of phase determination, all the weights quickly become unity and
so have no effect during phase refinement. The new Hull-Irwin scheme,
however, is effective at all times. It attemps to match the a
calculated from equation (6) with that expected from the probagility
distribution of the I, phase relationships. The expected ay is given
by Germain, Main & Woolfson (4) as
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Il(K‘hk) Il(Km)
)= ot
(0p)g E S 1{ % K he I &) I (K)

k#2

(8)

where th is defined in equation (1) and the weight is calculated from

w.

X
h A exp(-x?) J exp (t2) dt (9)

(o]

where x ahf(ah)E

and A is adjusted to make the maximum of vy equal to unity.
A plot of w, as a function of
uhl(ah) is shown in Figure 3.
It can Ee seen that if o, is 1
too large, w. < 1. This will

_be the case 1f the phase i
relationships are too consis-
tent and the weights are W
specifically designed to
prevent this from happening.
That is, rather than trying
to force each individual I,

relationship to have a phase 0 t : z
of zero, the weighting 0 1 /(o) 2%
scheme attempts to make the Figure 3 Tangent formu aEweighting
phases of the relationships

conform to the theoretical distribution obtained by Cochran (17).
Another way of looking at it is that the tangent formula is derived
wunder the assumption that all the terms in the summation are indepen-
dent. This is clearlysnot true once more than a small number of terms
appear in the summation. The weighting scheme takes care of this lack
of independence. In practise, the minimum of the weights calculated
from equations (7) and (9) is used.

The Hull-Irwin weighting scheme is particuarly useful in preventing
the loss of enantiomorph in a polar space group. Unweighted tangent
formula refinement of phases in P2;, for example, can sometimes
introduce a mirror plane through the molecule perpendicular to the 2,
axis. This is now largely prevented without having to take special
precautions. Another operation in which the new weighting scheme has
proved its use is in the tangent formula recycling of partial
structures (18). The weighting scheme gives more accurate phases and
much more of the structure appears in the next map than is otherwise
the case. At the time of writing, the use of the weighting scheme has
lead to the solution of one structure that had previously resisted
solution (P2;2,2;, 66 independent equal atoms). However, for small
structures and for those where the I, relationships are not too
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consistent, the new weighting scheme makes little difference to the
final phases.

6. Interpretation of E-maps

Apart from the usual peak search routines, Multan now contains
routines for interpreting the E-map peaks it finds in terms of a
chemically sensible molecule. It can also compare the molecule it
finds with that expected and corresponding atoms and peaks identified

(7). The complete interpretation of the E-map is divided into four
distinct stages: (a) peak search; (b) separation of peaks into
potentially bonded clusters; (c) application of simple stereochemical
criteria to identify possible molecular fragments; (d) comparison of
the fragments with the expected molecular structure. The stages (a)
and (b) are essentially as described by Declercq, Germain, Main &
Woolfson (19) and (c) and (d) are developments of the work described
by Koch (20).

In stage (c), simple stereochemical criteria of maximum and minimum
acceptable bond lengths and angles are applied to the E-map peaks to
identify chemically sensible molecular fragments. Peaks which do not
fulfil the criteria are eliminated in such a way as to maximise the
number of high peaks which are accepted. Different peaks may be
assumed to be spurious and this gives rise to alternative
interpretations. Each interpretation can be matched with the

expected molecule (if this is supplied to the programme) thus
identifying further spurious peaks and determining which atoms are
missing from the map. The matching process is described in detail by
Main & Hull (7), but it is essentially an exhaustive search for atom-
peak correspondence. A number of devices are employed to speed up the
search considerably and usually an acceptable atom—peak correspondence
is obtained very quickly. The matching routines are efficient and
completely general so that any collection of peaks can be compared to
any molecule.

Interpretatlon of E-maps and recognition of the structures they contain
is something a human being can do much better than a computer. However,
the computer can now perform simple recognition tasks without human
intervention. This makes it possible to use partial structural
information in an automatic recycling process such as a weighted
Fourier or tangent formula recycling. It is now feasible to design a
programme system that will present the user with a complete structure
in a single run rather than a structure with a small number of atoms
still to be found by further calculations. Multan does not yet perform
this automatic recycling, but it is hoped to develop it to the point
where it will.
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7. Use of chemical information

' Chemical information about the structure can be used in Multan to help
in the structure determination. Four types of information can be
handled as described by Main (3): (a) unit cell contents; (b) molecular
geometry; (c) orientation of atomic groups; (d) known atomic positions.
Knowledge of unit cell contents is used in all direct methods and Mult-
an is no different in this respect. However, the use made of other
types of information is described in the following sub-sections.

Molecular geometry

The main use of molecular geometry is in the calculation of E's from
F's. Normalised structure amplitudes (E's) may be defined by

Th

2N

ESE= = (10)
where <I> = expected intensity.

. The expected intensity can be obtained as the actual average intensity
~at the appropriate value of sinf/A or can be estimated from a
statistical distribution of the atoms. For example, if the atoms are
assumed to be randomly distributed in the cell, Wilson (21) gives the
expected intensity as

S (1)
i

which is modified by space group symmetry and the Debye-Waller factor
in the usual way. If some molecular geometry is known, we may assume
there are atomic groups in random positions and orientations in the
cell. For each group separately, Debye (22) gives the group scatter-—
ing factor as
sin t L
Sk o Lol Behyepy a2
jk jk

where t = 4w sinf/)

and = distance between atoms j and k.

rjk
 These g's are then combined like the atomic scattering factors in
equation (11) to give <I>. If a substantial part of the molecular
 geometry is known, molecular scattering factors can be used instead of
atomic scattering factors in the Wilson plot, thus increasing the
accuracy of the scale and temperature factors. The results of using
molecular geometry can be seen in Figure 4 which shows the Wilson and
 Debye curves for pyrene-benzoquinone (23) illustrated in Figure 5.

The Debye plot is a straight line within experimental error whereas
the Wilson plot is not.

Care must be taken when calculating E's for structures containing
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such planar, highly regular molecules. If <I> is obtained from
equation (11) using g's from equation (12) instead of f's, it will be
found that the resulting E's are better for phase determination than
if molecular scattering factors are not used. The only good
alternative is to use a K-curve which follows all the "bumps'" that
appear in the Wilson plot. However, great care must be taken when
extrapolating the K-curve at low sinB/A values.

2002
sin B/A° »
IR L 0.2 0.4
1n(—5)
Zf
(o]
7l @@
O 1
_2 r
Figure 4 (Wilson (...) and Debye (———) Figure 5 The two
plots for pyrene-benzoquinone. The molecules in the asymmet—
least squares straight line through ric unit of pyrene-
the Debye plot is also shown benzoquinone

Oriented atomic groups

If the orientation of a group of atoms is known, this information is
most effectively used in calculating improved estimates for the phase
and variance of the phase relationships (3). The Cochran distribution
(17) of the I, relationships can be generalised to become
e 12050 1BE B | €05 0~y
¢ = (13)
hk
B RN R

! 8;(h,k)

where Qhkexp(lqhk) I

7 3
<R} 25 |Ea ) (8500, |25
Vit el S R ek

and g (h,k) is a product of three atomic group scattering factors. It
will be seen that the maximum probability occurs when ¢hk = q, SO that
the I, relationship becomes
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bt e Tl B O (14)
' In the case of randomly distributed atoms
gi(b.k) = fifh-k) fi(k) fi(ﬁ) (15)

and the formula (13) reduces to the Cochran distribution. For an
‘oriented group of atoms

g.(h,k) = J )V 7V £:f £ exp2nilhC_(x, -x.) + KC_(x,-%,)] (16)
e : Tkl Dirslon=y =gp- =28 =k
P11k
where the C_ are the point group operators and the summations over
jsk,1 are tBken over all the atoms in the group. In this case,
g.(h,k) is complex and q X in equation (13) can take on any value.
This gives an estimate o? the phase of a I, relationship other than
zero. The modified phase relationships are used in a modified
tangent formula for phase determination and refinement. The tangent
formula becomes

¢, = phase of {g Qhk|EkEh—k| exp 1(¢, + ¢, = qhk)} (17)
which can also be weighted as in equation (5).

The first application of this was to the structure of ergocalciferol
(24). The space group is P2,2,2, and there are two molecules of
CogHy,0 in the asymmetric unit (i.e. 58 non-hydrogen atoms). After
many trials, two plausible molecular fragments were obtained from an
E-map, consisting of 14 and 21 peaks. The usual methods of
developing the structure failed because both molecular fragments

were wrongly positioned in the cell. However, using the oriented
fragments to modify the I, relationships and redetermining the phases
by Multan, gave a map which showed similar fragments in new positions.
These could then be developed into the complete structure using
weighted Fouriers. An examination of the original fragments showed
they were both incorrectly positioned by different amounts. Also,
the I, relationships used to determine the first 100 phases had an
average error of 52° before the introduction of the oriented
fragments and 45° afterwards. Clearly, the use of chemical
information improves the estimates of the phases of the IZ;'s. The
latest version of Multan can solve this structure much more easily,
although it still has to make use of chemical information in the way
described.

Translation functions (25,26) also seek to determine the correct
position of oriented molecules. Their advantage over the
modification of the I,'s described here is that the calculations are
very much smaller. However, translation functions can only deal with
single fragments, whereas any number of oriented fragments can be used
simultaneously with the I, method. In addition, translation

functions tend to give several plausible answers, whereas the
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modification of the I,'s has always given a unique correct result in
all cases tried so far, even if the fragments are small.

Known atomic positions

When a structure contains heavy atoms, the heavy atom positions are
usually obtained fairly easily. However, if they possess additional
symmetry to that of the space group, determination of the remainder of
the structure can be difficult. This is especially true if the form
of the light-atom structure is completely unknown. The determination
of such structures is made easier by subtracting the heavy atom
contributions statistically from the diffraction pattern and then
solving the difference (equal-atom) structure in the normal way (27,28,
7ie The implementation in Multan is that of Hull & Irwin (7) and
will be described here with reference to the structure of potassium
alborexin (29). The space group is P2; and the asymmetric unit
contains one potassium atom and 62 light atoms (excluding hydrogen).
This was originally solved by Busetta with great difficulty because of
the mirror symmetry produced by the potassium atom. The potassium
atom contribution, F , 18 substracted from the F as shown in
Figure 6. The expec%gécvalue of 6, the difference R phase between
Fcalc and F0 is given by the Sim weighting scheme (30) as

bs
Il(x)
< =
cosf> ) (18)
0
where x = 2|F

2
obslchalclig fi

and the summation is over the atoms
not included in the structure
factor calculation. The magnitude
of F.. can now be obtained by
solvlég the triangle in Figure 6. diff
E's are recalculated from the obs

Fdi £ values and used in Multan
to getermine what is now
approximately an equal-atom
structure. In the case of
potassium alborexin, the first = F
E-map gave 52 out of the 63 cale
atoms of the structure and the
problems of additional symmetry
produced by the potassium were Figure & Subtraction of heavy
completely avoided. atom contributions from Fobs
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SIMPEL

Ok Overbeek and Henk Schenk?®
Summary

Simpel is an interlinked set of programs for solving centrosymmetric
and non centrosymmetric crystal structures in triclinic, monoclinic
and orthorhombic space groups, by means of direct methods. The
starting set is generated using tripletsand seven magnitude quartets,
the phase extension is carried out by means of the symbolic addition
method and the correct numerical phases can be found using various
figures of merit, such as those based on the I_-consistency,
I,-relation and negative quartets. The program can be run in batch
mode or in interactive mode, the latter allows for easy trouble
shooting and subsequent user intervention. »

Introduction

The strongest and most frequently used relation in the Direct Methods

is the so-called 82 or triplet relation:

Pty x (1)
(¢ is the phase of reflection H(=h k,1,6)).
The relation is most likely to be correct if thge normalized product
of the three E-values:

5

Ey= N [EHxEKxEH_K (2)
is large.
Starting with a small set of reflections with known phases ¢, it is
in principle possible to provide a large set of strong reflections
with a known phase and to refine these phases, by application of a
weighted tangent formulaa

A E Wk, px X sin (0ptéy )
% T W gog X €05 (9tby )

(3)

For a successful application of (3) the choice of the weights W
is very inportant as will be discussed in the paper of Main in
this book.

K'H-K

The three major problems in Direct Methods are

1. to find a good starting set of (symbolic) phases e.g. a starting
set which will yield correct phases at the end of the procedure,

2. to design a reliable procedure for phase extension and/or phase

* Laboratory for Crystallography, University of Amsterdam
Nieuwe Achtergracht 166, Amsterdam, The Netherlands
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refinement.

3. to use the adequate figure(s) of merit in order to select the 22—
solution with the correct phases.

- The methods based on 1 and 3 can be separated into two conceptionally

different groups:

1. multisolution and

2. single solution methods

Both methods are alike with respect to one procedure: a starting set
of reflections is chosen and this set will be such, that in principle

the phases of all other reflections can be calculated by means of (1).
In the first group several (multi) sets of phases are calculated by

inserting trial phases in this starting set, attempting to cover all
possible solutions. Afterwards the best solution is selected by means
of figures of merit, e.g. consistency.

Opposed to these methods are the single solution methods. A typical
example is the Symbolic Addition method (Karle & Karle, 1966). While
beginning with the same starting set, only one phase extension is

done after assigning dummy values (symbols) to the phases in the
starting set. Then, in a way similar to the multisolution methods, the
best set of numerical phases for the symbols will be selected and the

phase extension be executed for a second time with this set only.

A disadvantage of the latter method is, that it sometimes requires
user intervention and understanding, whereas multisolution methods may
be used as a black box. Opposed to this is the considerable saving of
computing time, by combining all possible solutions by means of sym-
bolic phases.

Description of SIMPEL

' The program system SIMPEL is completely devoted to the Symbolic
. Addition method. As there are considerable differences between centro-

and noncentrosymmetric space groups, regarding the application of
Direct Methods, the system has been split up in two dedicated parts.
The minimal requirement to get SIMPEL working, is a set of triplet
relations between a number of the strongest reflections. If the
structure to be solwved contains N independent atoms, triplets will be
calculated between the strongest 10 x N reflections; an attempt will

be made to produce a set of about 100 x N non-redundant triplets. For

starting set building purposes seven magnitude quartets between the

' + 40 strongest reflections are usually added to the set of triplets.

Ebart from triplets the program can make effective use of I-1 relations,

| negative quartets and Harker-Kasper relations. These relations are

all calculated once, to be used several times, if necessary.

.In the end SIMPEL produces a set of h, k, 1, E values with phases,

which can be fed into an E-map calculating program with subsequent

| interpretation.

Eventually the atomic positions can be tested on correctness and be
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refined by a fast diagonal least squares program. In case only part
of the structure appeared in the E-map, options are available to
recycle the tangent refinement with new phase information from the
least-squares program.

So far the procedure is essentially the same for both centro- and
non-centrosymmetric structures. The main differences will be discussed
in the following two sections.

The programs have been written in FORTRAN IV for the CDC Cyber 73
Computer. The local specifications for interactive use of the computer
give a limit of 24 k 60 bits words of core, and all programs are
designed to meet this limit.

The centrosymmetric part

Originally the application of Direct Methods in Amsterdam was com-
pletely focussed on centrosymmetric structures. As a natural result
today, most structures, containing up till about 60 independent atoms,
can be solved in a routine-like fashion.

A starting set is generated by execution of a converge procedure for
the triplets and quartets between the 30-50 strongest reflections.
Care is taken, that the origin will be fixed; as many symbols as
necessary are assigned (the maximum number of symbols is 30).

Then a 'diverge' is done with the same small set of triplets and
quartets, thus determining a considerable number of the (symbolic)
phases of the strongest reflections.

With this extended starting set the symbolic addition routine is en-
tered. Using only triplets for all strong reflections, it tries to
symbolically phase the greater part of these reflections. New symbolic
signs are accepted only, if the E_ values of the triplets, by which
they are determined, satisfy the acceptance criteria. The latter,

being very strict in the beginning, are weakened every following cycle.
Reflections, that would appear to get conflicting symbolic signs, are
rejected for the time being. After execution of the symbolic addition
these give rise to relations between the symbols and the main criterion
for selecting the best solution is based on these relations. Of course
these contain nothing more or less than a measure of the consistency
of any possible solution. So, for space groups, where the most con-
sistent solution is most likely to be the correct one, this solution
can easily be found by trying out, which combination of signs for the
symbols fits best in the relations available. In addition, in all

space groups, use is made of a criterion based on all IZ-1 relations
(Overbeek & Schenk, 1976).

However, in symmorphic space groups, like PI, the most consistent
solution does not usually lead to sensible set of signs. The applica-
tion of the I-2 relation is completely consistent, when all signs are



+. The problem is to get hold of relations, that give rise to negative
signs and use these in a figure of merit. In the SIMPEL system, one
can apply three different figures of merit of this kind, based on
1. The above mentioned I-1 relations. Roughly one half of the I-1
' type reflections are predicted as being negative.
2. Negative Quartets (Schenk, 1975). The sign product:

s(H)xs (K)xs (L)xs (-H-K-L) is most likely to be negative, when the

so-called crossterms |EH+K|'|EH+L| and |EK+L| are small.

3. Harker-Kasper relations (Schenk & De Jong, 1973), using the proba-
bility, that the product s(H+K) x s(H-K) is negative, the larger

[EH[,[E | and [E |, and the smaller ]EK| and |E2H|'

H+K H-K
Of course this is the result of a special negative gquartet, the
main terms being Eﬁ, Eﬁr EH+K and EH-K'

For all centrosymmetric cases, two or more sets of criteria are cal-
culated for all possible combinations of signs for the symbols, even-
tually resulting in a combined figure of merit.

' The noncentrosymmetric part

The fact that, for noncentrosymmetric structures, the phases of the
general reflections can have any value from 0 to 360° , implies a

much greater number of possible solutions than in a comparable centro-
symmetric case. SIMPEL tries to tackle these problems in the follo-
wing way.

A starting set is generated as in the centrosymmetric case (maximum
number of symbols is 10). Only in this case the origin will not
necessarily be fixed. In addition not even an attempt will be made
' to fix the enantiomorph.

 Symbolic addition is carried out with this starting set for a limited
number of cycles. All the necessary special attention is paid to
symbols, that had been assigned to phase-restricted reflections as
well as to the symbolic phases given to this kind of refections.

' If the origin has not been fixed (completely) at this point, SIMPEL

' gathers all symbolic phases, assigned to phase-restricted reflections,
and assembles them according to their parity group. By inserting one
or more of these relations, from the right parity group(s), in the
original starting set and thus in fact eliminating a symbol, the
origin may be fixed. Symbolic addition is then done again with the
new starting set.

If the origin has been fixed, one usually ends up with a set of con-
' sistency relations between the symbols, similar to the centrosymme-
tric case. In order to search for the most consistent solution(s),

test values for the symbols are inserted and associated crlterla
calculated; the usual set of test values is: 0,90,180, 270°. As the
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consistency relations are in fact linear equations, one can easily
apply a least squares refinement to the symbol values, starting
from several good-looking solutions. After a typical refinement one
is left with a set of solutions, that appear to be grouped two by
two according to their figure of merit. These will normally lead to
two essentially the same E-maps, one being the enantiomorph of the
other, thus providing an easy way to discriminate them afterwards.

In all (small) structures, solved up till now, the first or the
second best solution yielded the correct structure after tangent
refinement. It is also possible to use a figure of merit based on
the negative quartets to discriminate between the possible solutions.
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' THE BUFFALO SYSTEM FOR DIRECT METHODS

*
D. A, Langs and H. A. Hauptman

Summary

Theoretical contributions to the reliable estimation of the values
of crystal structure invariants, notably towards estimates
for three phase (triple) and four phase (quartet) universal struc-
ture invariants, have permitted the development of a set of com-
puter programs based on the multisolution tangent formulation.
These programs, known as QTAN, have been optimized for a small
computer (DEC PDP 11/45, 32 K core, 16 bit word), are capable of
inspecting large numbers (2%) of phase sets in a finite amount

of time (8 hours), and have been useful in a number of structure
determinations which had been otherwise intractable. Two impor-—
tant features of the program are [1] the use of a negative quartet
figure of merit (NQEST) as a sieve to discard unpromising phase
sets at intermediate stages of phase extension, and [2] the formal
separation of tangent extension and tangent refinement of phases,

. permitting global, fixed point computation techniques with
attendant savings in both computing time and computer storage
requirements. Incorporation of cosine estimations into the

design of an optimal phase extension route has proved to be a
powerful and, in some cases essential, ingredient in successful
structure determination.

Introduction

' A number of approaches to overcoming the phase problem are'
currently in use and development at the Medical Foundation of
Buffalo, Inc. Given our interest in the reliable estimation of
the values of structure invariants and structure seminvariants
(1), research conducted here, primarily by Drs. Hauptman, Green
and Fortier, and given the proven utility (2) of accurate esti-
mations of these quantities in structure determination, seen in
the work of Drs. Duax and Weeks, many techniques based on these
| theoretical contributions and practical applications have evolved.
Because of limitations of time and space only one of these, QTAN
(3), will be discussed here. A historical account of the devel-
opments leading to QTAN will serve to underscore the importance
of cosine analysis to new direct methods programming.

*
Medical Foundation of Buffalo, Inc., 73 High Street, Buffalo,
New York 14203, U.S.A.
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Techniques for estimating cos(¢. + ¢, + ¢ ), such as MDKS (1b)
h k -h-k

and TPROD (la), have existed in the lab since 1970. It was clear
that useful information was contained in these estimates and
highly personalized approaches to their use were developed. For
example, relatively large, self-consistent basis sets of phases
could be developed with their use; these basis sets served as
input to tangent procedures. Additionally, their use could lead
to enantiomorph specification, and the identification of groups
of phases which had the property that members were tightly bound
to one another through highly reliable phase relationships. Our
goal was to incorporate these estimates as actively as possible
in phase determination procedures. A critical step in realizing
this goal, in some measure, was to come from a theoretical break-
through in the cosine analysis of quartets, cos(¢h + ¢k + ¢£ +

¢ k-2 2l e S

Schenk and De Jong (4) had discovered an extremely interesting
property of pairs of triples with one common phase. Using the
Harker-Kasper inequalities they showed that ¢h+k + ¢h—k - 2¢h ~—T

if |Eh|, lEh+kI and lEh-kl are strong and |Ek| is weak. The

reliable T estimate, recognized as a goal of structure invariant
analysis, was in sight. Hauptman (5) showed that the relation-
ship discussed by Schenk was a special case of the universal
structure invariant ¢h =+ ?E + ¢£ + ¢fﬁf§f&’ with h = k, and that
the universal quartet_ﬁas likei§ to sum to 7w if {IEhI, lEkl’
1By ls 1By ey k> [Fiy
small. Schenk (4,6) employed the special quartets early on as

a figure of merit for symmorphic space groups; with more general
quartet formulation in hand we developed the NQEST figure of
merit (7). The initial tests of NQEST as a figure of merit, and
the recognition of its independence with respect to phase sets
generated by tangent techniques, suggested two things: [1] large
numbers of phase sets, if these could be economically generated,
could be tested by NQEST and the promising phase sets would be
identified, and [2] it might not be necessary to carry out
tangent extension for each phase set over the full range of
phases; Z.e., there was a distinct possibility that NQEST was
sufficiently powerful as a figure of merit and sufficiently in-
dependent of the phasing process that phase sets could be tested
at intervals along the tangent extension pathway and hopelessly
incorrect phase sets identified and rejected well before the end
of the pathway. This latter property, the filtering of phase
sets, could be important in keeping down the amount of computing
time spent per phase set since an early cycle of extension and
refinement over a number of phases is shorter than a late or
final cycle over a larger number of phases. This is due to the
necessity of carrying out tangent refinement over all previ-
ously extended phases after each extension cycle is performed.

l IEh+9,

|} were large and {|E )} were
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‘With the tools in hand a program package was assembled. Some
parts of the package, such as the I; generator, were dictated

by the nature of the tangent formula itself. Some parts, notably
' the establishment of a phase route, were chosen from a variety of
well established procedures in the literature. For instance, one
option for routing is closely patterned on the CONVERGE procedure
introduced by Germain, Main and Woolfson (8); another, which we
call DIVERGE, has some of the elements of an inverse-convergence
mapping. In the latter procedure a basis set of phases, usually
identified by a previous convergence listing, is selected and
phases are added, one at a time, so that the next phase to be

~determined has the highest (Qh)est' The strategy for the tangent

formula implementation was adzhally dictated by the requirements
of the filtering procedure.

As originally envisioned, after the selection of a basis set of
phases and solution sets, tangent extension and refinement would
be carried out along the established phase route until a signif-
icant (~30) number of negative quartets were phased. NQEST would
then be calculated for the P plausible phase sets and extension/
refinement continued for the best, say P/2, phase sets as judged
by NQEST. It was quickly realized that storage requirements on
the PDP 11/45 would be severely taxed by such a strategy since

it would require the storage of intermediate phase values (say
75-125) for P/2 phase sets. We thought that some determinationms
might require that P be as large as 1000, making the storage of
75,000 to 125,000 integer words necessary. This was clearly out
of the question at the time. We realized that it was actually
just about as quick to start the tangent extension ab initio for
the P/2 phase sets as it would have been to read the intermediate
phases from the disk and continue extension from the point where
the previous extension cycle had ended.

A practical consideration in the design of the tangent strategy
was whether to filter using NQEST after a cycle of extension/
refinement or after a cycle of extension alone. Some testing
with a prostaglandin data set suggested that the former was
preferable. This did not dictate, as such, the decision to
formally separate the tangent refinement and tangent extension,
but it did suggest it as being practical. Another consideration
‘which favored this formal separation was the realization that
‘both computing time and storage requirements would be cut sig-
nificantly by adopting it. When the decisions to filter after
refinement and to separate the refinement and extension were made
' the program began to take form.

‘Initial tests were encouraging as long as we focused on previ-
ously determined structures. Indications were that the program
‘'was very fast, large numbers of phase sets could indeed be
examined quickly, the sifting was working without complication,
and refinement results indicated that the basic algorithms were
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correct. However, QTAN was doing no better than dice for the
tetrahymanol hemihydrate (THYM) structure which had been resist-
ing every effort at solution (including Patterson search tech-
niques) which had been thrown at it. Large self-consistent basis
sets of phases had been selected via cosine analysis techniques
(20 to 30 reflections), the tangent program was modified in such
a way as to permit large basis sets to be expressed in terms of
the permutable values of a few chosen symbols, and yet THYM was
just not yielding to QTAN. The most encouraging QTAN run involved
an examination of 2048 possible phase sets; 5 essentially equi-
valent phase sets had NQEST values of -0.20 to -0.26. Maps pro-
duced from these sets showed two molecules of tetrahymanol (there
are two molecules per asymmetric unit). Calculation of structure
factors for the hOf data give a residual of 25%. Naturally this
was encouraging; unfortunately it was also incorrect. The resid-
ual for the full data set was 36% and the trial structure would
not refine. At this point it was realized that the two molecules
determined were of opposite handedness (i.e., a d,% pair), an
impossibility for this natural product. Efforts to elaborate a
solution given the information in hand were futile.

The turning point in the determination of THYM was the decision
to use the cosine analysis to throw away certain I, relationships
which were likely to differ significantly from the 0° estimate.
Our motivation to do so was well justified in view of what we
knew about the molecular orientations and how the reliable values
of the cosine invariants were partitioned on a molecular basis,
but apart from this there was no g priori justification for
rejecting triples. If anything there were real considerations
which suggested that removing triples from the list of I, rela-
tionships would only weaken chances for solution. For instance,
removing triples from consideration in the construction of a
convergence map could introduce more 'weak links' in the map,
which would require the incorporation of more ambiguities into
the basis set; and there was a real chance that editing a con-
vergence map in this way would bias the tangent process in un-
known and undesirable ways. Additionally, such editing was not
necessary in previous, successful applications of cosine analysis
techniques. Nevertheless, and in some measure in desperation,
the THYM triple file was purged of 1000 of the strongest (largest
A value) 2000 triples; Z.e., one quarter of all of the triples
were discarded from further consideration. Using this edited
list of triples a convergence map was constructed; this map was
compatible with the same basis set of phases employed in the
QTAN run which yielded the d,% THYM pair. This basis set and
new route were tested over another 2048 ambiguities. Three
phase sets survived the sifting; they had NQEST values of ~-0.45
and they revealed the crystal structure of THYM. The editing of
triples files viag cosine invariant analysis has led to successful
structure determination in a number of subsequent situations
where intractable problems were encountered.



Experience with THYM has suggested the following points for con-
sideration [1] a blind increase in the number of ambiguities
tested will not always improve the chances of securing a solution,
[2] cosine invariant analysis can markedly improve the chances of
securing a solution, and [3] if the information inherent in the
cosine invariant analysis is used in some forceful way, even in-
tractable problems can be solved in many instances.

QTAN has evolved continuously in response to the variety of prob-
lems it has faced in the lab. For instance, the options to use
molecular fragment recycling procedures (9), magic integers (10),
and A or o-weighted phase extensions have been incorporated. An
important off-shoot of the recycling procedure has been the iden-
‘tification of phases most sensitive to the unknown parts of the
structure and the active use of these phases in further defining
the basis set. These options are all under user control and have
proven to be helpful in various situations.

It is by examining figures of merit that optimal phasing strate-
gies can be designed for particular situations. The figures of
merit are symptomatic of various difficulties which are some-
times encountered in structure determinations and, when diagnosed,
the difficulties are often either avoidable or can be minimized.
Space considerations do not permit a meaningful exploration of
all of the possibilities open to the user of QTAN, but some of
these will be examined in the study session setting.
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CHAPTER 4

{Automatic data collection by film

and diffractometer techniques
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DATA COLLECTION BY FILM METHODS AND THE PROCESSING OF FILM DATA
. . B
Dliver Lindqvist

Summary

The measurement of single crystal data is usually performed most easily
and accurately with a computer-controlled diffractometer. There are,
however, important structural problems which still require collection
of film data. The main such field is protein crystallography, but
structure determinations from powders and of order—disorder crystals
are also performed advantageously with film techniques. Common single
crystal cameras are surveyed together with developments within powder
diffraction methods. The on— and off-line computer evaluation of
integrated single crystal intensities using optical microdensitometers
is discussed.

1. Intoduction

The use of computer—controlled X-ray diffractometers now completely
dominates the collection of intensity data for the determination and
refinement of ordinary crystal structures. This is a result of the
improved precision usually obtained with counter techniques as compared
to film measurements, but, at the present state of the art, also due to
sconomic reasons. For an average inorganic, metallo-organie or organic
crystal structure it is usual to obtain diffractometer intensities with
2 statistical variation of 3-6%, while values of 8-10% are to be
expected for film intensities. The ultimate precision for diffractometer
and film techniques may be within 27 and 6%, respectively.

Economically, there would seem to be important factors in favour of the
use of film methods. The capacity of one or two screenless cameras and
an automatic film-scanner is in principle 10 times greater than that of
a conventional computercontrolled diffractometer, the costs of the two
systems being comparable. Regional centres for automatic film
evaluation, serving several crystallographic laboratories, would

appear to be a relatively inexpensive way of collecting single crystal
data. However, there is no system for automatic determination of crystal
setting and registration of the intensities, available commercially,
which can compete with the simplicity of the diffractometer systems. At
present the adjusting of the crystal and the processing of films

usually results in larger costs for film intensity evaluation. Of course,

*Deparnment of Inorganic Chemistry, Chalmers University of Technology
and the University of Goteborg, P.0.Box S-402 20, Goteborg 5, Sweden
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the two step character of the film method in principle hinders the
interaction between a computer and the crystal diffraction, but it still
ought to be possible to develop more general film evaluation systems
than those available at the present time.

For many applications film data collection is superior to usual
diffractometry. The most important such field is protein (macromole-
cular) crystallography, where,due to unstable crystals and large unit
cell dimensions, better total accuracy is often obtained with film data.
Other cases where it may be advantageous to use film data, again due to
the lack of high quality single crystals, are the elucidation of
three-dimensional crystal structures from order-disorder (1) crystals
or from powder diffraction diagrams.

In the following sections film intensity registration and evaluation
will be commented on without any further comparison with diffractometer
techniques.

2. Single crystal cameras

The X-ray cameras used for the collection of integrated intensity data
utilize crystal rotation or precession motions of the crystal. The
rotation axis is perpendicular to and the precession cone axis is
coincident with the primary X-ray beam. One instrument involving a
stationary crystal, the convergence camera, is also of interest.

Screened methods

Film scanners, supported with on— or off-line computer programs permit
indexing of complicated non-screened intensity patterns, but it is still
often convenient, and sometimes necessary, to collect and process
ordinary equi-inclination Weissenberg (2,3) and Buerger precession (4)
films. From such films it is possible to check the intensity
distribution in reciprocal space and to index the reflections by
inspection. The screened methods are especially valuable for the
solution of structures which give classes of very weak reflectionms,

due to pseudo-symmetries, or when a structure investigation has to be
performed with twinned or order-disorder crystals.

In practice it is relatively easy to adapt film-scanner software
systems to precession films, while the evaluation of Weissenberg films
is more complicated. At the high 20 angles recordable with cylindrical
film geometry, for well-ordered crystals appreciable dj-a, splitting
occurs and crystal adjustment errors may cause large shifts from the
calculated film coordinates for high angle reflections. In fact
Weissenberg films with high angle scattering require more elaborate
centering routines than most other camera geometries.

e e - e - e . i i b 1 e e )
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Jrder-disorder phenomena occur rather frequently in the solid state,
1ot only in inorganic compounds, but also in.crystals of organic
~ompounds and, sometimes even, in proteins. It is usually necessary to
sxplore the reciprocal space with screened film methods to determine
such structures. In an order-disorder crystal the molecules, ions or
atoms are ordered in only one or two dimensions (1), the latter case
being the most common. The resulting ordered rods or layers are stacked
in a disordered way. The crystal thus lacks periodicity in a given
lirection, resulting in an infinite cell axis in real space. This gives
rise to a continuous intensity distribution in the reciprocal cell

(fig la). In the simplest case ordered layers may be stacked on top of
cach other in one of two chemically equivalent ways. If all layers were
stacked only in one of the possible ways a fully ordered structure
sould be obtained. Such an ordered model is known as an MDO (maximum
legree of order) structure (1). For each particular order-disorder
~rystal, it is thus possible to define an MDO arrangement, the
structure analysis of which requires intensity measurements at
bositions along the continuous intensity streaks corresponding to the
reciprocal lattice of the MDO structure. The evaluation of the
~ontinuous intensity distribution in reciprocal space is a problem
shich can be handled adequately with a microdensitometer.

Screenless methods

Jithin protein and macromolecular crystallography there is an acute
reed for automatic devices for film measurement. Up to the beginning of
-he 1970's various analogue and digital apparatus were constructed in
~rystallographic laboratories for the purpose of reading precession
film intensities from protein crystals. With computer techniques it is
>ossible to index and measure the more complicated film patterns
obtained with screenless methods, thus allowing data collection to
sroceed with a speed of an order of magnitude greater than previously.
Although the elevated speed in data collection saves time and costs,
rhe most important factor is that substantially improved accuracy is
bbtained in the data sets, since the number of unstable crystals

reeded for the collection of one complete data set is reduced
~onsiderably.

lhe Arndt-Wonacott oscillation camera (6) is, no doubt, the most
sffective x-ray detector for macro-molecular crystals available
commercially. Each exposure covers an oscillation of a few degrees,
resulting in films such as those shown in fig le. Automatic collection
»f several subsequent exposures is possible. The other widely used
screenless method in protein crystallography is the small-angle
orecession method (7), cf. fig 1d. The drawbacks with this method as
~ompared with the Arndt-Wonacott oscillation procedure are: 1) the
reflections are split in the precession method, the more the higher the
dragg angle and starting seriously at 28 = 200; 2) rather severe
>verlap at high 26 angles; 3) strongly varying Lp factor; and
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Fig. 1. Examples of film patterns

a) Weissenberg hlf zone of Th(CgH3F30,8),,
showing order-disorder intensity
distribution (5 ).

b) Precession hk0 film (F=6 cm, u=250)

of NayCyH,0g.2H,0, used in the IUCr
microdensitometer project.

c) Screenless precession film (F=10 cm,
u=0,75° ) of lysyl tRNA synthetase from
yeast to 54 resolution (22).

d) Oscillation film (1°, F=10 cm) of
Satellite Tobacco Necrosis Virus to 2.7&
resolution (23). .
e) Step-oscillation film of 2,5-dimethyl~-
2,5-endo-thio-1,4-dithiane (24). The ]
oscillation angle of 45° has been divided
into four steps.
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4) complicated geometry for partially recorded reflections. At high
resolution studies, the overlap problem is severe, but up to a
resolution of, say, 3.5 & careful computer analyses of the above
effects (8) give reliable results.

Screenless methods have also been designed for the collection of x-ray
intensities from small or moderately sized unit cells. The step
oscillation camera (9) makes it possible to collect one or two
‘thousand reflections on one cylindrical film (fig le), which may
comprise all, or a large part, of the independent diffraction from an
ordinary structure investigation.

Another interesting application is the convergence method (10,11).
Cameras for both ordinary (12) and protein (13) erystallography have
been designed. The film geometry is similar to that of the oscillation
method, but instead of the crystal being rocked, it is kept stationary
and the convergent line focus of the x-ray source is used (fig 2). The
advantages of the convergence method are the simple camera
construction and the improved intensity yield (12). An apparent
‘drawback is possible inhomogeneity in the line focus.

\
\

Fig. 2. Corresponding oscillation and convergence geometry of a
plane in reciprocal space. After Kulpe and Schulz (12)

3. Powder methods

‘Many crystal structures cannot be solved in the usual way due to
‘difficulties in preparing suitable single crystals. However, in several
cases it 1s possible to prepare microcrystalline samples. Recent

' development of powder indexing (14,15) and microdensitometer measurements
(16,17) in combination with profile refinement procedures (18,19) has
enabled the solution of structure problems with up to 50 parameters,

The physical advantages of using a focussing powder camera compared to
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Fig. 3. Microdensitometer output from a Guinier-Higg powder film,
Reproduced from Journal of Applied Crystallography, 1977 (19)

powder diffractometer techniques are improved resolution of the
reflections (fig 3) and that a very small amount of sample is needed.

A number of general aspects of data collection with a focussing Guinier-
Higg camera, microdensitometer measurements and subsequent structure
determination have been given by Berg and Werner (20). Structure factor
agreement R values as good as 0.055 has been obtained from X-ray powder
data (21).

4. Microdensitometer processing of single crystal data

The monograph "The Rotation Method in Crystallography", edited by Arndt
and Wonacott (6) covers most aspects of microdensitometry. This book is
very useful not only to protein crystallographers, but also to all
active and potential users of film methods in crystallography. Reference
is made in the book to three program systems for screenless oscillation
data, the Cambridge, Harvard and Munich systems.

The considerations in the present paper are based on work with an
Optronics P-1000 rotating drum microdensitometer and on-line (Hewlett-
Packard 2100) and off-line (IBM 360) treatment of Weissenberg, screened
and screenless precession films in Gdteborg. Many of the programming
ideas have been obtained from Peter Schwager, Munich,

Linearity correction
The optical density is defined as D = =log(I /I ), where I 1is the

intensity of the light beam incident on the Fi18 and I the intensity
of light transmitted through the film. However, the X-ray intensity
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exposed on the film is not a linear function of D, although it is nearly
linear up to D = 1,2, Morimoto and Ueda (25) have investigated the
linearity of a variety of films. There are three methods which have been
used in microdensitometry to correct for the non-lincar dependence of
the intensity with the measured optical density: 1) parabolic scaling
of a film-pack (26), 2) direct biasing of the microdensitometer
logarithmic amplifier circuit (27) and 3) numerical calibration of

each density read by the densitometer. The third method can be used for
all purposes. A separate calibration curve has to be constructed for
each film quality used. An easy way of performing the calibration is to
prepare an intensity scale of timed exposures on an X-ray film of the
relevant quality. It is essential that the spots are homogeneous in
intensity over a relatively large area and that they cover the cross-
section of the microdensitometer light beam, The primary X-ray beam,
attenuated in a way that does not change the wavelength characteristics,
nay be used. Typical curves for Ilford G film are shown in fig 4.

Choice of light beam size

The microdensitometer incident light beam is rectangular (round in

some instruments) with a size usually in the range 50 x 50 pym to 200 x
200 ym. The scanning raster (beam positioning) should be selected so
that the total film area of interest is transmitted. For most purposes
a light beam size of about 100 x 100 pm is optimum (26), i.e. 10,000
measured values will be obtained per cm?. For small reflections a
steep intensity gradient may result in poor correspondence between the
actual average optical density in a measured area and the transmittance
obtained (Wooster effect). On the other hand, if a very small area is
measured, the variance will increase due to sensitivity to the
distribution of silver grains in the film (28). A comparison of
integrated and non-integrated Weissenberg films measured with 50 x 50
um and 100 x 100 uym,respectively, has demonstrated a clear improvement
with the smaller beam size (29); cf. fig 5. The time needed to scan a
given film area is four times longer with 50 x 50 pm than with 100 x
100 pm, However, the computing time and the memory requirements are
approximately the same, since the 100 um program can be used, modified
with an assembler routine creating 100 x 100 pym density values as

Digg = (D; + Dp + D3 + Dy)sp/4. Dy, «.u.., Dy are the four relevant 50 X
50 um density values,

5. Programming considerations

The evaluation of integrated intensities from single crystal X-ray films
may either be performed a priori or by using precalculated film
‘coordinates for each reflection exposed on the film. In the first case
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A
2586
2 2D
Fig. 4. Optical densities
e 3? of a standard scale
measured at different
levels of densitometer
1905 sensitivity. The maximum
output value, 256,
1204 corresponds to a filled
eight bits binary register |
a0
40
25 4; l'o Da n;o l;o 130 exp. tllhl—
scanner coordinates are stored for each significant reflection found,
and the indexing, and the refinement of cell dimensions and the
crystal setting are subsequently evaluated with computer programs. In
principle this method is straightforward, but in practice artifacts,
such as film damage, dust and white radiation cause problems, and, more
important, weak reflections are lost. The second method, on the other
hand, involves some extra measurement, but permits optimum evaluation
of weak reflections, and is therefore to be recommended., A complete
microdensitometer software system (on-line or off-line) can include the
following steps:
1) Establishment of the relationships between the coordinate
systems of the scanner, the film (= camera) and the crystal.
2) Identification and centering of a number of reference
reflections.
Rscale Rrep
A
100x100 | 50x50
20 - Non- integrated Integrated | 1.30 1.20
-i 1.50
7 Non-int 1.25
Fig. 5. A comparison of measurements of
10 1 100 X100 . ; :
sharp Weissenberg reflections, using
different light beam sizes.
a5 50 X 50 Reproducibility:Rrep = Z|I - 1'|/2I.
Film factor between adjacent films:

In: Rocate = ElI1 = keIo|/21,
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3) Refinement of crystal setting and cell parameters from the
positions of the reference reflections.

4) Calculation of accurate film positions of the reflections
relevantly exposed. Calculation of Lp factors and parameters to
be used in absorption correction.

5) Evaluation of integrated intensities after individual centering
of each reflection.

6) Scaling, output.

Coordinate systems

An automatic microdensitometer may operate either with step-wise
positioning on the film, or by reading the densities of the whole film
sequentially. It is only practical to perform on-line intensity
evaluation with the first application, but both are suitable for
magnetic tape recording for subsequent, off-line, computer treatment.
The scanner (Y,Z) coordinate system is orthogonal and is usually
defined in raster (positioning) steps. The film coordinate system,
(yf,zf), may also be defined orthogonal and related to the camera in a
conventional way, so that the x. axis is perpendicular to the film
plane and directed along the primary beam and the Ve axis is parallel
‘to the rotation (spindle) axis, thus leaving Zg pointing upwards on
‘most camera arrangements. ;

A reliable way of relating scanner and film systems is the use of
fiducial marks on the film, i.e. three well-defined spots which may be
exposed through holes in the backside of the film holder. The marks
should be made at peripheral positions, so as not to be confused with
intense low angle reflections. For each camera, the fiducial marks are
more or less accurately related to the film center, (yg,zg) = (0,0),
and to the y¢ (spindle axis) direction. After the film has been mounted
'in the scanner, the (Y,Z) positions of the fiducial marks are measured,
whereupon the relationship between the scanner and film coordinate
'system may easily be established.

An alternative and sometimes more flexible way of orientating the film
in the scanner is to drill a small hole (e.g. ¢ = 0.4 mm) approximately
at the centre of the film and a second hole defining the y direction.
Although each film needs separate consideration it is usually easy to
position the holes accurately enough to be able to identify reference
'reflections., Another apparent advantage of this method is that it is
not possible to confuse the holes with any other data on the film,

| The relationship between the crystal and film (or scanner) coordinate
systems involves more complicated geometrical computation., It is
however, always possible to calculate film coordinates for each
reflection brought to diffraction if camera constants (oscillation or
 spindle angles, inclination angle, film to crystal distance etc.) cell
dimensions and crystal settings are known. The geometrical formulae
required for the screened and screenless precession (4,7), for the

' Weissenberg (3) and for the oscillation (=convergence) (6) methods are
available in the publications cited.
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Reference reflections

When the film is mounted in the scanner a number of reference reflection
may be identified and centered, establishing a set of accurately
observed film coordinates. The number of reflections should be

adequate with respect to the number of parameters to be varied in the
subsequent refinement, up to 15 reflections usually being sufficient.

In practice it is suitable to select reflections, representatively
spaced on the film with optical density significantly greater than that
of neighbouring reflections in order to avoid indexing errors.
Approximate film coordinates can be measured with a manual device before
mounting the film in the scanner or, directly on the scanner. The
reflections may be indexed either by inspection of the film, or, if
necessary, by comparison with film positions calculated initially. (A
fully automatic procedure in which arbitrary crystal setting and unknown
cell dimensions are determined directly from the measured film
coordinates, similar to single-crystal diffractometer techniques, does
not seem feasible in most cases. However, for small molecule systems,
such as the cylindrical step oscillation camera (9) such programming
might be profitable.

Positional refinement

Camera constants such as crystal-to—-film distance and orientation of
rotation (spindle) axis with respect to the film plane or the film
cylinder axis, may be determined from measurements on a standard crystal.
Usually, the manufacturer's specifications of camera geometry are
sufficiently precise, but for old and home-made cameras, it may be
wisest to determine the camera constants.

In a general case of film evaluation, the film centre, film orientation,
relevant crystal setting angles and the cell dimensions have to be
refined from the measured positions of the reference reflections. It is
important to consider to what extent a parameter will influence the
positions of the reflections and the refinement can be optimized if
relevant fudge factors can be assigned. The centre and orientation of
the film are easy to refine, but it is not necessary to do this if
fiducial marks are used. In many cases the cell dimensions are known
accurately and thus need no refinement.

The relationships between the film coordinates and crystal setting
angles are complicated for most camera geometries. Sometimes it may be
cumbersome to establish the normal equations needed for ordinary least—
squares refinement. A relevant way of solving the problem is to use an
imlpicit refinement procedure, i.e. the simplex method (30). If the
film coordinates for N reflections are calculated as a function of m
variables, yf calc = F1(vi «u. vp) and zf cale = F2(vy <. vp), the
simplex starts from m + 1 approximate sets of coordinates v; ... v and
effectively minimizes ghe lea§t—squares sum Z{w. ,i(Yf,obs = yf,calc)% +
Wz!i(Zf,obs = Zf calc)i} to give the best set of parameters v ... Vp.
The general simptex can be programmed so that any variable may be fixed.
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'The simplex method has been used to refine the crystal orientation for
screenless precession films to 5A resolution from unstable crystals of
'lysyl tRNA synthetase from yeast (22). In this case the refinement was
performed after the intensities hadobeen evaluated. It was possible to
obtain only one film pack, p = 0.75 , for each crystal, and a complete
data set was obtained from 30 crystals. The Lp factors are extremely
sensitive to setting errors in ¢; (around yg) and ¢; (around zg) for
reflections near the recordable limits. The imlicit function
U{¢y(a),dp(a); 91(b),9p(b)} = Ews([Fal - |Fp|)2was therefore minimized
for overlapping reflections from exposures of two crystals a and b. The
¢ value is a measure of how close a reciprocal point will pass the
‘recordable border (31) and w. = 0 for partially recorded reflections,
otherwise wg = 1/e. In general the intercrystal R = EllFa[ = |Fb||IZFaV
was 6-157 before the refinement and became 5-6% after the refinement
(no absorption correction had been performed).

Effective explicit least-squares procedures for the refinement of
setting angles for the screenless precession and the Arndt-Wonacott
oscillation cameras based on partially recorded reflections are
available (8,6).

A simplified way of correcting the initially calculated film coordinates
is the (sometimes poor) approximation for refining the ajj coefficients

in the equations: 3-
(Y£,0bs = @11+Yf,cale * 812+2f,calc * 213)i

(z¢,0bs = @21°Yf,calc * 322°2f calc * 223)i
Errors in film orientation, celldimensions and setting angles may be
' smeared out in the aj;; - a,, parameters, while errors in the film centre
'determination are corrected for by a;3 and a;3. The approximation is,
of course, better for flat films than for cylindrical films, and it can
be used, at least for small cells, if the reflections are centered
during subsequent intensity evaluation.

' Calculation of film positions

If refined values for crystal orientation and cell dimensions are
available the calculation of the film position to be used for the final
intensity evaluation is straight-forward. In general the reflections
which are fully recorded in the actual exposure should be included in
the list. The high mechanical precision of the Arndt-Wonacott
oscillation camera permits use of partially recorded intensities i.e,
the two parts of a reflection measured on successive oscillation
photographs from the same crystal can be added to give the correct
intensity. This is of great importance for very large unit cells.

Integrated intensities
It is sufficient for most purposes to use for integration a rectangle

consisting of ny X n, raster points well covering the reflections
(fig 6). For films with variable spot size, the integration rectangle
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may be a programmed variable. The

NL*32 = 1926 20 22/21 1 23 21 background can be estimated from
b : 220202018222 2 raster points closely outside the
21.22.20 w23 2019 . . l d b
W ] integration ?ectang e, and may be
8 | mz|s1?:§§§?r taken from different areas
b * Jifﬁiﬁﬁﬂ:;?z according to the appearance of the
( 2 e sait n R e film pattern. It may be a frame,
18 21 23 22 24 19 22 23| a =
7 21 21 22 22 23 20 20 on two sides only or outside the
B; [23]21 18 1824 21 {2417 corners of the rectangle. An
example of integration is shown in
IB;-668 Zl; 1377

fig 6., It may be noticed that o(I)
depends only on the number of
raster points used and on the
intensity variation between the
background values. The standard
deviations of the optical density
values are usually constant over
the range covered by the
densitometer and has values of
0,02 - 0.03 0.D. units.

When white radiation streaks run

through the reflections, the
background should be evaluated over the white radiation to give correct
Iint and o(I) values,

lint * Z1; = N;i/Ny-XB; - 375
Vartl» = Vur(B!-[ Ni ‘NiZINbJ =576

o<l - 24

Fig. 6. Evaluation of the
integrated intensity using a
rectangular integration window

Centering

The centering during normal intensity evaluation can be performed around
the calculated central raster point (yc,zc). The optical density
readings are summed in a rectangle of size (ny = p) x (nz - p) centered
around the nine neighbouring points (ye—1,z.-1), (Srelieral B
(yetl,ze+l). If ny and nz have optimum values, p should be 2. The
center of gravity of the reflection corresponds to the raster point
giving the highest sum of optical densities, The shift from the
calculated centre can be memorized and added to the next reflection to
be measured within the same film area, This centering procedure is
necessary if the calculated film positions are unrefined or refined by
an approximate procedure only. It is important that the centering
shift is utilized only for reflections over a certain intensity limit,
since otherwise the intensity of the weak reflections will be
overestimated.,

The centering of the reference reflections may be performed in a
similar way. However, in this case it is useful to determine the centre
of gravity more accurately than in terms of whole raster units, using

a 9-point parabolic extrapolation procedure.

The author wishes to thank Drs Gustaf Olsson and Lennart Sjolin for thei
participation in the development of the microdensitometer system, and |
Dr Susan Jagner for revising the English text. Grants from Knut and
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ELECTRONIC AREA DETECTORS FOR SINGLE-CRYSTAL DATA COLLECTION

U.W. Arndt*

Summary

Of the various types of area detectors proposed for recording X-ray
diffraction patterns multi-wire proportional chambers and television
detectors are the most promising. The characteristics of these de—
tectors are compared and their mode of use for automatic data collec—
tion is discussed.

1. Introduction

The traditional single-crystal diffractometer offers an efficient
method of measuring the intensities of X-ray reflexions only from
crystals with relatively large reciprocal lattice dimensions : during
data collection from such crystals it needs to 'look' only at those
points in reciprocal space where significant information is known to

be present. However, when the direct lattice is large, or when short-—
wavelength radiation is employed, reciprocal space is densely popu-
lated and many reciprocal lattice points lie on or near the Ewald
sphere simultaneously. Table I shows the number of reciprocal
lattice points which cross the Ewald sphere during a 1° rotation of the
crystal as a function of unit-cell edge and desired resolution (minimum
spacing to be measured), for CuKa and MoKoa radiation. In single-
crystal diffractometery the crystal is commonly turned through about il

Table 1  Number of reciprogal lattice points which cross the Ewald
sphere during a 1  rotation of the crystal

Mini@um Iinit Cell Edge

A 108 208 308 408 508 608  100R
3.08 0.9 6.9 23 55 1 #1106 #5190 . 1860

Oukds 5558 i 53 130 250 430 2000
1.58 6.4 51 170 410 800 1400 64000
3.08 9 70 240 560 1600

MoEar o 258 20 160 540 1300 2600
1.58 65 520 1700 4200 8000

*
MRC Laboratory of Molecular Biology, Cambridge, England
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in order to measure the peak-intensity of a given reflexion over the
‘full reflecting range and to record the background on both sides of
the reflexion; the table, therefore, shows the factor by which the
efficiency of data collection could be improved by a detector capable
of recording all these reflexions.

‘Photographic data collection, utilising the screenless rotation or
precession methods (Arndt & Wonacott, 1976) offers a more efficient
procedure especially for macromolecular crystals with CuKo radiation.
For MoKo X-rays, film is relatively inefficient. However, apart from
a number of secondary disadvantages, film has one basic disadvantage
when used to record a changing pattern such as that from an oscillat-
ing or rotating crystal: all temporal information in the pattern is
lost; thus, on an oscillation or rotation photograph, for example, it
is not possible to determine the precise ¢-setting of the crystal at
which a given number of X-ray quanta arrived in a given area of film.
In order to keep to a minimum the total number of photographs re-
quired for complete three-dimensional data collection the ¢-range of
any one photograph is usually chosen to be several times greater than
the reflecting range for most of the spots on the film. Consequently,
an area of the film where a diffraction spot is recorded has been
,accumulating 'background' quanta during the whole of the exposure
period while 'signal' quanta, belonging to the diffraction spot, have
arrived only during the time corresponding to the reflecting range of
the crystal. The signal-to-noise ratio, and thus the statistical
precision, are, therefore lower, often by a large factor, than in an
'ideal' diffraction experiment.

In an ideal diffraction experiment one would record, for every detected
quantum, in addition to the spatial co-ordinates of the point of de-
tection, also the ¢-position of the crystal at the moment of diffrac-
tion; one might also want to discriminate against quanta lying outside
a defined energy range so as to allow the use of powerful sources of
whiteradiation without having to employ a monochromator.

In principle electronic area detectors can be designed to perform this
ideal diffraction experiment.

2. Area.Detectors
' A satisfactory electronic area detector must have the following

properties.

a. The spatial resolution must be adequate for the pattern to be
recorded.

b. The absorption efficiency must be close to unity.

c¢. The statistical precision of its output must be as close as poss-
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ible to that set by quantum counting statistics : if the device pro-
duces an analogue output which is digitised the detector must introduce
a minimum of noise so that it has a high Detective Quantum Efficiency
(Jones, 1958).

d. The detector must be capable of dealing with a wide range of
countlng rates, i.e. it must have a large dynamic range.

The following are among the area, or position-sensitive, X-ray detect-
ors which have been proposed:

a. Multi-wire proportional chambers.

b. Slow-scan television detectors.

c. Fast-scan television detectors.

d. Charge-coupled, self-scanned arrays.
e. Micro-channel plates.

Only the first three of these have been tested in practice for diff-
raction studies and only the first has been used successfully for
actual single-crystal studies, by Xuong and his co-workers (Cork et al,
1975). We shall first discuss the less likely detectors.

Charge-coupled devices can serve as solid state X—ray—sensitive tele—
vision cameras (Lowrance, 1978), but in spite of their promise for
other applications they are unllkely to see use for single-—crystal
studies because of their small size (v10 mm x 10 mm) which will prob-
ably not be increased in the future.

Micro-channel plates have been developed as imaging X-ray detectors,
especially for use on board space-craft (Schnopper, 1978) but they
have an unacceptably low efficiency (<5%) for CuKa and harder radia-
tions.

The only real contenders, at present, therefore are either multi-wire
proportional chambers (MWPCs), or else nhosphors which convert the X¥ray
diffraction pattern into a light image which, in turn, is read out by
slow= or fast-scan TV cameras. We shall discuss these devices

further below, after considering area detector characteristics in
general terms.

3. Resolution

The resolution of an area detector is determined by the physics of the
detection process, by the practical limitations of what can be con-
structed and by the complexities of the read-out circuitry and the
size of the required store.

Thus in a MWPC the precision with which an electron avalanche produced
by an X-ray quantum can be determined depends on the range of ions in
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the filling gas and on the spacing of the cathode wires. In a poly-
ecrystalline phosphor screen the size of the scintillation is deter-
mined by the distance over which the light photons produced by the
X-ray quantum are scattered. If the resultant light image is viewed
'by a television camera the resolution may be further degraded by the
limitations of the spatial resolution of this camera.

The resolving power of the detector for neighbouring diffraction spots
' depends on the angular resolution, that is on Ej where r is the lin-
ear dimension of the resolution element and s the crystal to detector
distance. As a very rough rule of thumb it may be assumed that a
diffraction spot must occupy an area of at least 2 x 2 resolution
elements and that the space between neighbouring spots must be at least
equal to the spot diameter. Then, if the length of the unit cell of
the specimen crystal is L and the minimum spacing which is to be meas-—

ured is dmin the number of orders which must be resolved is * g or
2L ) min

T across the dtector diameter. The total number of

min

% . : s 8L 8L
resolution elements required is thus approximately o By and the
) 8Lr min min
diameter of the detector must be i
min

The difficulties of constructing the detector itself and of interfacing
it to read-out circuits as well as the cost of the electronic circultry
increase rapidly as the number of resolution elements increases. At
the time of writing it would be rash to contemplate a detector with
more than 512 x 512 = 218 resolution elements.

Xuong's MWPC (Cork et al, 1975) and the television detector described
by Arndt & Gilmore (1976) have, respectively 256 x 256 and 300 x 300

resolution elements. They can, therefore, resolve about +32 orders
and +37 orders. X

While the detectors have very similar angular resolution they have
quite different linear dimensions. In a gas counter r = 1 mm and thus
the whole counter must be about 250 mm in diameter. To collect data
out to 3 & resolution such a counter would be used at a distance of
‘about 200 mm from the crystal. A higher resolution is possible only
'by increasing the physical size of the detector and a 1 m square
detector, built up from four smaller chambers is near completion at La
Jolla (Xuong, private communication).

In a polycrystalline phosphor screen, on the other hand r is about

150 pm. and adequate angular resolution is possible with a screen

less than 40 mm in diameter. A detector of this size has been success-—
ful for the recording of muscle and fibre patterns in the hands of the
Princeton group (Reynolds, 19783 Milch, 1978; Grumer, 1977). For
single-crystal measurements the signal-to-background ratio improves as
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the distance between crystal and detection plane is increased; in
Arndt & Gilmore's television detector the phosphor is deposited on an
80 mm diameter demagnifying image intensifier which is coupled to the
television camera tube. In these television detectors the resolution
is limited by that of the camera tubes and of the electronic circuits.

4. X-ray Absorption

Usually MWPCs are filled with xenon to atmospheric pressure. In view
of the large window areas of these detectors high-pressure chambers
are extremely difficult to engineer (Sobotka, 1978). The La Jolla
detectors have an effective depth of 0.8 cm which leads to an absorp-—
tion of 60% in the gas for CuKo X-rays and 117 for MoKa radiation.
Reasonably efficient gas detectors can, therefore, be constructed
quite readily for the former, but not for the latter radiation. il
should be noted that a 1long gas column leads to a broadening of the
diffraction spots at oblique incidence : gas chambers, therefore, lend
themselves best to studies on relatively large crystals with relatively
large primary X-ray beams.

Solid state phosphors in quite thin layers (v 12 mg cm_2 for ZnS) can
readily absorb v~ 607% of either CuKo or MoKa radiationm. Note that the
high absorption for hard radiation leads to a poor discrimination be-
tween CuKoa radiation and radiation of half the wavelength and requires
the use of monochromators which suppress the "/, component,

5. Counting Rate Considerations

The biggest problem in the application of area detectors in single
crystal studies is set by the very high counting rates which occur
even with conventional X-ray tubes, let alone with synchrotron radia-
tion sources which can be expected to be utilized on an increasing
scale in the next few years (Rosenbaum, Holmes & Witz, 1971 ; Doniach,
Lindau, Spicer & Winick, 1975; Phillips, Wlodawer, Yevitz & Hodgson,
1976).

Somewhat surprising is the fact that the diffraction pattern even from
a well-ordered single crystal contributes a relatively small propor-—
tion to the overall counting rate seen by the detectom in protein
crystal diffraction patterns, for example, about 90Z of the counts are
in the background and are due to incoherent scattering, and scattering
from the disordered part of the specimen crystal, from the mother
liquor and from the specimen tube. In a typical diffraction pattern
from such a crystal, obtained with a rotating anode tube the total
background counting rate amounts to " 10 quanta sec™l, summed over
the area of the detector (Arndt & Wonacott, 1976).

In estimating the counting losses of an area detector it must be
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realized that there are two different types of dead-time which lead to
quite different losses. Most detectors, including all multi-wire pro-
portional chambers, and their electronic circuits, are inactive for a
‘time T after every detected event no matter where it occurs in the
detector. If the overall counting rate for the whole of the detector
is N counts per second and the rate of arrival of quanta in one part-
icular counting element is n counts per second, the fraction of each
second during which the system is inactive will be Nt and the number

of counts lost in the element under consideration will be nNt. Con-
' sequently the proportion of lost counts in the element will be Nt which -
is independent of n and constant, as long as N does not vary. As we

have seen above, in large-molecule crystal patterns N is largely made

‘up of background counts and so can be regarded as virtually constant.
(This is not necessarily true in small-molecule patterns). Up to
moderate counting rates, therefore, the counting losses in this type
of counter do not affect the relative values of the spot intensities
in some patterns.

However, to prevent saturation of the counter, Nt must not exceed 0.2
or 0.3: with typical MWPC dead-times of 1 to 3 usec the upper limit of
'the counting rate is about 10° sec”l,

Much higher overall counting rates are possible if the individual ele-
ments of the detector are independent of one another so that the dead-
time, and thus the counting losses in a given element depend only on
the counting rate in that particular element. This situation arises
in a MWPC with an individual read-out amplifier on each wire which, in
turn is connected to its own Euffer counter (Charpak, 1977; Baru et al
1977). Counting rates of 10° can then be achieved (Bolon, 1978).
Even faster counting is possible with television detectors (Arndt &
Gilmore, 1978).

6. Operation of MWPC

A MWPC is a gas-filled enclosure which contains a central anode plane
between two parallel cathode planes one of which may be the flat en-
trance window of the chamber. The anode and at least one of the
cathodes consist of a series of parallel wires which are horizontal
for one plane and vertical for the other. An X-ray quantum entering
the chamber ionises the counting gas; when the resultant electrons
‘have drifted into the high-field region near the anode they produce
further ionisation by collision with the gas molecule. The drift of
the positive ions away from the anode produces a negative pulse on the
anode : simultaneously positive pulses are induced on a few of the
cathode wires which are nearest to the original absorption event.

The amplitudes of these pulses falls off with distance from the event
so that the centre of gravity of the pulses localises the event.
Detection is from two sets of orthogonal wires one of which is a cath-
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ode plane; the other may be the anode plane as in the La Jolla chamber

or it may be, as is more usual, a second orthogonal group of cathode
wires (figure 1).

= Deloy Line

H|nlnluulpununluannlnunnluunu

Phota -electron

Counter [y 4}D|

TV. Display

illater Computer

Sto,

Counter [—3

Figure 1 MWPC with Delay-Line Read-out

The pulses may be read out via amplifier-discriminators connected to
individual wires or groups of wires into separate buffer counters
(Charpak, 1977). Alternatively, the wires may be connected to a
delay-line so that the time of arrival of a pulse at the end of the
delay line is a measure of its position. The 'prompt’ pulse, which
starts the timing, may come from the anode as in figure 1 or it may be
the undelayed pulse from the core of the delay line (Cork et al, 1974).

In a direction orthogonal to the anode wires the spatial resolution of
the chamber is determined by the wire spacing; in a parallel direction
the centre of gravity of the pulse group can be determined with an
uncertainty which is less than the wire separation.

The temporal resolution of MWPCs has already been discussed. Lt
should be noted that in the delay-line read—out method it depends on
the oscillator clock frequency and the read-modify-write cycle of the
store. In the other method it also depends on the speed of the
ultimate store and on how many wires are grouped together. In either
method the complexity and cost of the circuitry rises steeply with
counting rate capability.

7. Television Detectors

In television detectors the diffraction pattern is formed on a phos-
phor which is coupled, either directly or via an intermediate image in-
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‘tensifier, to the photocathode of a television camera tube. The numb-
er of light photons which emerge from one side of a polycrystalline
'ZnS phosphor when an 8KeV X-ray quantum is absorbed is between 100

and 200; photocathodes produce about 0.15 photoelectrons per light
quantum. At least 10 photoelectrons must be produced per X-ray quan-
tum to ensure that the statistical fluctuations in this number has a
small effect on the variance of the output signal from the TV camera.
A high coupling efficiency between phosphor and first photocathode is,
therefore,necessary. This can be achieved only with fibre-optics
coupling and not with conventional lens objectives and certainly not
with a de-magnifying optical system. The size of the input plane of
the detector is, therefore, determined by the largest available di-
‘ameter fibre—optics—input image intensifiers or TV camera tubes; at
present this diameter is 80 mm.

It can be shown (Arndt & Gilmorel978) thatthe fluctuations in the output
of the television camera are produced essentially by two effects only,
‘namely the statistical fluctuations in the number of primary X-ray
quanta and the largely white electronic noise introduced by the camera
tube and its associated amplifiers.

'In all practical diffraction experiments the X-ray flux is such that a
statistically significant number of X-ray quanta is recordéed in any
given picture element only in a time period long compared with a
normal television frame period (20 msec in Europe, 16 msec in America).
The diffraction pattern must, therefore,be integrated over many such
‘normal frame periods. Two methods are available of carrying out

this time-integration.

a. The scanning electron beam may be switched off for a prolonged
'exposure' period which is followed by a single read-out during which
the output of the TV camera is digitised (Arndt, Gilmore & Boutle 1972;
Reynolds, Milch & Grunmer, 1977). The read-out, and the digitisation
rates are preferably slow enough to be compatible with a direct trans-
fer to a computer store (Milch, 1978).

b. The camera may be operated at normal TV rates and the image digi-
tised at a sampling rate which then must be at least 6 MHz in order to
be summed digitally into a large frame store (Arndt & Gilmore, 1976).
‘This store must cycle faster than is possible with present-day computer
stores and is most conveniently constructad in the form of a large
shift register. (Figure 2).

The first of these methods is somewhat cheaper and simpler but suffers
from the disadvantage, for single crystal methods, that the exposure
is not continuous; with high-intensity patterns the duty cycle (ratio
of exposure to read-out time) may be quite low.

The second method requires relatively expensive fast electronics and,
in particular, a special-purpose frame store. Because of the large=
bandwidth required it is comparatively more difficult to achieve a good
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signal-to-noise ratio. However, the television camera is operated

under the conditions for which it was designed and one can utilise

any camera tube, selected only for the desired spatial resolution and
signal-to-noise ratio, so long as an image intensifier of adequate gain
is provided (Arndt & Gilmore, 1978).

8. Strategy of Data Collection

The use of an electronic area detector permits a rather simpler
method of data collection than is possible with photographic film.
Once the exact orientation and unit-—cell parameters of the crystal are
known it is possible to compute the co-ordinates of every reflexion
which will be recorded during a complete rotation of the ¢—axis. At
the same time one can compute. the three angles ¢, , ¢2, ¢, and ¢
for every reflexion, where ¢. is the angle at which theé reciprocal
lattice 'point' is one diameter away from the surface of the Ewald
sphere, ¢, and ¢, are the angles at which it starts and finishes its
passage through ghe sphere and ¢, is the angle at which it is once
more one diameter removed from tﬁe surface (see Figure 3). The in-
tegrated intensity of the spot is the count recorded between %, and

¢, less the mean of the two background counts between ¢, and ¢. and
between ¢, and ¢4, summed over those resolution elements coveréd by
the spot.

A list is computed in which each reflexion is entered four times at
the four values of ¢ and the entries are listed in order of increasing
¢-angles. The crystal is set into rotation at a constant rate and
the accumulating counts are stored in a large store; whenever ¢
reaches one of the values in the pre-computed table the appropriate
accumulated count is extracted from the store.
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Figure 3 Recording of reflexion and background (see text)

It is quite possible to locate the centres of gravity of selected re-
flexions at suitable ¢ intervals and to use these to check or refine
crystal orientation.

The original determination of the crystal orientation is also carried
out by finding the exact co-ordinates of the centres of a number of
reflexions; the refinement is very much easier than with photographic
recording where the exact values of ¢ can be determined only for par-
tially recorded reflexions.

9. Additional Applications

An electronic area detector allows the digital recording of a diff-
raction pattern in real time and thus the addition or subtraction of
two patterns obtained at two slightly different times. This possi-
bility offers a number of very interesting prospects. Applications
to the study of changing structures would be relatively easy, es-
pecially if the structure can be made to go through regularly re-
peated cycles.

10. Computing Considerations
An electronic area detector must be interfaced to a mass store of some

kind: the most economical as well as the most efficient way of con-—
trolling the store is by means of a computer.
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It is virtually essential to pre-compute the co—ordinates of all re-
flexions and to process only intensities from those regions in re-
ciprocal space where reflexions are éxpected. If the data from a
512 x 512 element area detector were to be stored as 8-bit intensity
data at 0.01° intervals of ¢ over 180° it would occupy 5000 megabytes
of storage!

The potential measuring speed with an area collector can be estimated
from the speed of diffractometer methods : in large-molecule diff-
ractometerg by wsscan methods it is customary to rotate the crystal
at about 1° min =~ during the measurement of one reflexion. At this
rate 3 hours should suffice to measure all the reflexions within one
hemisphere of reciprocal space to the same precision using an area
detector with the same efficiency as that of the single counter of
the diffractometer. With normal four-circle diffractometers rela-
tively little advantage is gained by using X-ray sources more power-—
ful than a sealed-off X-ray tube, since the time taken in moving
crystal and counter between reflexions would quickly exceed the actual
measuring time. When data are collected by the screenless oscilla-
tion method with an area detector the measuring speed can be increas-
ed in proportion to the source intensity until the counting rate
limitations of the detector and the data handling capability of the
computer are reached.

The computer, then, must handle the following tasks:

a. Determination and refinement of unit cell parameters and crystal
orientation.

b. Computation of the positions of all reflexions.

c. Assembly of the measured intensity ordinates into integrated
reflexions.

d. Correction for spatial distortions, non-uniform response and non-
linearity of the detector by means of look-up tables.
L]

e. Correction of the measured integrated intensities for Lorentz,
polarisation and absorption errors.

f. Checking for crystal movement and drift in the response of the
system and, possibly applying corrections.

g. Controlling the stepping motors and input/output registers of the
detection system.

h. Checking the correct functioning of the equipment, e.g. by exer-
cising the store.

i. Providing interaction between operator and instrument.

A fairly powerful computer is needed to satisfy all these requirements.
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'11. Conclusions

Both MWPCs and TV area detectors have reached a state of development
where their routine use for data collection from medium- and large-
molecular single crystals is imminent.
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'SPACE DETECTORS IN CRYSTALLOGRAPHY

as
=

G. Bassi

Summary

A brief survey of multidetector use in neutron experiments is given,
together with the use of the data processing facilities needed in
these particular cases.

Introduction

Most commonly available detection devices in crystallographic experi-
ments are based on single X-ray or neutron detectors. During the past
ten years, the need for more sophisticated system has increased and
some space detectors are now available. This paper will present some
neutron experiments based on space multidetectors, operated at the
Laue-Langevin Institute and the Nuclear Research Center, both in
Grenoble, France.

Space detectors are used when simultaneous measurements may lead to a
decrease in overall time spent to achieve an experimental phase. The
gain in time may occur either for dynamical reasons, (metastable pha-
ses, transition studies, etc...) or for economical reasons, often
important with neutron experiments (1).

More than ten years ago, some neutron diffractometers have been desi-
gned with two BF, detectors instead of one. The angle between the two
detectors was ty%lcally 15 to 30°, thus permitting to measure simul-
taneously two parts of a powder diffraction diagram. The gain in time
was about a factor of two.

The idea of multiplying the number of separate detector could not
lead to a much larger benefit, because, as the number of counters
increases,mechanical problems could not be solved easily.

Instead of multiple single detectors, the solution to the problem was
found in the design of single multidetectors, where one single device
is able to measure the place where the event has occured (2). It is
clear that the need for mechanical motions controlled and operated
durlng the experiment disappears in most cases, thus leading to a
gain in simplicity and reliability of the experiments.

" Centre d'Etudes Nucldaires de Grenoble — DRF/CPN
85 X - 38041 Grenoble Cédex (France)
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The multidetector used are filled with BF, gas and operated on the
proportional system. The geometry and fil}ing pressure of each detec-
tor are adapted to each particular problem.

Linear multidetectors

The first use of multidetectors has been to replace the "two theta"
motion by a fixed linear multidectector. This was done at the Nuclear
Center of Grenoble (Siloe reactor) with a matrix of 400 elementary
detectors fitted in a single curved wontainer filled with BF, gas (3).
The electrodes are interconnected in a matrix of 20 anode channels x
20 cathode channels. This arrangement leads to 20 + 20 = 40 analog
detections so that two signals appearing in due time on one anode
channel Y and one cathode channel X indicate that an event has occu-
red in the cell number 4X + Y. Some problems arise when a event occurs
at the limit between two cathodes because the detector delivers more
than one characteristic signal. A complementary logic is then used

to eliminate parasitic signals and to make a choice between the best

signals.

The general characteristics of this instrument are :
number of cells : 400

total length 52505

angular theta range : 40°

diameter of detection wires : 40 um

distance between wires : 5.3+ 0.15 mm

When compared to a "nmormal" powder diffractometer, this linear detec-
tor operates roughly with a gain of 30 in time.

It appears clearly that such a system may be used only when the 400
cells give about the same answer (number of counts) when placed under
the same radiation conditions (number of incident thermal neutrons).
The performance of this device has been carefully controlled with

a thin collimated beam of neutrons. But such an experiment cannot
been commonly performed. To determine the coefficients of each cells,
and control the stability of the system, a diffraction experiment

is performed using a sample, such as water or vanadium,giving a white
diffraction spectrum (4).

The associated on line data processing system is a device called Plu-—
rimat, based on a french minicomputer, the MULTI 8, made by Inter-
technique. This computer allows the use of 3 Direct Memory Accesses
(DMA) . One may be used for disc access, and the other two for particu-
lar devices such as thpse needed in this case. One DMA performs the
+1 in Random Access Memory (RAM), using the signals delivered by the
associated electronics, and the other DMA allows for continuous rea=
ding of the RAM space devoted to the current diagram to provide for
live visualization. The RAM capacity is 12 Ko, permitting for four
diagrams, the associated programs, and the array containing the norma-
lization coefficients.

Programs may not be run during data acquisition phases, but only bet-
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ween experiments. The experimental phase is itself under the control
of a particular program, working in stand alone mode. The most impor-
tant programs used are as follows :

- Data acquisition : the +1 occurs in three separate arrays containing
respectively the heavy, medium and light weight of the 400 channels.
'This phase may be controlled either by the internal clock (time con-—
trolled experiment) or by an external signal delivered by a scaler
connected to a radiation monitor (constant precision experiment).

= Print : point—out the specified diagram on the teletype.

= Punch : punch-out the specified diagram, either in ASC11 or in bina-
ry mode. If the binary mode is used, the tape will contain the image of
the memory : three blocks of information containing the separate
‘weights of the diagram.
'~ Determination of the normalization coefficients : these coefficients
must be present when performing an experiment. They can be read from

a punched tape and punched from RAM. They must be determined by compa-
rison between a standard 'white' diagram, obtained on a single detec—
tor diffractometer, and an experiment conducted with the same sample.
Some parts of this diagram may be eliminated to avoid errors occuring
from region of the diagram not absolutely 'white'.

- Diagram algebra : two diagrams may be added or substracted, each
‘beeing multiplied by a coefficient supplied on the keyboard. This may
be used to determine magnetic reflexions by diffrence between a dia-
gram obtained at ordinary temperature and another one at low tempera—

ture, after background corrections.

This system has worked for several years and will be shortly replaced
by a new linear multidetector device of 800 cells instead of 400. The
distance between wires will be about 2.5 mm, thus leading to an angu-
lar spacing of 5/100° in theta space. The associated on line system
will be an "IN90" supplied by Intertechnique and based on a "Multi 20"
computer, providing for simultaneous calculations during experimental
phases, and some more sophisticated experimental programs. The matrix
detections will not be used any more.

Another linear multidetector is used at the Laue-Langevin Institute
(I.L.L.), in the experiment called DIB. This experiment is very simi-
lar to the proceeding one, and provides for 400 cells at 1.5 m from
the center of the sample that may be placed in a cryostat or in a high
temperature device. The diagram is directly registered in a multi-
channel analyzer (DIDAC). This analyzer is connected to a general

data acquisition system called CARINE, based on a remote T2000 compu-—
ter. The system allows for the same possibilities as in the case of
the Plurimat system, with more sophisticated possibilities because
programming may be written in FORTRAN. Diagram outputs are made on
magnetic tapes.

Two dimensional multidetectors

At the I.L.L., two experiments called DI1]A and D17, have been designed
to use an X-Y detector device. These experiments are both intended to
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supply small angle scattering facilities but D17 may also be used for
diffraction experiments.

The D11 small angle camera (5) is a large instrument with a total
length of 80 m. The distance from the sample to the detector may be
2, 5, 10, 20 or 40 m, depending on the physical place of the multi-
detector vessel that can be transfered from one place to another
thanks to a movable crane. The radiation used is from a cold neutron
source. The neutrons are transmitted from the source through a curved
neutron guide.

The multidetector is a two-dimensional matrix of 64 x 64 elementary
detectors fitted in a single welded container filled with BF, gas.

It operates now by gas amplification. The four corners of thé square
are not radiation sensitive : thus only 3808 individual cells are
available. The surface of each cell is 10 mm x 10 mm. The sensitive
volume is determined by the inner geometry : two cathodes and one
anodes glass planes, each bearing 64 band-like electrodes. The detec-
tion space is thus doubled (2 x 10 mm).

The high incident data rate (up to 300 KHz) and the corresponding large
spectrum width require a preliminary data reduction system to avoid
overloads in the data storage system. The multidetector is connected
to a coding unit transforming the 64 possible addresses in X and Y
into a 12 bit address (6). This coding unit feeds a multichannel ana-
lyzer built in the CAMAC standard. An event is determined by the
adress of the event in the multidetector array (12 bits) and some ex-
tra informations such as time-of-flight (7 bits) and other parameters
(3 bits). Using either the symmetry of the spectrum or any other
structural considerations, the 12 bit-word from the detector can often
be reduced. The channels can therefore be grouped so that a +1 is
performed in a corresponding word of a memory module of 4 Kwords of
16 bits capacity. The list of these addresses is written in another
memory module directly fed by the associated on-line computer. Data
reduction is then performed on line, in the CAMAC system, independent-
ly from the associated computer. The associated on—line computer is

a DEC PdP11/40, itself linked to a PdP10. The size of the memory of
the 11/40 is 80 Ko and the mass memory is made of two RKO5 cartridge
discs. A graphic unit is linked to the system through a 9600 bauds
line.

All CAMAC functions may be realized by any program, located in the
PdP11/40 (7,8), by calling the corresponding subroutines from the
LIBCAM library. Most programs are available under the general name

of CRESUS system. Unfortunately the PdP11/40 is rather too slow and
the FORTRAN language cannot be always used except when measurements
are not controlled in real-time. The data-reduction are performed
only in the PdP10. All the necessary functions are available in the
local computer to control the CAMAC system, dialog with the display
unit and use the file management system. The disc capacity allows for
not more than 100 spectra of 4 Kwords (9).

The D17 experiment is very similar to the previous one (10). The main
difference comes from the multidetector that is an array of 128 x

128 cells, thus giving an array of 16K cells of 5 mm x 5 mm. The total
surface of the detector is the same as in D1l. A measurement phase
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lasts typically | hour. Reading the external memory to write on the
disc through the file management lasts about 15 seconds. Often the
resolution is reduced to | cm? by grouping four neighbouring cells
into one. Each measurement is made twice : with and without the sam-
ple ; this leads to determine accurately the center of the of small
angle diffraction rings.

The normalization of the cells can be performed thanks to a measurement
of a diagram obtained with an isotropically diffusing sample, such as
water or plexiglass. The spread on 16K cells leads to a poor accuracy
of each count rate. Therefore the cells are gathered four by four,

in a 4K array where a typical number of counts is 5000 in 8 hours.

A correction is then applied if necessary, in the hardware (voltage,
gains, etc...) but not by program. This operation must be done much
more often than in the case of linear detectors.

This experiment will also be used for diffraction (8). This needs of

a special program in the PdPI1 to perform measurements knowing data

on existing reflexions. The mode is Omega scan only. The program will
run the following steps : go to a given Omega value ; one or more
reflexions occurs (max. 10) and the measurement is performed ; keep
only a square region around the computed X-Y position of each refle-
sion ; integrate over the smallest possible zones. It is hoped to

keep the sample under radiation not more than 30 minutes for a diffrac-
ting volume of 1 mm®. The background will be determined by measurement
of one point left and one right out of the reflexions.

The data from D11A and DI7 are stored normally on magnetic tapes. The-
se data can be treated in the PdP10 for reduction or further computing
(11). Some standard programs are available. At some particular stages
the data may be plotted, listed, or punched on cards or written on
magnetic tapes for further use on any other computer. The programs

are divided into three classes

— Raw data programs : listing of the raw detector data cell by cell,
and filtering of cell contents out of given thresholds.

- Radial distribution programs : the purpose is to determine a radial
distribution function I(R) fxom an experimental map. The Central cell
is given by the user. The programs determine some other quantities such
as the average intensity of the 25 central cells, that is usefull in
the case of transmission measurement. Some cells may be ignored by
using different filters. A background correction can be applied.

= Analysis of anisotropic scattering data : the system handles 120
spectra each of 4096 values of data. Arithmetic operation can be per-—
formed on spectra (addition, division). Contours and printings are
possible. Cells can be eliminated, integrations over a chosen segment
at a selected angle to the detector axes are possible. Are also availa-
ble programs for fitting to a given function, and for partially inte-
grating the spectra in different ways.

Neutron multidectectors can be used only in an environement permitting
large data processing facilities, both on-line and off-line. X-rays
multidetectors are now available too, and the problems are not funda-
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mentally different, except for background corrections that requires

a much more sophisticated process. Replacing mechanical motions by
multidetector devices increases always speed and reliability of the
experiments provided these detectors can remain stable for long periods
of measurements.
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THE IN-HOUSE CRYSTALLOGRAPHIC LABORATORY USING A RESOURCE SHARING
COMPUTER SYSTEM

Y. Okaya*
Summary

The use of a mini-computer as the center of an in-house crystallogra-
phic laboratory was discussed with special reference to recommended
hardware and executive software features. A system based on the Stony
Brook in-house system was presented as an example. The structure of an
ideal diffractometer control program was discussed in view of the ease
with which modifications be made on the control strategy. Additional
benefits the Stony Brook system provides to the Department were pointed
out.

I.Introduction

The cost-performance ratios of mini-and micro-computers have improved
drastically in the recent years. It is now possible to make use of
relatively small local computers, either by themselves or in hierar-
chical structures, to carry out tasks which were, a decade ago, only
able to be executed on centralized large systems. This development
and efforts made by instrument manufacturers as OEM (original equip-
ment manufacturer) users have enhanced the further exploitations of
the potential of small computer systems.

In view of these developments, it seems worthwile to make critical
analysis of the roles and utility values of such computer systems,
=specially with respect to the crystallographic tasks.

II The crystallographic task
II-I The data collection

Before going further into discussions of crystallographic applications,
it is worthwhile to discuss a method of classifying various experi-
ments with respect to their interactions with the computer.

The first consideration to be made is whether an experiment is time-
jependent or not. In general, one can classify an experiment into one
of the two categories. The first, the demand-response type, works in
such a way that the subsequent step of the experiment must await
operation complete of the present step. In this case, the performance
of the experiment depends on the operational speeds of various
components. Many efforts are made for such experiments to preserve

e
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data so that any transient condition may be saved, thereby making the
experiment time-independent. The second type, continuous scan measure-
ments, includes experiments, which, once initiated, continuously gene-
rate information; therefore the data must be sampled at certain time
intervals. The data generated by such experiments are usually transient
and hardly any effort is made to retain them for later retrieval.
Obviously, this type of experiments requires more rigorous scheduling
than the first type.

As for the need of communicating with the CPU (Central processing unit),
one should take into consideration such a factor as the CPU demand
rate, the rate at which communications with the CPU are attempted by

an experiment. This rate is to be treated differently from the data
&ate, the rate at which an experiment desires its data to be sampled.
In addition, the nature of the data is quite important. Some data are
volatile, i.e., they may be modified or destroyed if they are not
recorded within a short period after they have become ready. Almost

all continuous-scan type experiments generate such data.

ﬁt is quite obvious that experiments which can be incorporated into a
multi-purpose computer system with ease are those of non-volatile

data with low data and CPU demand rates. However, given appropriate
interfaces, most experiments may be put into this category by making
outside buffering devices. For crystallographic applications, these
techniques have been developed extensively. For example, the photon-
counting process is a highdata rate one for the single-crystal diffrac-
tometry. While scanning through a reflection, the speed must be checked
quite frequently for constancy. However, by using currently-available
techniques such as scalers and intelligent controllers, the rates can
be brought down to less than a cps (count per second). This situation
makes it easy to incorporate the diffractometry into a multi-purpose
in-house computer system. A demand rate of 1 to 10 per minute and a
data rate of several hundred bytes per demand transfer are observed

in one diffractometer system.

IT-2 The data analysis

The naturé35rystallographic data analysis tasks is well defined. The
tasks include frequent executions of large and long programs (mainly
least-squares analyses of atomic parameters), interleaved by other
short programs including house-keeping utility tasks such as file
nanipulations. Almost all computational programs make extensive

ise of floating hardware. Except for certain portions of least-squares
orograms, the tasks are heavily I/0 (input-output) oriented. In order
to expedite the performance of an in-house computing system, it is
Juite important for the executive system to provide certain services
as will be discussed below. For example, a long-lasting job (such as
least-squares) can be temporarily interrupted when it is desirable

to run a short program which reguires terminal operations, and there-—
fore human presence. The interruption of a long-lasting job might
actually involve preempting it to an auxilliary storage medium. A pro-
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gram which resides in the core memory but is inactive can be activated
when a running program (which coexists in the core) is forced into a
dormant stage mainly due to I/O delays. With enough memory, the system
can execute more than one long-lasting program by making each program
into active state using the I/O delay or time-slicing round-robbin
schemes.

IIT The in-house crystallographic system: an example

At this stage, it seems desirable to introduce one in-house crystallo-
graphic laboratory system based on the Stony Brook system. Although
the Stony Brook system does not possess all the hardware as shown in
Fig.l, it seems worthwhile to add planned future additions to the
system of the current configuration. Those anticipated additions are
placed in parentheses.

The disposition of the core memory is shown in Fig.2. As one can see
from Fig.1, the central PDP-11/45 possesses a memory-management hard-
ware system and most of the programs are dynamically loaded in a
large area and given opportunities for their executions under various
priority schemes. 1

File handler, system
message dispatcher
Jtilities
General areas
Diffractometer control (system controlled
programs - JP dynamic loading
Jr area)
o o
Structure determination
programs
~AD 4 Resindent Communica-
tion routine
Diffraction data communication data
Executive
FIG.2

IV Useful in-house crystallographic systems: suggestions

IV-1 The executive system

The requirement for useful crystallographic computer system can be

summarized as follows.

1.More than one active program can be resident in core memory at one
time.
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2.Existence of either interrupt-handling routines or resident routines
which can be used as communication directors to outside instruments. |

3.Programs of higher priority can be introduced into core when those
with lower priority are residing. In case no appropriate space is
available for the high-priority programs, the low-priority program
must be preemptied to auxiliary storages.

4.Programs resident in core at the same time must be given chances for
becoming to active states according to priority levels which might
be modified by other programs, statuses of I/0 operations (or flag-
waiting conditions) of other programs, and some priority-shifting
schemes.

The above requirement may be satisfied by executive systems which
contain all or some of the features described below.

IV-1-a The multi-area executive system

The important requirement for multi-purpose in-house systems is that
the executive system must be a multi-area, multi-programming system

so that many active programs are able to reside in core at the same
time. These active programs, using various executive options, carry
out many independent and unrelated tasks. Particulary important program
sequencing functions are suspensions and subsequent restorations of
program executions.

The multi-area executive system would be more easily obtainable by
computers with flexible memory-management scheme than the conventional
direct addressing scheme. In the absence of memorymanagement hardwares, |
a limited approach to the problem can be made by segmenting the core
into areas and prepare programs to fit into these areas. This approach
is inadequate for crystallographic applications, when a copy of one
program may be asked to run by many users.

The definition and classification of the areas, or partitions, will

be given in the next section.

IV-1-b Areas, Partitions

It is obvious that the system requires two kinds of partitions, fixed
and dynamic partitions. The main attribute of fixed partitions is

that only one task can be executing in the partition at one time re-
gardless of memory size and requirement. This kind of partitions is
used mainly for resident routines which communicate with outside ran-
dom events and associated data areas. As is evident from the nature

of the routines their presences must be guaranteed when the outside
event occurs. In some systems, one can gather frequently-used re-
entrant subroutines in a fixed partition so that they can be shared by
many programs. 1

Dynamic partitions are contiguous portions of memory that are managed
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and dynamically allocated to programs by the executive system. As
many tasks as possible are allowed to run simultaneously in a dynamic
partition. Programs are allocated regions in the partitions and relo-
cated and shuffled by the memory-management hardware. If a program
with higher execution priority cannot enter the partition, lower prio-
xlty residing program may be preempted.

&V—I —-c¢ Checkpointing

”heckp01ntlng is a technique by which programs not residing in memory
can gain access to the CPU (central processing unit) by given oppor-
tunities to become core residing. If a partition contains a program

>f lower priority and this program is checkpointable, the executive
system can move the task out of memory to an auxilliary storage medium
co make room for higher priority programs. (One must remember that not
511 the low priority programs are checkpointable. The checkpointabili-
cy of a program must be assigned with great care.)When the check-
bointing high priority program exits out of core, the checkpointed
program is allowed to enter the partition (may not be the same region
as before the checkpointing) and the processing is reinitiated from
che point at which it was interrupted. This roll-out, roll-in process
ts called checkpointing or preempting.

|

yith a memory-management hardware, the system can dynamically load

and shuffle programs in apartition,thereby making best use of available
srocessor resources. There is no need to emphasize that for crystallo-
jraphic applications, the checkpointing service of the executive is
@robably the most important one in improving the turn-round condition
»f many short computing tasks which usually require presence at ter-
r1inals of operators. These short tasks can safely interleaved into
Long—lasting jobs without waiting for their completions.

|

I

'V-1-d Round robbin scheduling and swapping

ﬁhen more than one competing program are resident in a partition, the
>xecutive usually tends to give more time to those programs which
éntered earlier into the partition. This may not be too desirable in
Eertain cases. For example, when more than one least-squares refinement
%ob are to be run, it would be advantageous that they all finish
5early at the same time. For this purpose, the executive may provide
1 scheme called round-robbin scheduling. Under this option, the
'xecutive system employs a scheduling algorithm which periodically
Iotates programs of equal or similar priority.

A similar algorithm may also made to make programs core resident by

sheckpointing programs of the same (or similar) priority so that other
brograms of the same (or similar) priority may enter into core.
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IV-1-e Priority alterations

The desirable executive features described in IV-1-a to -d are based
on the proper assignment of the program and execution priority.
Although the priority of a program is usually assigned at the time of
its building, the actual run time priority may be dynamically change-
able based on the importance, readiness and resource availability
status of the program. The following short list indicates some of the
frequent use of priority alteration capability.

1. Increase in priority of an experiment (diffraction) control program
when the experiment demands the executions of the next stage of the
operation.

2. Automatic lowering of execution priority while waiting for signifi-
cant events such as I/O completions or ready signals from experi-
ments.

3. Changein priority by programs (either by itself or by some other
directive programs).

4. Periodic lowering of the execution priority of a running program
so that other competing dormant programs can be given opportunities.

IV-2 Suggested hardware features
IV-2-a Central computers

The recent developments in the computer hardware are such that most of
the commercially available mini-computers can serve as a central
resource-sharing computer around which a successful in-house crystallo-
graphic system can be built. The following list indicates some of
important desirable features which must be put into consideration in
selecting computers for our purposes. It is also noted that not all the
mini-(or midi-) computers are adequately equipped with such features.

1. A large number of machine registers and a LIFO (last-in-first-out)
stack feature using the registers.
In general, instructions dealing with machine registers are faster
than those involving individual locations. In addition, the
registers and the LIFO feature are of great help in making reentrant
and position-independent programs. Ideally, a duplicated set of
registers can be assigned to each priority hardware level, but, in
practice one should avoid computer systems which have less than
eight registers.

2. Powerful floating point hardware.
There is no need to stress the importance of fast flcating point
hardware with an extensive library of instructions.
The computer system can be designed so that such floating point
operations can overlap in time with CPU operations. It is also
possible to construct function generators (e.g., sine and cosine)
and attach them to the bus and take advantage of parallel proces-
sings. Look-ahead programming techniques are required to make full
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use of the feature.

3. Memory-management hardware systems.
As discussed extensively in the previous sections, in order to
attain the efficiency and versatility of an in-house system, one
must employ a multi-area, multi-programming executive system. The
operation of such system is enhanced by an incorporation of
memory-management hardware systems which translate virtual addres-
ses of a program into physical addresses by properly selecting the
base address for the program. The hardware also sets a window
while the program is being executed so that any possible memory
access violation can be detected. All the programs can be construc-
ted by making its base address at a constant location (e.g., 0)
and they are relocated dynamically at run time with ease.

4. Interrupt structure.
The interrupt feature, upon a receipt of a signal representing an
interrupting condition, makes an automatic branch from the normal
sequence to another program sequence as requested under such a con-
dition. After the completion of the required processing, the inter-
rupted program is allowed to resume its execution. It is quite im-
portant to have flexible interrupt-handling capability for the
computer system one selects for the in-house system. One of the
important features is forced saving and subsequent restoration of
machine registers without programming need.

IV-2-b Small instrument control computers

After the analyses of multi-purpose in-house systems, the role of
small instrument control computers (or microprocessors) has become
clear. It is well known that the cost of these small computers have
been reduced drastically in the recent years. Some of them, being
nass-produced, are becoming less expensive than some of custom-made
instrument interface hardwares. Although the cost of logic and memory
portions of the microprocessor have been reduced, the cost of reliable
I/0 units is still high and there is notrend of future reduction.
Under these circumstances the following usage has been developped.
Connect microprocessors on-line to a central computer as its satellites
and treat them as intelligent areas of multiarea executive system.
Then, the intelligent areas may use their own instruction repertoire
and the interrupt-handling capability. When an experiment on a satel-
lite has arrived at such a stage that communication with other areas
(usually those in the central computer) or I/0 units of the central
—omputer is desired, it can do so via the connection between the
“entral and the satellite computers. The communication may involve
lata transfers of program acquisition from the central computer which
acts now as an algorithm distributor. Programs for the satellites may
be assembled and build in the central computer and stored in its sto-
rages. The programs may be passed on to the satellites when requests
are made.

The available choice of the microprocessors is wide and in deciding
shich one of them is to be used for a particular application, one
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must weight the relative ease of interfacing with the central computer.
Obviously it is advantageous to select microprocessors from the same
manufacturer as that of the central computer if the manufacturer can
supply well tested (hardware and software wise) off-the-shelf commu-
nication systems.

The relationship between the larger and smaller computer systems is
not limited to one hierarchy relation. Any number of levels can be
constructed to make best use of the computer resources.

V. Experiment control programs
V-1. Organization

Since it is not possible for experiment control programs to occupy a
large portion of core permanently, one must devise an experiment
sequence control function which connects segments of experiment
control schemes in such a way as to maintain orderly flow of logic
necessary to carry out the experiment. The extent of the need for

the logic depends on the nature of the experiment. For example, those
of high-data rate with short duration are relatively simple in nature
and may not require sequencing except for calling a data storing
routine at the end of measurements. In contrast, single-crystal
diffractometry requires a rather elaborate sequencing scheme. The
flexibility in sequence may become an important factor if the next
step to be taken depends not only on the current step but also on the
performance of various parts of the apparatus as well as the data
generated by them. This is important for experiments such as diffrac-
tometry that requires many components to be successfully controlled
before meaningful data can be accumulated. The flexibility is also

of importance when modifications to control programs become neces-
sary to attain different methods of data collection.

In sequencing the experimental steps, two questions must be answered.
The first one concerns the possible next step. The second one is the
readiness for the experiment to the next stage. The experiment may
physically connected to the computer at all times but becomes logi-
cally active only when certain function ordered by the control program
have been completed; all other times, it is dormant and does not

(and should not) interact with the computer. In essence, an operation
complete condition makes the experiment active and ready for the next
stage.

Several methods have been developped and used for solving the sequen-
cing problem. Probably, the best solution so far advanced is to make
use of the checkpointing service of the executive system. For example,
when a diffractometer control program has reached such a stage that
it issues a command to the diffractometer and then waits for the com-
pletion of the command, the program lowers its program priority so
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‘that other programs competing for core residency, if any, may preempt
the control program. A later response to the command from the diffrac-
tometer is transmitted to a resident communication routine (or inter-
rupt handler) which raises the priority of the pre-empted control
program so that its residency in core and eventual execution is ascer-
tained. Another useful technique is to maintain a set of experimental
status words in an inter-program common data area. The experiment
control program passes proper information to those status words before
exiting from the core. The words, the contents of which may be modi-
fied by the condition of the experiment, are used by the system in
selecting the next program to be run for the experiment control.

V-2 Modularity

Contrary to process-control applications or very simple data-acquisi-
tion instrumentation, where the control methods remain unchanged after
their successful establishments, ways of conducting usual scientific
experiments, therefore their control program, change quite frequently.
Although for the single-crystal diffractometry, various data-acqui-
sition methods have been studied extensively and certain set of reflec-
tion scanning techniques established, it is quite desirable that one
can easily modify control programs in such way that a new or improved
measurement method can be introduced and tried. For example, for the
determinations of the precise positions of reciprocal lattice points
from bent or distorted specimens, one must use different algorithm
from that used for unstrained or normal crystals. Another example of
program modifications is to dynamically correlate results of data
analysis with data acquisition programs so that optimum utilization
of diffraction equipments as well as available crystals can be made.
In case one wishes to carry out other types of diffraction studies
such as measurements of critical (or diffuse) scattering on the
computer-controlled diffractometer, one must generate his own program,
preferrably by making relatively minor modifications to the available
single-crystal diffractometry programs. The shape of the volume which
must be scanned for critical scattering measurements varies according
to the type of structure defects involved and the segment of the
control program which generates these non-integral reciprocal lattice
points to be sampled may have to be written for each example.

In order to facilitate these changes and modifications involved in
further studies, it is quite important to make the basic diffractome-
ter control programs as modular as possible. Every functionally diffe-
rent logical segment must be confined to its own block. Also it is
strongly recommended (or requested, to be more precise) that the
structure of the program is well documented and available to the user.
There is no need to mention the importance of the use of high-level
languages such as FORTRAN for those program segments pertaining to the
logical flow of the control program. All those program segments must
be readily availavle to the user in the source language form.



164

Further discussions on active control programs and their modifications
will be made at an afternoon session.

VI. Use of the in-house system

At present there exist a number of in-house systems which are success-
fully and efficiently utilized for crystallographic applications. The
use of these systems, especially in view of various commercially
available structure determination program packages will be discussed
extensively at working session by many lecturers; therefore in this
contribution, discussion will be limited to computing or other appli-
cations different from normal crystallographic tasks.

VI-1 Interactive graphics

One can incorporate into the in-house crystallographic system
interactive graphic capability by choosing a graphic terminal which
contains some intelligent controllers such as hardware rotation capa-
bility and regeneration circuitry. One existing problem is a relati-
vely high cost of such systems and there seems to show no trend of
future reduction in the cost. The usefulness of interactive graphic
capability is undebatable, specially for structural studies of large
biological molecules and of longrange orderings in critical phases.
An excellent system has been established around a PDP-11/40 using a
Vector General display terminal part of CRYSNET.

VI-b On-line connections of other experiments

A multi-channel analyser attached to an NMR(nuclear magnetic resonan-
ce) spectrometer is connected on-line to the PDP-11/45 of the Stony
Brook in-house system through a parallel interface card (DR11C).
Occasional continuous-scan type data acquisition tasks are attempted
with the analyzer. It is also planned to connect an LSI-11 (a small
or microprocessor version of PDP-11) which is driving an optical
spectrometer. The main rationale for the connection is for the 11/45
to become an algorithm distributor to the LSI-11 whose programs have
to be modified quite frequently to achieve flexibility in the spec-
troscopic experiment system. It is anticipated that the demand and
data rates generated by the above additions are so small that there
will be no overall degradation of crystallographic throughput of the
in-house system. i

VI-c Incorporation of small but long-lasting programs

There are a number of programs used by theoretical chemists here which
are relatively small in size but require enormously long execution
time. One such example is a Monte-Carlo method of optimizing a set of
parameters describing surface reaction phenomena. Executions of this
type of programs as background, low-priority, checkpointable tasks
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are efficient methods of mopping up remaining unused CPU time with
little or no effect on overall efficiency of the whole system other
than dedication of a small portion of system disk space to store
programs and intermediate data. Our previous experience using another
in-house system (an IBM 1800, with MPX (multi-experiment programming

' executive system) was quite encouraging. By proper segmentation of
programs and periodic storing of key parameters and results mainly for
automatic restarting after inadvertent interruptionsof processing,
we were able to run a set of programs (which requires several-hundred
hours) simply by granting opportunities under a priority scheme.

VI-d Use of an on-line OMR (optical mark reader) for student test
scoring

This application of the Stony Brook in-house computer system is actu-
ally a simpel computational task using an on-line instrument; however,
it might be a good example of possible extra services which a relati-
‘vely small computer system can render to the host educational
institution and might be used as a good selling point in acquiring
such a computer system.

.The OMR (optical mark reader) used by Stony Brook system is connected
'to the PDP-11/45 through an interface sharable with an ONTEL graphic
terminal. Marked test sheets can be read by using a normal terminal
I/0 driver command. The images of the test sheets thus read are then
processed by a series of scoring, listing and correlation programs
developped by the Stony Brook group. There is no question about the
advantage of on-line scoring of test sheets. We have tried many types
‘0of questions which are different from usual multiple-choice ones.

For example, we can ask questions whose answers are logical (AND, OR
'or XOR) combinations of choices. Each choice may have its own merit
(or demerit, in case of wrongchoice) point. These new features have
‘made substantial improvements in the way questions are composed and
presented. The answer to one question may be correlated to that of
another question so that the logic used by the student may be tested.
Another advantage is an easy scrambling of test forms to avoid unwanted
inter-student communications (euphenism for cheating).

A number of batch-stream command files have been developped so that
scoring processes can be carried out by unskilled personnel. In any
event, this is an interesting business application of the in-house
system.



CHAPTER 5

Molecular interactions

167



169

THE DETERMINATION OF THE INTERMOLECULAR INTERACTION ENERGY BY
EMPIRICAL METHODS

K. Mirsky™

Summary

A survey of empirical methods for the determination of the inter-
molecular interaction energy is given with special emphasis on the
description of the atom-atom potential method and its uses. Methods
of deriving potential parameters from crystal data are described
and criteria for selecting the best potential functions are given.
A table of recommended potential parameters for several atoms is
provided.

1. Introduction

The deep and widespread interest in the elucidation of the nature
and origin of cohesive forces in solids, liquids and gases results
from the fact that physical, chemical and even biological proper-
ties of substances largely depend on these forces. During the last
twenty or thirty years the main emphasis of theoretical and exper-
imental investigations of these forces has gradually shifted from
metallic and ionic substances to more complicated systems made up
of large organic molecules. This has been a consequence of the
more extensive practical use of such compounds as well as the
influence of rapidly developing molecular biology.

Only a limited number of experimental methods are available for
measuring intermolecular forces directly. Also there are consider-
able computational difficulties in applying quantum-mechanical
theory to systems with a large number of electrons. Fortunately,
however, because of the special nature of the weak van der Waals
forces between molecules (which were interpreted in a comsistent
way about forty years ago by Londonl} rather simple models of inter-
molecular interactions can be constructed. This has led to the
development of so-called semi-empirical methods, which are based

on the conclusions of quantum-mechanical theory, for calculating
the energy of van der Waals interactions. These, at present, are
the most useful for understanding and even predicting the structure
and properties of organic and biological molecules and crystals.

At the beginning of the era of semiempirical calculations of inter-
molecular forces, only small molecules were considered such as

*The Weizmann Institute of Science, Israel
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N,» O,, CO,, CH4, each of them being treated as a point center of
aEtraction. However, Londonl recognized that for extended
molecules (e.g. polymers) the assumption of central forces cannot
be valid, and Muller? tried to break up a paraffin molecule into
force centers, considering atomic force centers as one of three
possible models.

Nowadays one can still find in the literature three different
approaches to the problem of intermolecular interactions (3+4 and
references therein). 1In the first, each of two interacting
molecules is considered as one point force center; in the second,
a molecule is divided into groups of atoms (CHp, CH3, etc.) or
valence bonds, and in the third, every atom in the molecule is
considered as a force center. Among those, the atom-atom approx-
imation has proved to be the most convenient and has been most
widely used.

The idea of the atom-atom approximation is supported by organic
chemical crystallographyS'G. The method of calculation of the
intermolecular energy based on this approximation became known as
a method of atom-atom potentials (AAP)®. Systematic investigation
of the validity of the method for calculation of the energy of
interaction between large organic molecules was initiated by
Kitaigorodsky and Mirskaya’r8, and continued by Williams?, Momany,
Vanderkooi and Schera.qa1 , Warshel and Lifsonll, and others (seel2
and references therein).

It is the purpose of this paper to give an idea of the AAP method
and its current development, and to provide the reader with some
practical hints on its uses.

2. Model of atom-atom potentials

Underlying the AAP method are the following assumptions:

a. The energy of interaction between molecules is equal to the sum
of the interactions of the constituent atoms (additivity).

b. Central forces operate between atoms which means that the inter-
action energy depends only on the interatomic distance, r. (A
somewhat more complicated model may be introduced if necessary).

C. Generally, the interaction potential of two atoms, u(r), can
be broken up into two terms, van der Waals and electrostatic

elect(r} (1)

In case of hydrogen bonding, a special hydrogen-bond term may be
included in eq. (1).

u(r) = ¢) + u

d. The potentials ¢ (r) depend only on the type of atom, no

matter in what molecule they occur and what their valence state may
be (transferability). Some authors have tried to distinguish among
identical atoms in different chemical'groups (examples are
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given in Tables 1 and 2), but the results are not conclusive.

e. The ¢(r) term takes account of repulsive and attractive
dispersion forces. Various analytical expressions may be adopted
to represent this potential. The Buckingham (6-exp) and Lennard-
Jones (6-n) potentials having the forms ¢ = -Ar~64Be~0r and

¢ = -Ar °4Br™?, respectively, are most widely used. In recent
publications they are often written in the generalized Buckingham-
Lennard-Jones form,

¢ = -ar ° + Br™™ exp(-or) (2)

(where setting either =0 or n=0, leads to the 6-n or to the 6-
exp potential). Eg. (2) can be expressed in terms of alternative
parameters, €, r_, n, A:

6 b I 1

r
o 6 o ¥
—(;—0 * — (;—) exp [A(1 - ;;?] (3)

e(n + A)

g (nth)- 6

In this equation, € and r have the physical meaning of the depth
of the potential well and the equilibrium interatomic distance,

the other two, n and A (=0r,) govern the steepness of the repulsion
in the 6-n or 6-exp potential curves, respectively.

f. Adjustable parameters, A, B, &, n, or €, ¥r_, A, n are to be
determined on the basis of experimental data.

g. The electrostatic term has usually been calculated as a sum of
the interactions either of molecular multipoles or of point
charges placed at atomic nuclei (Coulomb law). It is well known,
however, that the choice of the charges assigned to each atom of
the molecule raises many problems and is ambiguous even if ab-
initio quantum mechanical methods are used for their evaluation.
Recent progress in the experimental determination of electron
density distributions from X-ray and neutron diffraction and their
comparison with theoretical molecular charge densitiesl3 has led
to the following more sophisticated, and more relaistic, approach
to the calculation of intermolecular electrostatic interactions.
According to the stockholder recipe of Hirshfeldl4, the molecular
charge density can be decomposed into atomic fragments. Each
atomic fragment is then represented by its calculated net charge,
dipole and quadrupole moments localized at the atomic nucleus.

The intermolecular electrostatic energy can be calculated as a sum
of the interactions of such atomic charges and electrical moments.
Such an approach takes account of the asphericity of the atomic
electron cloud caused by intramolecular bonding. The challenging
question of transferability of numerical parameters characterizing
the charge distributions of atoms in various chemical groups can
only be answered by detailed comparison of related molecules.

Some comparisons of this sort, using both theoretical and experi-
mental charge distributions, have already been undertaken .14r
Intermolecular energies calculated with three different models of
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electrostatic interactions (molecular moments, atomic point
charges, and atomic moments) have been shown to differ appreciably
for intermolecular separations shorter than the molecular
dimensions.16

h. For hydrogen bonds, Lippincott—Schroederl7 potentials are often
usedl8®. There are attempts to use a simple charge-charge Coulomb
law in this case, too.1l2

3. Parameters and combining rules for ¢(r) potential functions

After the validity of the AAP model had been confirmed by extensive
calculations (6:12 and references therein), the problem of deriving
numerical parameters for the potential curves for wvarious atoms

of the periodic table became central for the successful applications
of the method.

The atom-atom approach to the calculation of non-bonded van der
Waals interactions was first used almost exclusively in conforma-
tional analysis of molecular structures.?2

However, a more straighforward way to derive non-bonded potential
curves is to fit them to the crystalline structures and properties.
For crystals, the intermolecular-energy expression contains, as
unknowns, non-bonded potential parameters alone (if there are no
hydrogen bonds), whereas in the molecular strain-energy equation,
such terms as the angular deformation energy, torsion energy, etc.,
containing additional adjustable parameters, must be included.

Empirical fitting of the A, B, a or n (or, alternatively, €, r_, X
or n) constants (egs. 2 and 3) usually involves considerable
difficulties owing to the limited number of suitable experimental
data. The most readily available data are the structures and
heats of sublimation of molecular crystals. Comparing calculated
equilibrium crystal structures with the experimental data and
lattice energies with the heats of sublimation one can get
reliable coordinates for the minima of interatomic potentials (£
and r,), but the shape of the curves (A or n) can only be derived
approximately. More detailed information on the "steepness"
parameters can be obtained from lattice-dynamics data or from
elasticity moduli of crystals, which depend on the second deriva-
tives of the energy with respect to molecular positions and
orientations.2l

Strictly speaking, all the above data must be known as a function
of temperature (for molecular crystals thermal-expansion aniso-
tropy and other thermal effects may be quite significantﬁl so
that they may be extrapolated to absolute zero. At the latter
temperature the effects of molecular and lattice vibrations are
minimized and crystal properties are mainly determined by the
lattice potential energy. (Even then one should be cautious with
zero-point vibrational corrections, especially for crystals with
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strong hydrogen bonds®) . Unfortunately, low-temperature data for
molecular crystals are still scarce. When experimental data at
high temperatures are taken for comparison, the free enery of a
crystal should be calculated and minimized.6,11

The number of numerical parameters to be fitted to experimental
data depends on the form of the potential used and on the number
of atom-types involved. If the 6-n potential is used, the n value
is usually taken equal to 12, leaving only two parameters, € and
O for each curve to adjust. The 6-12 potentials are more
convenient for computer calculations. However, the 6-exp potent-
ials, with three parameters (€, ry, A) are more flexible. The
exponential form of the repulsion is also more satisfactory from
the experimental and quantum-mechanical points of view?2. Current-
ly, this latter form of the interatomic potential function is in
wider use.

Generally, molecules consist of two or more types of atoms. To
evaluate intermolecular interaction by the atom-atom approximation
one must know the potential parameters both for the interaction

of pairs of like atoms and for mixed interactions. In order to
decrease the number of parameters to be fitted from the scarce
experimental data, those for mixed interactions are usually
determined by means of so-called combining rules which connect the
parameters for pairs of unlike atoms with those for like atoms.
For the two-parameter Lennard-Jones potential the "empirical"
arithmetic-mean combining rule for r, and the geometric mean rule
for € are commonly used. For the three-parameter 6-exp potential
curve, several mathematical expressions have been proposed as
combining rules. Often the geometric mean rule of Mason and Rice?3
is used for both attractive and repulsive terms in eq. (2),

leading to Ay = (A17A5)1/2, By)=(B11B22)1/2 and a)5=1/2(0;;+022) -
However, various experimental and theoretical results suggest

that the geometric mean rule is valid only for the total inter-
action energy of atoms and not for its separate terms. New
combining rules for the modified Buckingham-type 6-exp potential,
eq. (3), have been used,24 which apply the geometric mean rule to
the total interaction energy within the framework of the AAP model.
Following from this approach are

= 1/2
312 = (

(the exact value for A 5 may also be calculated). The arithmetic
| mean is retained for rg:

) and A12 a8 Dl SRS 5 Co0) (4)

€11%22 117035

= 1/2(r (5)

+
Eor1o 0,11 4,27

Calculations have shown that the second derivatives of the lattice
energy are sensitive to the choice of the combining rules and

that the new combining rules give better agreement24 with the
elasticity data than those of Mason and Rice.
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Recently, Taddei, Righini and Manzelli25 suggested the arithmetic-
mean rule for both r, and 0, the latter being the short distance
at which the potential function becomes zero (0 also characterizes
the steepness of the repulsion). However, 0 is believed to be
comparable to ryqy, the van der Waals interatomic spacing in
crystals (see Section 5), and for the latter, the statistical
analysis of experimental data shows preference for the geometric
mean rule for mixed intermolecular contacts rather than the
arithmetic mean26.

Empirical potential parameters are generally being derived from a
system of observational equations for chosen model compounds, the
final parameters being selected through the least-squares-
optimization procedure or its modifications.8-11,27-31 yhile the
same in principle, the procedures used by different authors vary
both in selecting experimental data for comparison and in the
initial assumptions of the theory such as the shape of the force
field, the number of parameters to be fitted, the combining rules,
etc. They differ also in computational methods utilized. Owing
to these differences and to the strong correlation between adjust-
able parameters discrepancies in the values, and even in the meaning,
of the same parameters arise (see 32 for the more detailed discus-
sion of this problem and for some examples). A survey of the
literature results of parameter —fitting procedures for several
atoms of periodic table is given in the next section.

4. Literature survey on potential functions for C, H, O, N and
Cl atoms

A diversity of absolute values have been ascribed to the same non-
bonded potential parameters by different authors. The wide spect-
rum of parameter values, displayed in the following tables, makes
it necessary to work out some criteria for the evaluation of their
relative merits. Such an attempt will be made in Section 5.

In Tables 1-5, 0, r , €, A, and n values are listed for each atom
type. The r,, € and A (or n) parameters are independent and
characterize the potential curve completely. They have definite
physical meaning (see above)and, when compared, show the difference
in potential curves immediately. ,They are also advantageous in the
parameter-fitting procedure.25:28 1The corresponding A, B, and o
values can be calculated using eq. (3) or found in the original
papers. 1In all the tables the units are: & for ¢ and Yo, kecal/
mole for € (1 cal = 4.184J, 1&=10-8cm).

Van der Waals potential parameters for hydrocarbons (Tables 1 & 2)

Hydrocarbons have been most extensively investigated by the AAP
method. A great variety of non-bonded potential functions for C
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TABLE 1. C...C potential parameters (r_. =3.4 + 3.64)

cc
vdW

No. g £y £ A n Remarks” Refs.

1 3.36 3.80 0.067 13.6
la 3.38 3.80 0.072 14.0

L 28

0
0
2 3.45 3.88 0.095 14.0 0 b 9
2a 3.52 3.96 0.087 14.3 0 " 30
3 3.53 3.96 0.077 0 12 AR 33
3a 3.77 4.23 0.040 3:2 AL 33
4 Fo30" 3070 0.072 0 12 AR 34
4a 3.67 4.12 0.038 0 12 AL 34
4db 3.34 3.74 0.140 0 12 CR 34
5 3165 362 0.184 0 9 AL 11
5a 3.88 4.36 0.039 0 12 AL 19
5b 3.28 3.75 0.042 0 9 AM 19
5¢ 3.62 4.06 0.149 0 12 AM 19
6 3.42 3.85 0.092 14.3 0 AR 25
*ARraromatic carbon, AL-aliphatic carbon, CR-carboxyl,
carboxylic acid, or peptide carbon (C=0), AM-amide
carbon (C=0)
; HH °
TABLE 2. H...H potential parameters [rvdw=2.3%2.4A)
*%

No. o] r € A n ¢r—2ﬁ _(3¢/3r}r=2§
1 2.48 2.80 0.067 13.6 0 1.63 8.6
la 2.45 2.80 0.030 12.0 0 0.47 2.4
2 2297 337 0.010 12.6 0 1.07 4.0
2a 2.84 3.24 0.013 12.1 0 0.85 3.3

3,32 2.46 2.76 0.026 0 12 0.90 5.6

4,4a 2.61 2.92 0.036 O 12 2.80 16.6
4b 2.40 2.68 0.061 0 12 1.35 8.9
5 35108 »3555 0.003 0 9 0.77 3.5
5a 2.45 2.75 0.037 0 12 123 7.8
6 a2 284 0.035 13.4 0 0.98 5.0

*%
The numbers in this column correspond to those in Table 1;
references are the same as for Table 1

and H atoms can be found in the literature derived both from
conformational analysis and from crystal data (32 and references
therein). Listed below are several of those obtained from various
. crystal data. Even those listed display a great diversity and show
how cautious one should be in selecting parameters for practical
calculations.
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Van der Waals potential parameters for atoms other than hydrocarbons

Much less effort than for hydrocarbons has been made to derive
potential parameters for N, 0, Cl, F, S and a few other atomic
species. The literature values for the first three are listed
in Tables 3-5. These too are mostly obtained from crystal data
("cryst."), although some conformational ("conf.") and second-
virial-coefficient ("gas") results are also included.

TABLE 3. N...N potential parameters (r§§WF3'0%3'2£)

No. o r, £ A n Remarks Refs.
1 3.64 4.04 0.226 16.2 0 cryst. 35
2 2.80 3.14 0.076 14.5 0 gas 36
3 2.76 3.10 0.205 0 1:2 conf. 37
4 3.06 3.44 0.079 13.0 0 cryst. 38
5 2.94 3.30 0.212 0 12 conf. 39
6 3.20 3.60 0.081 0 12 gas 40
7 3.1:3 3.52 0.165 0 12 cryst. 33
8 321 3.60 0.194 0 12 conf. 41
9 3.42 3.85 0.070 14.0 0 cryst. 42

10 3.18 3.60 0.067 13.6 0 cryst. 43

1 3.38 3.80 0.076 0 12 gas 44

12 341 3.82 0.066 0 12 cryst. 45

i b 3.50 3.93 0.055 14.3 0 cryst. 46

14 3.50 3.94 0.167 0 12 cryst. 19

l4a 3.50 4.02 0.162 0 9 cryst. 19

15 3.56 3.99 0.045 0 12 cryst. 34

15a 3.12 3.51 0.107 0 12 cryst. 34

16 3.42 3.84 0.133 13.8 0 cryst. 29

17 3.30 371 0.077 0 112 cryst. 47

" 00 .

TABLE 4. O0...0 potential parameters {rvdw=2.673.0}

No. (o] r £ A n Remarks Refs.
il 2.50 2.82 0:.1:35 13.7 0 conf. 48
2 2.85 3.20 0.172 0 12 L 39
3 2.70 3.04 0.232 0 12 4 =37
4 3.00 3.36 0.124 0 12 gas 40
5 2.94 3533 0.079 13.0 0 cryst. 38
6 2.88 325 0.124 13.6 0 2 49
7 2.68 3.00 0.230 0 12 conf. 41
8 2.76 3.10 0.325 0 1 cryst. 33
9 2.96 3.32 0.106 0 12 gas 44

10 2.88 3.24 0.094 0 12 cryst. 34

i 5 2.86 321 0.230 0 12 L 19

lla 3.18 3.65 0.198 0 9 L 19
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ClCl

TABLE 5. Cl...Cl potential parameters (r =3.5+3.68, as

derived from Cl...Cl contacts*)de

No. o] r > A n Remarks Refs.
1 3.20 3.58 0.510 0 12 gas 50
2 3.30 3.70 0.314 0 12 gas 51
3 3.44 3.86 0.244 14.0 0 conf. 52
4 3.38 3.79 0.425 0 12 cryst. 53
5 3210 3.50 0.745 13,1 0 conf. 54
6 3.26 3.70 0.612 13.0 0 conf. 55
7 3.34 3.82 0.200 11.6 0 cryst. 56
8 3 22 3.64 0.826 12.8 0 " i
9 3.48 3.90 0.374 14.2 0 " 58
0 3w D2 3.96 0.257 13.9 0 " 27
L 356 4.20 0.200 955 0 o 31

[

*

See 33 for a discussion of anisotropy of the chlorine atom

5% Some criteria for selecting among van der Waals potentials

' When considering which of many sets of potential functions found
in the literature is better for solving a particular inter-
molecular-interaction problem, one can be guided by the following
criteria:

1) The set of potentials is more reliable and versatile if a wide
experimental basis was used in the parameter-fitting procedure.
Each parameter of the potential curve is particularly sensitive to
certain properties.6 Thus, the equilibrium distances, r,, are
mainly determined by measured lattice constants; the potential
well depth, €, by heats of sublimation; and the steepness
parameter, A or n, bg vibrational frequencies and crystal
elasticity tensors.>2

2) If in the parameter-fitting procedure, the van der Waals
parameters represented only part of the total force field, the
latter including other adjustable parameters like electrostatic-
charge separation3?, hydrogen-bond parameterslg, intramolecular
angular or torsion parametersll, they cannot, generally, be used
separately afterwards because of the strong correlation between
various terms in the total energy expression.ll'

3) If experimental data for different temperatures were used as
observables and only potential energy was calculated, the averaged
. thermal effects would be incorporated into the derived potential
parameters. Such potential parameters cannot be used for
evaluation of various temperature effects.

. 4) It is evident that a reliable set of potential parameters must
' lead to a reasonable agreement of calculated molecular and crystal
properties with experimental data. These parameters must also be
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transferable from one compound to another, to the extent of the
validity of the approximations outlined in Section 3. However,
these are not the only requirements on the values of the empirical
bParameters; these values must fall in the ranges suggested by a
variety of experimental data. For example, it is well known that
in crystals, cohesive forces lead to a contraction of intermolecular
distances relative to their values in the gas phase.6 Therefore,
one can expect that the I, values in the potentials for "free"
atoms should exceed the mean distances between the nearest atoms
of adjacent molecules in crystals, rygy. Our calculations show
that this effect is of the order of magnitude of 5-15%.8/,31,43,49
Further, it is hardly possible that great positive work will be
done in packing the atoms into crystals; thus at the shortest
observed approach between atoms their interaction energy must be
close to zero.5® This means that 0 should be comparable to rygy-
One can easily see that many of the potentials listed in the

above Tables do not satisfy these simple criteria (typical ranges
of suggested van der Waals radii are given in the headings of

the Tables).

5) If the least-square procedure was used formally, great and
unpredictable differences may arise in the resulting sets of
parameters (cf. the 5b and 5c sets in Table 1). General physical
criteria, like those just described, should be used to select the
best set of potentials among those well satisfying the least-
squares test.28/,3

6) Recent analysis by White and Bovill59 of non-bonded functions
for hydrocarbons employed in molecular mechanics calculations
revealed that an acceptable choice of parameters for the H...H
function (and hence C...C as the two are highly correlated) is
restricted by the upper limits for the energy per H...H interaction
at 2.08 (1.5 kcal/mole) and for the modulus of its first derivative,
=(9¢/0r) -8 (8 kcal/mole &). These values are given in Table 2
for the several H...H functions.

As an example, let us use the above criteria to select from
Tables 1 and 2 asatisfactory set of potential parameters for
hydrocarbons. First, to be sure that the selected set of parameters
is consistent with the experimental data, at least for model
compounds, we should take both C...C and H...H functions from one
source. Having this in mind, we compare, successively, all the g
and r, values in Tables 1 and 2 with rgg and rgﬂ . Satisfying
both ry > rygy by 5-15% and ¢ = Toaw congitions, complemented
by the test of White and Bovill for H...H curves, are three sets
of hydrocarbon potentials: 1la, 3 and 6. Among these, for the
set 3, the steepness parameters for each of two potential curves
were fixed (the functions are of the 6-12 type) . The other two
sets are of the 6-exp type with three parameters, e, ry, and A,
for each curve fitted to experimental data. According to the
authors' reports, all these sets of parameters give reasonable
agreement of the calculated unit cell parameters and lattice
energies of model compounds with corresponding experimental
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quantities. However, set la satisfies, additionally, the elasti-
city moduli of model compounds extrapolated to absclute zero (to

obtain this set, all the data used as observables were extrapola-
ted to O K). We therefore select for hydrocarbons the la set as

satisfying all the above criteria.

6. Table of recommended potentials

In Table 6, A, B and o values are given for the above la set for
hydrocarbons, for several other like atoms, and for some "mixed"
interactions.

The N...N, 0...0, and Cl...Cl parameters in this table correspond
to the curves 10 of Table 3, 6 of Table 4 and 11 of Table 5.
Combining rules (4) and (5) and eq. (3) were used to obtain A, B,
‘and o values for unlike-atom pairs.

‘These potentials can be recommended for intermolecular energy
calculations for the following reasons. All of them were fitted
to crystal-structure and heat-of-sublimation data (plus elasticity
data for hydrocarbons), extrapolated, when possible, to absolute
‘zero. The zero-point vibrational corrections to the energy were
introduced when necessary. For nitrogen- and oxygen-containing
model compounds (CO,, and N,0O) the electrostatic part of the lat-
tice energy was calCulated separately using experimental molecular
‘multipole moments, so that there were no adjustable electrostatic
parameters in the force field. In other cases, the experimental
‘data were selected for crystals of "large" (polyatomic) electrical-
ly neutral molecules without permanent dipole moments. For such
crystals, the electrostatic part of the lattice energy was
estimated to be a much slower function of lattice parameters than
the van der Waals potentia16 and its contribution to the total
lattice energy to be small.6+31 In fact, the potentials fitted

to the structure and energy data for such crystals incorporate
some unknown but presumably small part due to electrostatic
effects. The smallness of this effect was confirmed by the
transferability of the potentials from model compounds to those
not involved in the parameter-fitting procedure. Such transfer-
ability was tested for all the potential functions listed in
Table 6 (see original papers and 32y . Thus, in all the above
cases the van der Waals parameters were independent, being the
only empirical parameters of the theory. Finally, these potential
 functions have been already successfully used for various

structure and energy calculations.®,31,18,16,62-65

Conclusions

Significant progress has been made recently in the determination
of the interaction energy between large and complicated molecules
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s 6
TABLE 6. Atom-atom potentials, ¢ = -A/r + B exp (-or)

&

a, B x 10", o,
Atom pair kcal/mole. RG kcal/mole £L
ene 421 7.16 3.68
H...H 29 0.49 4.29
055%0 259.4 770 4.18
N...N 259 4.20 3.78
od [T o] 2980 0.458 2.262
F...F60 148 4.20 4.15
S...s6l 2346 23.5 3.49
CaroH 118 1.86 3.04
0 o 339.4 T 3.91
O...H 88 1.95 4.23
Nizal 331.4 5.53 3.73
N...H 91 1.44 4.00
Cls .G 1055 1.67 2.94
B m s 322 0.456 3.07
0...N 262.9 5.79 3.97
SLE 847 9.94 3.54

by empirical methods. The AAP method has proved to be especially
helpful here. Many successful applications of the method have
been made. It has been used not only to calculate crystal and
molecular structure and properties, but also to gain insight into
adsorption phenomena occurring on the surface of solid566, to
obtain second virial coefficients for gases®>, and to calculate
properties of liquids.67

As well as other models of this kind, the atom-atom approximation
has its limits of applicability. These limits and the accuracy
of the AAP method are the subjects for future studies. In any
case, further development of the method and the refinement of the
above potential-energy functions require improved low temperature
crystal data, reliable molecular electron-density distributions
and well tested minimization methods.

Examples of the use of the AAP method for calculation of lattice
energies (including their electrostatic parts), equilibrium
crystal structures (with emphasis on the minimization problems),
various potential surfaces, effects of crystal field on molecular
conformations, extended defects in crystals, etc. will be given at
the working sessions.

The author is grateful to F.L. Hirshfeld and J. Sussman for
reading the manuscript and for valuable corrections.
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AR INITIO CALCULATIONS OF VAN DER WAALS INTERACTIONS BETWEEN MOLECULES.
AN INTRODUCTION

A. van der Avoird*

Summary

The problems arising in the practical calculation of Van der Waals in-
teractions between (small) molecules directly from their guantumtheo-
retical formulation are discussed and the methods for performing such
"ab initio" calculations are briefly described. Quantitative results
for some examples, to which the references are given in this introduc-
tion, will be presented at the summer school as an illustration. The
fapplication of the interaction potentials to the calculation of the
packing and lattice dynamics of molecular crystals is demonstrated.

'1. Introduction

As it was first demonstrated by Eisenschitz and London in their histor-
ical paper [1] , the Van der Waals interactions which determine the
packing in molecular crystals, but also many other microscopic and
macroscopic properties of molecular systems [ 2-4] , can be derived from
the time-independent (non-relativistic) Schrédinger equation. They
'showed this by making a perturbation expansion of this equation in the
operator V, where V is that part of the hamiltonian that describes the
| (electron-electron, electron-nuclear and nuclear-nuclear) interactions
between the molecules. Their formalism is valid for a wide range of
intermolecular distances since it includes the (Heitler-London) ex-
change interactions which yield chemical bonding, as well as the long
range Van der Waals attractions [ 5]. Also the repulsive exchange forces
'between closed shell molecules which lead, together with the attrac-
‘tive long range forces, to the occurrence of a Van der Waals minimum
lare described by this formalism [ 5] . In most of the subsequent work the
'short range forces related to the overlap between the molecular charge
‘clouds and the long range (electrostatic, induction and dispersion)
|forces are distinguished, mainly because in practice they had to be
‘obtained from separate calculations. This work and the underlying the-
lory is covered up to 1975 in several reviews [ 6-10].

2. Long range interactions
'The long range forces are obtained from the conventional Rayleigh-
|Schrddinger perturbation theory, which differs from the original for-

‘mulation by Eisenschitz and London by the assumption of non-overlapping

& Institute of Theoretical Chemistry, University of Nijmegen,
Toernooiveld, Nijmegen, The Netherlands
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molecular wave functions. The unperturbed wave functions for a system
of two molecules, A and B, can then be written as products of mole-
cular wave functions, A B , and the first and second order interack

o_¢

tion-energies are givenabg:
{27 A By AB| A B
aE*t = ¢ ¢0¢O[vf‘ | 65¢g (1)

and

A A
(2) I ¢o¢g|“ABi¢a¢g ) |2
AE = Z! (2)
a,b A B _A

B
EO+E0~Ea—Eb
when ER and Eg denote the molecular energi (for the ground states,

a=0 and b=0, and the excited states) and is the interaction
operator:

q.9.
R 3)

ieA jeB Tij

between all particles (electrons and nucleii) belonging to A and B
with charges g; and 94 s respectively.

Usually these formulas are further simplified by writing the multipole
expansion for

) SR (2. +2 3
PPL. 8 S e R (4)
Gl e a aB 2" B B
= Bth th (QA) (£BJ
wEere the £ ind i rank tensors M and M stand for the
2 A B —

2 -pole and 2 B—pole on A and B, respectivean R is the dista%c be-
tween the molecular centres and the (£4_ + KB) rank tensor T'“A "B
describes the dependence of the interactions between the multipoles
on the molecular orientations, £ and £ . The convention of summation
over repeated indices, o and B, has been used in this formula. The
multipole moments can be defined as spherical harmonics [11] or as
cartesian tensors:

Ry

- 7aq T e e (L) sesia oo i (1) (5)

1 2 )

with r, X, yorz in the local molecular systems of axes
k

The simplification consists of a separation of the matrix elements in
(1) and (2) into products of monomer matrix elements:

“p =L -1 (R 4)
A R SR

aB —A 981

(2,) (L)
B
x Coglm ® [0 Coglm, Al (6)
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and:
Rt e 5 R_RA_%_EB_EQ"Z T(R'A+E'B) @ oy T(zﬁﬂﬁ) TR
£A,£ af —A'=B’ “a'p’ 2A'-s
&, P
a'"B
(%) (2!) (2. ) (2L)
A A’ A A A’ .A B B’ | .B B B’ | ,B
oy Coplm, = o)) Co_[m , |45 (¢0|MB |¢b)<¢b]:~:8, log?
a,b ANS X B_ B
By = E, +Ej - E_ (7)

The first order energy (6) corresponds with the classical electrosta-
tic interaction between permanent multipole moments (dipole-dipole AR
dipole-quadrupole v R_4, etc.), which are now replaced by ground state
expectation values. The second order energy (7) can be split into three
terms (the prime indicates the exclusion of the ground state from the
summation):

. gl + §| + §| El ; (?a.)
(a=0) (b=0)

which represent: the interaction between the permanent multipoles on A
and the induced moments on B and vice-versa, and the dispersion inter-
action. The induction terms correspond with their classical equivalents
when the quantummechanical formula for the molecular polarizabilities:

) ()
A A A A A
Coplm, A o) 2o (M ™ [¢g)

El
a,b

ORDUNP
a

A
oo’ e~ R
a 0

(8)

(and the same for B) are substituted, the dispersion has no classical
counterpart. (1) (2)
The calculation of AE and AE , although it can be carried out
nowadays for not too large molecules A and B, is still not an easy job.
The first problem is the calculation of the molecular wave functions,

4% and ¢B. One can take Hartree-Fock-LCAO approximations to these (i.e.
Siater determinants composed of Molecular Orbitals which are Linear
Combinations of Atomic Orbitals), or even better ones going beyond the
independent particle (Hartree-Fock) model, for very small molecules.
The next problem, if one uses the formulas (1) and (2) for AE 1) ana
AE + is the accurate evaluation and handling of all the one - apnd
two - electron integrals occurring in the matrix elements over (398
This problem is avoided by using the multipole expansion formulas (6)
and (7), where only the molecular multiple moments and transition
moments have to be evaluated. One must not forget, however, that these
expansions (6) and (7) are in fact asymptotically divergent and that
they can only be used in practice for rather large distances. Especial-
ly the lower moments (dipole, quadrupole) are sometimes available from
experiment and the transition dipole moments can be evaluated from ex-
perimental oscillator strengths or refractive index data [9]. In most
cases the experimental information is not sufficient to calculate the
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interaction energies to the desired accuracy, however, and the data
which are required for the computation of (6) and (7) have to be ob-
tained from ab initio calculations as well. For a typical case such

as the C_H —CzH interaction the calculation of the monomer (Hartree-
Fock) wave func%ions in a sufficiently good basis of A.O.'s including
atomic polarization functions (or without the latter) takes 30 (6) min.
of CPU time, the computation of the interaction integrals takes 200
(45) min., while the calculation of the molecular (transition) moments
takes 5 (2) min. and their interactions up to all R~ terms inclusive
5 (1.5) min. These timings (on IBM 370-158) are given for the inter-
actions in one geometry of the dimer.

Another problem we have to deal with is the infinite summation in the
expressions (2), (7) and (8) for AE and o. The simplest solution

to this problem is to assume that the excitation energies occurring in
the denominators of (7) and (8) can be replaced by a single average
excitation energy, ﬁEi in expression (8) and - (AER +AEZ ) in expres-
sion (7). Then one can use the closure relation for the complete
set of molecular eigenstates and write, for (7) in the so-called
Unséld [ 12] approximation:

-0 =0'=2 —R'-2 (R 48) (L'+R")
(N A SATTRTUR A B A B A B -1
AE s §£ R T8 LA (BE_  + AE_ )
A'"B
farty
(2.) (&) (L) (0
A A Al .A A P A AN
X [(¢d|Mak Mu' .]¢0) _<¢O|Mu. |¢o) <¢O|MC¢‘ |¢0)]
R 2!)
(*B) ('B) B gl oy el g M)
B =
x [Cgglwg mp,  log? Coglm = 052 ¢Caglms,= 6501, (9)
and for (8):
(2., 20) (2.) (1) (2!) DL T~
ATRA A A SN A AT AT AT A’ A A A AN
Lo = 2088 ) [Caglm, T m T (o) = Coglmy T oleg 2 Cogm T o) ]

(10)

The only matrix elements which have to be calculated now are the ex-
pectation values of the moment operators over the molecular ground
state wave functions. If all the components of the polarizabilities
(10) are available from experiment (which is mostly not the case), one
can even avoid this calculation by substituting (10) into (9). For the
average excitation energy one usually takes some empirical value, for
instance the molecular ionization energy, I, which leads to the well-
known approximate London formula for the (orientationally averaged) in
duced dipole-induced dipole dispersion energy:

3 6 1 (1) (e l)

N e =
AE ks (IA + IB) LIz 9 Og (11)

Although this procedure yields a rather good R-6 dispersion energy for
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1o hydrogen atoms (92% of the exact result), the results are much more
cong (typically by a factor of 2 to 3) for larger systems. This is
tinly due to the empirical approximation AE_ = I, however, and the

se of theoretical procedures [13,14] to est?mate AE values which are
»pendent on the multipole operators, £ and %!, andavtheir components,
‘and a',gives good results for AE 5. A great practical advantage

: this non-empirical Unsdld procedure [ 13,14] is that it can be used

1 ab initio calculations with much smaller A.0. basis sets, since only
1e ground state wave functions, ¢g and ¢0, need to be described by the
\ses.,

1e Unsdld approximation which replaces the infinite sums over transi-
.on moments in (7) and (8) by a single term, is a simple example of
>plying the so-called sum rules [ 15]. If ﬁEaV would be taken-as the
»west molecular excitation energy, the expression (9) can be proved

> be smaller (more negative) than the exact expression (7). More so-
1isticated application of the sum rules can yield finite expressions
r AE and o which are upper and lower bounds [ 16,17] to the infi-
.te summations (7) and (8).a similar way of approximating these in-
nite sums is to use Kirkwood type [ 18] approximations to the first
‘der perturbed wave function, which in combination with the Hylleraas
iriation principle [15,19] , yield approximate second order energies

id polarizabilities [20]. In its simplest form this procedure is
uivalent to the Unsdld approximation, formulas ‘(9) and (10), with
;plicit variational expressions for the parameter AE__ .

1e most direct way to calculate (7) and (8) is to repYace the infinite
ms by finite summations over "effective excited states" [13,21,22].
ilese have no relation with the spectroscopical excited states of the
'lecules; they are only meant to satisfy the mathematical complete-
:5s relations. The Hylleraas variation princ1§le shows that these
nite sums form upper bounds to the exact 3oL (7) and lower bounds

) 0. (8), which can be used to optimize the wave functions of these
:£fective excited states". These "sum over states" methods have also
:en applied [ 13,23,24] to calculate AE (2)yi thout inveoking the multi-
yle expansion, using formula (2), which has the advantage that the
'sults are valid for somewhat shorter distances.

ing such procedures the long range interactions between small mole-
les, up to the size of pyrazine [ 14] , have been calculated. Parti-
larly interesting is the orientational dependence of this interac-
on energy which can be probed sensitively by beam experiments

5] and by spectroscopic studies of Van der Waals molecules [ 26,27] .

. molecular crystals this orientational dependence leads to the oc-
rrence of librational phonon modes and to the possibility of orien-
tlonal order-disorder phase transitions [ 28] . Theoretically it can be
‘eated most elegantly [ 22,29,30] by using spherical tensor operators
r the multipole moments, instead of the cartesian tensors defined in
), and applying irreducible tensor formalisms [ 31].

Short range interactions

en the molecular charge clouds overlap new interaction mechanisms
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arise which are essentially of two types. The first mechanism is caused
by the penetration of the electronic charge distributions which leads
to classical electrostatic forces even between neutral non-polar
systems such as rare gas atoms. In general these electrostatic forces,
which are not accounted for by the multipole expansion are attractive,
since the electron-nuclear attraction, due to the incomplete screening
of the nucleii with respect to the electrons,dominates. These electro-
static forces also polarize the charge clouds, which leads to extra
induction forces in addition to those caused by the molecular multi-
pole moments, and they modify the dispersion energy, too.

The second mechanism which is effective in the overlap region is the
intermolecular exchange. The electrons being indistinguishable fermions
the total electronic wave function must be antisymmetric with respect
to all electron permutations, including those which interchange elec-
trons from different molecules. For closed shell molecules this leads
to a decrease in electron density in the overlap region which causes a
repulsive intermolecular force (Pauli repulsion). This exchange re-
pulsion in turn leads to polarization of the molecular charge distri-
butions, giving rise to exchange-induction and exchange-dispersion
forces.

The two short range mechanisms, penetration and exchange, both depend
on the overlap between the molecular wave functions and the resulting
forces depend exponentially én the intermolecular distance. The ex- |
change interactions are larger than the penetration effects, typically
by a factor of 5 to 10 [21,32], so that the total short range force i
between closed shell molecules is repulsive.

In the short range, where these effects dominate the long range inter-
actions, the interaction energy is usually calculated from a "super-
molecule" treatment. This implies that the methods which are normally
used for molecules, are now applied to the calculation of the total
energy of the interacting system. The interaction energy is obtained
by subtraction of the separate monomer energies and, possibly, since
the monomers are described by limited basis sets, correction for the
so-called basis set superposition error [ 24,33,34] . This supermolecule
treatment can be performed at different levels of accuracy, using the '
(Hartree-Fock) independent particle model or extensions of this model
(e.g. Configuration Interaction). Although the accuracy of the results
will differ, the short range interactions will be given by all these
treatments, since the usual molecular (ab initio) methods take into
account the overlap between the basis orbitals and use correctly anti-
symmetrized electronic wave functions.

4. Intermediate region; the Van der Waals minimum

This region is defined as the range of distances where the long range
and short range interactions have comparable magnitudes. For closed
shell molecules where the short range (mainly exchange) forces are re-
pulsive and the long range interactions are mostly attractive, a Van
der Waals minimum occurs. Unfortunately, since most physical proper-
ties of molecular systems are determined by the interactions in this

e e v s B el



189

region, the calculations are the most difficult here. The long range
theory is not valid since it neglects exchange,and the multipole ex-
pansion for the interaction operator V, even if it seems to converge,
will not agree with the results for the exact V, since it neglects
penetration effects. The supermolecule treatment of the short range
cannot be applied in a straightforward manner because the interaction
snergy is only a very small fraction of the total energy (typically
10_5, while the chemical binding energy which is a few hundred times
larger is already very hard to obtain with some accuracy). Moreover,
if we carry out the supermolecule calculation at the Hartree-Fock
level, the dispersion interaction will not be found at all. This in-
teraction originates namely from the correlation between the electronic
motions on the different molecules (intermolecular correlation)which is
not accounted for by the independent particle model. The usual way of
correcting the Hartree-Fock results in molecules by Configuration
Interaction will not give a dispersion attraction either, if one takes
no special precautions, since all the effort of improving the wave
functions will go into the energy lowering related with the intra-
molecular electronic correlation(which is about 100 times larger than
the intermolecular correlation energy at the Van der Waals minimum).
Considering these problems two ways of treating the intermediate
region suggest themselves and they have actually been worked out in
nethods which are applicable to (small) molecules. The first group of
methods, following the original formalism by Eisenschitz and London

[ 1] or similar derivations, adapt the long range perturbation theory
to the overlap region by antisymmetrizing the unperturbed product wave
functions ¢A¢ and/or the perturbation corrections to these. They have
to cope with %he problem that these antisymmetrized products are no
longer eigenfunctions of the unperturbed hamiltonian, B® + HB. More-
over, the originally complete set of products of molecular wave func-
tions becomes linearly dependent (overcomplete) by the antisymmetri-
zation and, therefore, the perturbation expansion becomes non-unique.
These methods which are reviewed in refs. [ 35,36] , are called exchange
perturbation theories or, more generally, symmetry adapted pertur-
bation theories.

The second group of methods are essentially (variational) supermole-
cule treatments which are adapted to the problem of intermolecular
forces by separating the intermolecular effects from the intramole-
cular ones. One can achieve this by using basis functions which are
localized as much as possible on the monomers and ensuring that the
orbital bases and the configuration wave functions are chosen such
that all the relevant interactions are correctly described [37,38] . An
example of the latter type is the Multistructure Valence Bond method
employed by us [ 39-41] , which is nothing but a variational expansion
of the total wave function in terms of antisymmetrized products,

A ¢2¢ﬁ , with optimized wave functions ¢2 and ¢§ for the molecular

"effective excited states".

As one can write general perturbation expansions of variational schemes
when certain interaction terms in the total hamiltonian are small [ 41],
there is in fact a great similarity between the two types of methods.
Both are using the exact interaction operator V, avoiding the multi-
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Table
Results for the C2H4 crystal, symmetry P21/n (2=2).
: a) theoretical ’
experiment &) a)
ab initio empirical
al[A] 4.626 4.730 4.726
unit b [A ] 6.620 6.205 6.435
cell «c[A] 4.067 4.005 4.135
B [ degrees] 94.4 88.5 94.0
E [ degrees] -27.0 -31.7 -27.0
n [ degrees] -14.6 -9.3 -11.7
¢ [ degrees] -34.3 -31.3 -31.8
short range - - 4.84 - 3.08
cohesion dispersion - 8.89 6.58
energy electrostatic - 1.41 0.42
[ kecal/ total 4.7 5.46 3.92
mole]
=3 5(1.07} 63{1.07) Ai
IR m[cm_lle 73(1.05) 94(1.07) 75(1.07) e
110(1'06) 126(1'07) 113(1'07J Bu
3(1.22) 50(1.21) 38(1.22] Bg
0(1.20} 80{1.19) 79(1.21} Ag
Raman uicm_l]e 97(1'24) 105(1'20} 90(1'18) Ag
114(1.20) 15_’,(1.17} 131(1.18) Bg
7(1.36) 196(1-41) 163(1.401 Ag
1?7(1'31) 249(1'41) 170(1'41) Bg

a) Structure (at 85°, K) from [ 62], cohesion energy from [ 63] corrected
for the zero-point v1brat10nalgnergy, IR frequencies (at 20° K) from
[ 64] , Raman frequencies (at 30 K) from [65].

b) Harmonic calculation [ 61] at the theoretical equilibrium geometry
with an atom-atom potential of the type.

= - > + - +
vij A rij B exp(-Cr, 3} qlq] i3

c) Parameters from best fit to the ab initio pgtentla} [61] :
A, = 876 Ay, = 132 Agy = 20 keal A" mole
Ro 2rile B o=65/E B 1500 kcal mole™!

CH HH =5
gh=a a6 e 3248 Cc L= 3.0 A
(& CH HH - s
gc = -0.5274, a9y +0.2637 (charges shifted from the nucleii)
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| d) Empirical parameters from Williams [ 66] 6 i
40.15 kcal A~ mole

A = 449.3 A = 134.3 A =
BoC = 71461  BO = 14316 BT = 2868 kcgl mole™l
C = 3.60 @ = 3.67 C =3.74 A
CC=_0 24 CH & fLaas HH
qC . [ qH .
' e) In parentheses, the isotopic ratio: mC2H4/mC2D4

|pole expansion; in the long range limit the results are found to con-
'verge again to the R expansion results.

5. Results; application to molecular crystals

The problems we have discussed and the methods developed to solve them
are illustrated by actual quantitative calculations of the interac-
tions between (small) molecules [ 20,24,42-60] . In our group we have
looked at the convergence of the multipole expansions of the first and
second order interaction energies [ 13,22,30,41] , at the importance of
exchange and penetration effects in the intermediate region [13,21,41],
‘the calculation of short range exchange forces [ 32,39-41], the orien-
‘tational dependence of the interaction energy [ 22,29,30] and the accu-
‘racy of theoretical (and the usual semi-empirical.) Unsdld approxima-
tions [13,14] . The ab initio calculated long range interactions have
been used, for ethylene and pyrazine, to study the importance of the
different contributions to the cohesion energy of molecular crystals
[14] ; the ab initio results for the intermediate and long range Van der
‘Waals interaction potential have been applied to perform a completely
non-empirical calculation of the packing and the lattice dynamics of
‘the C_H, crystal [61] . The results of the latter calculation are summa-
rized in the following table (next page).

We observe that the structure and the phonon frequencies are in reason-
‘able agreement with experiment [ 62-65] , although the results with the
best empirical atom-atom potentials [ 66] are still somewhat better. We
must realize, however, that the same type of data as calculated here,
‘have been used in parametrizing the empirical atom-atom potentials,
while the ab initio atom-atom potential contains no empirically ad-
‘Justed parameters. Therefore, the crystal results are satisfactory and
they form a confirmation of the accuracy reached in the ab initio
calculations.

Comparing the distance and orientational dependence of our

C, H,-C H, potential with the (empirical) atom-atom potential model, we
have concluded [ 61] that the ab initio results for the main part justi-
fy this model. The most striking difference with the empirical atom-
atom potentials [ 66,67] has been found in the electrostatic (point
5charge) interactions, which should be larger, according to our calcu-
‘lations. Looking more closely at the ab initio potentials, one ob-
serves clearly some deviations from the (central) atom-atom potential
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which are caused by the effects of the chemical bonding in the C2H4
molecules on the intermolecular interactions. For instance, the

short range repulsion between carbon atoms has a relatively long range
(small exponent) in the m-direction, indicating the relative diffuse-
ness of the m-clouds. The latter observation is in agreement with the
experimental data for m-stacked graphite layers [68] in comparison
with other hydrocarbons [ 67] which are packed in different manners in
the crystals.
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THE LATTICE DYNAMICS OF MOLECULAR CRYSTALS

*
G.A. Mackenzie

| Summary

The method of calculating the lattice dynamics of molecular
crystals in the rigid molecule approximation is outlined.
Extensions of the model to include non-rigid and polarisab-
le molecules are discussed. Applications of the model and
recent experimental results are reviewed with particular
emphasis on neutron coherent inelastic scattering measure-
ments.

Introduction

The lattice dynamics of crystals in which the basic struc-
tural units are individual atoms is a well developed field
in physics. The standard text on the subject is that of
|Born and Huang (1) and there are several good reviews in
the literature e.g. Cochran (2) and Cochran and Cowley (3).
In the so-called Born-von Karman formalism the procedure is
to assign three positional degrees of freedom to each of
the N atoms in the primitive unit cell, set up the equations
of motion and solve them to obtain the 3N sets of frequen-
cies and eigenvectors for each value of the phonon wavevec-
tor within the first Brillouin zone. The curves which
result from plotting the frequencies as functions of wave-
vector are the dispersion curves of which there are, in
general, 3N branches.

This type of treatment is less appropriate for crystals in
which the basic structural units are tightly bound mole-
cules with relatively weak intermolecular binding. The
motion of molecules as individual units is a distinguishing
feature of molecular crystals and arises from the fact that
the forces between molecules are much weaker than those
between atoms within the same molecule. The normal modes of
the system may be divided into two types: internal modes
‘and external modes. The internal modes are those in which
the atoms within each molecule move with respect to each
‘'other while the molecular centre of mass remains fixed. The
external modes are those in which the molecules vibrate as
whole units about their equilibrium positions. The motion
is both translational and rotational. The applicability of

*Department of Physics, University of Edinburgh, Scotland
and Physics Department, Risg National Laboratory, Denmark
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this separation into external and internal modes depends on
the relative strengths of the two types of forces and may

be judged by investigating the vibrational spectra of the
system. In many cases there is a clear distinction between
the two types of mode with a large frequency gap between

the two regimes. The external modes lie typically between

0 and 3 THz with frequencies strongly dependent on the wave-
vector g. The internal modes normally have frequencies above
5 THz which are only slightly shifted from the free state
values with very weak g dependence.

In the rigid molecule approximation the separation between
internal and external modes is assumed to be complete. Only
the molecular translational and rotational degrees of free-
dom enter into the calculation allowing a great simplifica-
tion of the problem. The effects of non rigidity can be
investigated at a later stage by reintroducing the internal
degrees of freedom. It has been found that even for quite
non-rigid molecules like naphthalene the effect on the
frequencies is only about 10% at most. The approximation of
rigid molecules is therefore quite good.

The theoretical developments in molecular dynamics have been
reviewed by Venkataraman and Sahni (4) and Schnepp and
Jacobi (5). The first complete lattice dynamical treatment
of a molecular crystal was done by Cochran and Pawley (6)
for hexamethylenetetramine (HMT). This substance is of suf-
ficiently high symmetry that the force constants can be
treated as individual model parameters which are adjusted
to fit the experimental measurements. In most cases however
the symmetry of molecular crystals is so low that the
number of independent parameters becomes very large. The
method adopted has been to use atom-atom pair potential
functions from which all the required force constants can
be derived. Pawley (7) presented the first complete treat-
ment of this kind in his model of the lattice dynamics of
naphthalene and anthracene. The formalism is outlined in
the next section.

The rigid molecule model

(i) Basic equations

The formalism of the rigid molecule model for lattice dyna-|
mics has been described in great detail elsewhere (4,8) and
only a brief outline is given here. The treatment follows
Pawley (8) and is essentially classical. In the quantum
mechanical treatment the displacements of the atoms are
expressed in terms of creation and annihilation operators
which act on simple harmonic oscillator functions. Here it
is adequate to note that the energy is quantised, the
quantum of vibrational energy being called the phonon. The
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term libration is often used to describe a molecular lattice
vibration which involves molecular rotation, with a corres-
ponding quantum the "libron". In this work the terms libra-
tional and rotational are, in general synonymous.

Within the harmonic approximation the potential energy of
the crystal can be written
2
d d’¢
b= + 7 =L ——u (k) +%5] ]
o Uki dul{Rk) 1 gki £'k'3 dui(Rk) uj(i'k')

ui{Rk)uj{ﬂ'k‘)

(1)
where u, (Lk) is the ith component of the displacement of
the kth'molecule in the 2&th unit cell, and the differen-
tials are evaluated at equilibrium. The displacement u is a
six dimensional vector of which the first three components
represent translations and the last three represent rota-
tions. It should be noted that the translations form a
polar vector while the rotations form an axial vector. This
difference gives rise to different transformation proper-
ties. The first term of the expansion, ¢,, is the arbitrary
zero point of potential which can be chosen to be zero
while the linear term involving $ must be zero since the
equilibrium position is defined as the minimum of ¢. The
only non-zero term is therefore the quadratic term.

The equations of motion for the molecule (k) are:

. = LS 1 1 ] 1
m, ; (2k) %‘kqu;ij(zk,z k') uj(i k') (2)
S e s
HESLOR0 o (U T du, (K du (1K) (3)

and m, is the molecular mass for i = 1,2,3 and the moment
of in&rtia about the principal axes for i = 4,5,6. The
displacements u(fk) are expressed in the principal inertial
axes coordinate system of the molecule (fk) so that care
must be taken in evaluating the differentials. A travelling
wave

u(2k) = U(kg) exp(i(g.r(k)-w(q)t) (4)

can be substituted to obtain

w?(q) (/MU (kg)) = §  (/m.Us(k'g)) M, (kk'g) (5)
The matrix M is the mass reduced dynamical matrix whose
elements are given by:

e
M. =] —=d—(ak,2'k") exp ig.(r(2'k')-r(%k)) (6)
J L' vm.m. 7

1]
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The eigenvalues of M are the squared frequencies of the
phonons, w“(g), and the matrix which diagonalises M is the
matrix of phonon eigenvectors. The problem of obtaining the
phonon frequencies and eigenvectors then consists of con-
structing M and diagonalising it.

(ii) The force constant tensors

For highly symmetriccrystals like HMT the number of indepen-
dent elements in the force constant tensors ¢;. is suffici-
ently small that they can be treated as variaéie parameters
(6) . For more typical molecular crystals of low symmetry
the number of independent terms is very large. This is
overcome by using an expression for the intermolecular
potential from which the force constant tensors may be
derived. The crystal potential is assumed to be a sum of
pairwise interactions between molecules,

gl Vo (7)
mn

A second pair central force assumption on a more detailed
level is then applied to an,

Mo =

o §4Vig(Fig) (8)
where r.. is the separation between atom i in molecule m
and atom”j in molecule n. The individual Vi contain a
small number of parameters depending on thaJchemical nature
of the atoms represented by i and j. A commonly used form
for V.. is the Buckingham or '6-exp' potential which was

origi%ally used for molecular crystals by Kitaigorodskii

(10),
By
vij - _;E + B, exp(-a, rij) (9)
ij
The constants » By and a; depend on the chemical nature

of the atoms i and J. For a system with only one type of
atom such as orthorhombic sulphur (10) only three para-
meters are involved. For a hydrocarbon such as naphthalene,
ClgH , we must consider C-C, H-H and C-H pairs so there is
a ogal of nine parameters.

The force constant tensor for the interaction between the
two molecules labelled O and N can then be written

¢(0,N) = Eg‘oi'Nj) (10)

where i and j range over the atoms in O and N respectively.
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'he problem then reduces to finding the 6x6 tensors

(OerJ) .

1ince_ghe Van der Waals attractive potential represented by
he r term is of relatively short range it is not neces-
.ary to calculate beyond a certain limiting value of rj,
'igure 1. It has been found that an upper limit of 5.5 A
rives sufficient accuracy in the calculated frequencies for
the case of naphthalene. This limitation of the number of
.tom-atom contacts is of course of great importance in the
‘'eduction of computation time.

"ig. 1. The atom-atom interactions in a diatomic molecular
rystal showing the limiting interaction radius

'he contributions to the potential energy from interactions
f greater than the limiting range are taken into account
)y replacing the summation with an integral, assuming a
iomogeneous atomic density.

[t should be noted that when there are Coulombic inter-
i.ctions in the system it is necessary to use the lattice
sum technique of Ewald (1).

'he atom-atom force constant tensors are formed from the
"irst and second derivatives of the potential Vij with
espect to the interatomic separation r;s. These differen-
-ials are easily obtained from the analygical expression
‘or the potential (equation 9) and can be programmed
lirectly in analytical form. This results in a saving in
omputation time and a gain in accuracy over a procedure
n which the differentials are calculated numerically. The

nmalytical formulation is also advantageous if a model
“itting procedure is to be incorporated in the program.
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Equilibrium

The formulation of the lattice dynamics is based on the
assumption that the system is in equilibrium. For an arbi-
trary set of force constants however there is no guarantee
that this is the case. There may be forces and torques act-
ing on the molecule. For some cases the symmetry of the
system is sufficient to ensure that equilibrium exists but
for naphthalene for example while there can be no net force
acting on the molecule there may be a net torque. To make
equilibrium certain either the force constants must be
altered or the crystal structure relaxed slightly. In the
lattice dynamics program CRASH based on the formulation
outlined here (8) there is the facility for minimising the
potential with respect to the unit cell parameters and the
molecular positional parameters. For naphthalene (4) the
shifts on the molecular orientations necessary to reach
equilibrium turned out to be of the same order as the
standard deviations from a structure analysis. Ideally the
potential model should be able to reproduce both the static
and the dynamic properties of the system. In the work on
orthorhombic sulphur (10) for example the model fitting
procedure was designed so that the potential parameters
were constrained to produce the experimentally observed
crystal structure and the sublimation energy.

Experimental techniques

By far the best experimental technique for investigating the
lattice dynamics of crystals is the coherent inelastic
scattering of thermal neutrons (3). This method requires
relatively large (several cm’) single crystals and in addi-
tion all hydrogen must be replaced by deuterium to avoid
incoherent scattering which gives rise to a very high back-
ground intensity. Because of the complexity of the disper-
sion curve systems and the difficulty in obtaining suitable
single crystal specimens, the number of molecular crystals
which have been thoroughly investigated remains quite small.
A review of experimental developments up to 1976 has been
given by Dolling (9).

The great advantage of coherent inelastic neutron scattering
is that the phonon dispersion curves can be measured at all
values of the wavevector g. This contrasts with optical
measurements, Raman and Brillouin scattering and infrared
absorption, which are limited to the region of very small q,
effectively g = 0, because of the great difference between
the wavelengths of the probe radiation and the crystal
excitations. Neutrons are unique in that both the wavelength
and the energy are matched to those of the crystal excita-
tions.
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In coherent inelastic neutron scattering, normally using
hydrogenous samples, can provide a measure of the density
of vibrational states of the system. However quantitative
interpretation of the data is difficult and the technique
is of little use in the fitting of lattice dynamical models
(11) .

The interpretation of coherent inelastic neutron scattering
measurements can be quite a considerable task, particularly
for complicated molecular crystals with many dispersion
branches. A great aid, both in the planning and in the
interpretation of the measurements, is a calculation of the
expected scattering intensity for the diffirent branches at
particular points in reciprocal space. The separation
between branches is frequently much less than the resolu-
tion of the measurement and it is fortunate that it is
possible to find regions in reciprocal space where certain
modes scatter strongly while others scatter very weakly.
The scattering intensity at any point in reciprocal space
depends mainly on the eigenvector of the mode, or in other
words the pattern of atomic displacements. It has been
found that the eigenvectors are normally relatively insen-
sitive to the details of the crystal model used and it
follows that the calculated scattering intensity is not
strongly model dependent. This means that it is possible to
use a rather rough model which gives poor results for the
frequencies but nevertheless predicts the scattering inten-
sity reliably. The calculations allow the particular modes
to be measured. The model can then be refined to improve

the correspondence between observed and calculated frequen-
cies enabling further interpretation of the measurements.

A subroutine for the calculation of the neutron scattering
intensity is included in the computer program CRASH, written
by Pawley and based on the formalism outlined here (8).

Extended models

(i) Deformable molecules

The validity of the rigid molecule approximation was tested
by Pawley and Cyvin (12) who performed dynamical calcula-
tions for naphthalene which took into account the non-
rigidity of the molecule. The forces between atoms within
the molecule were independently obtained by fitting the gas-
phase internal mode frequencies. This force field was then
combined with the non bonded interactions and the resulting
large dynamical matrix was solved to give the frequencies

of all the modes in the system. The results showed that

some of the external mode frequencies are shifted substan-
tially from the rigid molecule values, in some cases by as
much as 0.25 THz which is considerably larger than the
typical uncertainty in a neutron scattering experiment. Con-
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sequently account must be taken of this effect if a rigid
molecule model is to be used to fit measured frequencies.
In most cases the effect of non-rigidity is to decrease the
external mode frequencies by varying amounts depending on
the mode eigenvector. Since the eigenvectors are generally
quite insensitive to the details of the potential model the
shifts in the modes should also be insensitive. Model fit-
ting can therefore take the following form.

(a) All the measured frequencies are increased by the amount
suggested by the calculation.

(b) These modified frequencies are used for the fitting of
a rigid-molecule model.

(c) The best rigid-molecule model is then combined with the
internal molecular force field and the new mode frequencies
are compared with the unmodified experimental frequencies.
(d) If the result of (c) is significantly different from
(a) a further iteration is done.

This procedure should then yield intermolecular potentials
which can be applied to other structures.

(ii) Shell model

In the studies of ionic crystals such as the alkali halides
it was first assumed that the ions move as rigid units. The
work of Woods et al (1l3) showed that there were considerable
defects in the theory based on this assumption when the
results were compared with neutron scattering measurements.
The theory was improved by introducing polarisable ions
which could develop dipole moments as a result of the dis-
placements involved in the lattice vibrations. The model
was called the "shell model" because the ions could be
considered as composed of cores and electronic shells which
could move with respect to each other to produce the di-
poles.

A similar model for molecular crystals has recently been
developed (14) and further extended (15) to include fixed
molecular multipole moments. The molecules can be considered
as an array of atomic cores and shells and the displacements
are assumed to occur in such a way that the core framework
and the shell framework each move as rigid units. As in the
ionic case an isotropic force constant is assumed between
cores and shells and when there is relative movement of the
two arrays dipole moments are formed at the atomic sites.

The model has been applied with some success to orthorhombic
sulphur (16) and work is proceeding on applying it to the
smaller molecules DCN,OCS, BrCN, ICN, I, and Nj.

Applications

The eventual aim of calculations and measurements of the
lattice dynamics of molecular crystals is to understand the
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intermolecular forces. A good model of the interactions
should be able to reproduce both the observed structure and
the vibrational frequencies as functions of temperature and
pressure. There is great interest in finding a universal
potential for the aromatic hydrocarbons, benzene, naphtha-
lene, anthracene, pyrene etc., and there have been attempts
to produce potentials which can be applied over a wide range
of these materials (17). The amount of data with which to
compare the calculations is relatively small however and
 often limited to room temperature structure and optical
spectroscopy measurements. As mentioned already the main
factor preventing more extensive experimental study by
neutron spectroscopy is the lack of suitable single crystal
samples. Of the aromatics only naphthalene has been studied
thoroughly by neutron spectroscopy. Measurements of the
e§ternal mode dispersion curves for wavevectors along the
b direction were made at Risg (18) using a 1 g crystal,
Figure 2. The measurements were fitted using the rigid
molecule model with allowance made for deformable molecules.
The set of dispersion curves for the best model are shown
in Figure 3.
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Figure 2. Observed fregquencies Figure 3. The dispersion

for naphthalene-d,. The solid curves corresponding to the
lines are guides to the eye. best model obtained by fit-
The dotted curves were unob-= ting the frequencies shown
servable in Figure 2

Recently measurements have been made at the high flux reac-
tor at ILL, Grenoble, using a 5 g crystal. The great gain
intensity has enabled the dispersion curves to be measured
along all crystal directions with great accuracy at tempe-
ratures of 100 K (19) and 5 K (20) . Measurements at pres-
sures up to 3 kbar at 5 K are planned in the near future.
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These very extensive measurements will allow detailed com-
parison between calculation and experiment and should show
the inadequacies in the present simple model based on the
"6-exp" potential.

Conclusions

The rigid molecule model for the lattice dynamics of mole-
cular crystals has been found very useful in calculating
statis and dynamic properties. In order to progress to more
sophisticated models however it is necessary to show that
the present model is inadequate and this requires extensive
experimental measurements of crystal structures and phonon
dispersion curves as functions of temperature and pressure.
We have now reached this stage with one molecular crystal,
naphthalene, and it is to be hoped that we will obtain
results from other similar systems in the next few years.
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. MICROPROCESSORS AND MICROCOMPUTERS
*
. G. C., Bassi

Summary

A review of microprocessors and microcomputers is given, together with
applications and possible applications in crystallography. The range of

~ power of the present microprocessors does only allow calculation of
smaller crystallographic problems. The most important impact of the
microprocessor will be in the field of instrumentation.

Introduction

Microprocessors. are not yet widely used in crystallographic computing.
The application of such devices is usually considered as more convenient
for automation where speed and overall throughput are needed than for
scientific computing. More and more the preference is given in crys-
tallography to specialised systems designed for large scale computers or
adapted to the late generation of mega-mini computers.

Nevertheless it is possible that the influence of microprocessors will
increase during the next several years, as a conseqguence of the per-
formance that has almost doubled each year.

The versatility of microcomputers and associated family of chips is the
starting point of more systems, not always designed for automation, but
sometimes available as stand-alone general purpose computers, thus

called microcomputers. Where lies the limit between mini and micro-
computers? The current internal speed of microprocessors has increased by
a factor of 10 or more in five years, and minis are available with much
more computation power than previously.

In 1976, Parasuraman (1) gave a clear definition based on current memory

cycle time:

- A minicomputer is limited by memory cycle time. The Central Processing
Unit is about five times faster than its associated memory.

- A microprocessor is limited by CPU execution time. The CPU is five
times slower than memory.

This latter assertion appears not so clearly true in 1978. Some manu-
facturers have now designed microprocessors with cycle time increased by
a factor of five, and some new series of compatible chips are allowing
the design of powerful microcomputers with throughputs of the same
order of magnitude than some minicomputer's.

*
Centre d'Etudes Nucléaires de Grenoble, DRF/CPN, 85 x - 38041 Grenoble

Cédex, France
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Another criterion could be the number of chips necessary for the CPU de-
sign, including the generation of memory and external control busses: a
mini-computer central unit is often made of more than 100 chips, inclu-
ding the read-only memories (ROM) for microprogramming; a microprecesso:
and its associated chips should not extend over 20 pieces, and we may
even find cases with only one chip.

These criterions appear as rather arbitrary, and in all cases closely ac
apted to the technical evolution of the moment. The definition that we
will use will be that, in one integrated chip, we might find at least
CPU registers, arithmetic and logical unit (ALU) and signals that can be
used for the generation of a data bus and of an address bus.

4 -8 - 12 - 16 - bit: families of microprocessors

The family of microprocessors offers a wide range of possibilities, depe
ding not only on the speed or the integration level, but also on the
rumber of bits handled by the ALU and registers.

At the lower end we find the 4 - bit chip family intended to be used in

low cost applications such as microwave ovens, high fidelity turntables,
non-vidos games, etc.. The price of 4 - bit chips is typically less than
$ 3. The internal logic is simple but does not allow for external memory,
nor handle many I/O signals. The most widely used units are Texas Instru
ments Inc's 1000 (microprogrammable), National Semiconductor Corp's COPS
family, General Instrument Corp's 1644, Intel's 4004 and 4040 and Rock-

well Microelectronic Group's PPS 4 family.

Now comsider the 8- bit family. The number of such devices is very

large and we will distinguish two classes: control units and data pro-—
cessing units. Control units are mainly used for industrial applications
instrumentation and machine control. They are often designed as single
chips including small Random Access Memories (RAM) and ROM: this is the
case of Intel's 8048 and 8085, Zilog Z-8, Rockwell's PPS 4/1 (first
single-chip processor to be used in stand-alone mode) , and others. The

8 - bit chips for data processing are designed as multi-chips systems
allowing the assembly of self-consistent hardware systems from two to mo
than twelve chips. The trend is to a larger integration so that the
overall power is increasing with the decreasing number of necessary com-
ponents. A typical two-chip system is Morotola's 6802/6846, which allo
direct connection to a 6800 bus; another is Signetics 2650a/2656, that
permits direct linking to memory and I1/0 packages. Among the multi-chips
systems we find the popular series: Intel's 8080 and 8085 families, Zilo
Z-80, Morotola 6800 and many others. These families often include soft-
ware compatible systems, with increasing degrees of integration includin
sometimes the clock generator. This leads to 3, 4 and even 5 MHz version
of the same basic unit.

The typical applications are real-time industrial or process control,
intelligent terminals, etc.. The memory capacity is 32 or 64K byte,

T ——— e
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jhereas the one-chip versions do not include much more than 128 byte of
M and 2 Kbyte of ROM.

in the 12 - bit family, we find a typical example with the Intersil's
'M6100 family, designed to emulate the PDP B/E instruction set (2). This
.s a particular approach to the problem of software compatibility so that
1sers of PDP8 may find a low-cost computer with very efficient and well
inown software.

'he 16 - bit family is a decisive step toward increased performance.
lational Semiconductor produced the first 16 - bit microprocessor: the
sne-chip PACE. Other early available 16 - bit are Texas Instrument 's
"MS 9900, General Instrument 's CP1600. More recently other firms have
rade some announcements: Intel (8086) (4), Motorola (6809), and Zilog
(28000) . The application range tends now to cover scientific computing,
?eal-time data processing, and other fields up to now covered by mini-
:omputers. The memory capacity will be larger than 64 Kbyte and the
-hroughput will lie in the 10 MHz region (5 MHz for the faster 8 - bit
=hipis (3.

fention must be made of bit-sliced systems to complete this brief review
>f microprocessors.A bit-slice processor is not a full processor, but
only a part of it. The width of the slice is typically 2 or 4 bits, and
-he number of functions in the ALU remains under 20. The cycle time
-anges from 100 ns to 1 microsecond. These chips are designed mainly to
>rovide fast and powerful components in process-control design and high-
speed controllers for minicomputers 4).

\lternative use of microprocessors: single board computers and micro-
omputers

3uilding a computer with chips is not easy for everyone, even living
vithin an highly technical environment. With such a wide variety of

hips available, it would seem to be very simple to construct ones own
~omputers. However despite the high level of compatibility in a family

»f compatible chips, it is often not interesting to spend time and
2fforts to build ones own intelligent hardware system. Some manufacturers
are now supplyving boards, including a micro-processor, together with all
~onvenient hardware such as RAM, ROM, I/O parts, and often software such
1S a monitor delivered on ROM.

Many manufacturers can deliver single board computers: Intel, National
Semiconductor Corp., Motorola Inc, Zilog. Corp., Mostek Corp., Texas
Instruments Inc., Computer Automation Inc., etc.. The first example will
be the Intel's SBC 80 family. The SBC 80/04, the cheapest of the family,
(2,03 microsecond ‘instruction cycle), is built around the one-chip 8085
nicroprocessor. It is delivered with two serial I/O lines (RS-232-C),

22 parallel I/O lines, one programmable 14-bit binary interval timer/
avent counter. The board contains 512 bytes of RAM and 4 Kbytes of
EPROMS (erasable with U.V.). The power requirement is only 0.60 A at 5 V.
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The SBC 80/05 contains almost the same features as the 80/04, but gene-
rates a bus, called by Intel the "MULTIBUS". This bus is a multimaster
control logic allowing memory expansion and peripheral controllers. This
has become an international standard.

The SBC 80/10A (1,95 instruction cycle) is built around the well known
8080A. It contains 1K RAM, 4K EPROM, 1 TTY or RS-232-C I/O port, 48
parallel I/0 lines, 1 level of interrupt and the "MULTIBUS" generation.
The tensions required are + 5V and + 12 V.

The SBC 80/20 (1,86 microsecond instruction cycle), is also built around
the 8080A, contains 4K RAM instead of 1K, 8K EPROM instead of 4, 1 seria
I/0 port that is RS-232-C only, 8 levels of interrupt, ant 1 programmabl:
16 - bit binary and bus timers/event counters.

The SBC 80/20A contains the same features as the 80/20 except that the
RAM capacity is 8K.

The SBC 80 family is completed with all memory expansion boards, analog
and digital couplers and peripherals, power supply, etc.. A complete
microcomputer can be made in the laboratory or deleivered by Intel.

The second example of SBC will be the DEC's LSI-11: it is a complete
PDP11 processor with 4K words of 16 - bit RAM, a real-time clock, an
automatic dynamic memory refresh, a built-in ASCII programmer's console
(optional) mounted on the same board. It generates a bus structure that
provides position-dependent priority. The LSI-11 is a 16 bit minicompute!
that is built around four microprocessor chips custom-manufactured for
DEC by Western Digital Corp (5). The microprogrammable structure of the
LSI-11 allows for emulation of the whole set of PDP11 instruction in a
"pipeline" mode: a microinstruction is executed while the next micro-
address is computed. An optional module may contain a user written micro
code. The nominal cycle time of the micromachine is 350 nanosecond and
some instructions, such as register-to-register 8 - bit addition require
only 1 cycle (6).

The DEC LSI-11 is no longer available: it has been replaced by a fully
compatible successor called DEC LSI-11/2, that is less expensive than the
former model. The size of the new board is exactly one-half the size of
the LSI-11. It no longer contains a RAM, but the RAM compatible board
may contain up to 32K 16 - bit words (7).

The last example of SBC will be the Micronova: it is a complete micro-
computer with CPU, 2K or 4K words of dynamic RAM, an I/O controller, etc
The board is built around the mN601 microprocessor: a full 16 - bit,
that features NOVA 16 - bit architecture including hardware multiply/
divide, multiple addressing mode, programmed priority interrupt to 16
levels... A full system of compatible chips has been developped for I/O
controllers, memory address drivers, RAM and others. The Micronova
architecture duplicates Nova functions, permitting full use of Nova
software including the Data General's Real Time Operator System.

= 20 = e bl v n VS e (e 5 2L Ll e b



213

An application: interfacing a four-circle diffractometer

Such an interface has been realized to connect a four-circle Hilger and
Watts diffractometer to a remote central computer. At that time, the only

microprocessor available in an integrated form was the Intel 8008. The

8008 was slower by a factor of about 10 than the 8080. All rapid functions

' such as scalers or bit position controllers were wired. On the other hand,
the microprocessor was itself integrated on a single board called MICRAL

N; a bus, generated by the MICRAL N, could handle RAM boards, EPROM

' boards, mixed RAM and EPROM boards, I/O ports, external stacks, etc..

The configuration of the system was 1 CPU, 1 board with 3K EPROM and 1K
RAM, suitable I/O boards, 1 TTY coupler, and an external stack providing

'a very fast buffer for external transmission in connection with the re-

mote computer. The role of the microcomputer was first to decode the

content of a coupler command message from the central computer, execute

the corresponding instructions such as shafts positionning, attenuators
and shutters commands, fixed point or step-by-step measurements. The
microcomputer, at the end of the execution of these instructions, had to
send the results of all these actions to the central computer that was
in charge of all computations and external logics such as peak position
search, matrix refinements, integration and correction of results, etc..

Microcomputer in a Data Acquisition Network

' As a consequence of the experience gained with this latter use, we have

developped a real time data acquisition network. It is a general-purpose
network for experiments within a distance of 1 km. The basic idea is to
spread the logic. over the network in order to optimize the use of every
computer linked within the network: thecentral processor (MITRA 125)
controls the overall logic of each connected experiment and each terminal
station is a microcomputer based on a B8080A, itself linked to the experi-
ment, in order to execute all control operations, such as servomecanisms,
two-state commands, D/A or A/D conversions, measurement collections...
The choice of a microcomputer, rather than of a microprocessor was made
because the possibility of versatility, as required by large variability
of the many experiments conducted at D.R.F. We have then the possibility
to use the same hardware and software systems, with adapted peculiarities,
all elements being standardized at a very high level.

An intelligent oven regulator

Temperature programming and regulation is a problem often encountered in
crystallographic laboratories. C. Mouget (8) designed a sophisticated
regulator for a laboratory oven, permitting altogether temperature pro-—
grammation and control. The system is based on Motorola 6800 microprocessor
with 256 bytes of RAM and 4K bytes of EPROMS. The CMOS chips of RAM is
maintained with a battery in order to save the parameters of the transfer
function of the oven. The power is applied to the resistor by means of a
"priac", that is not controlled as usual by phase angle switching, but
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of spreading active full wave forms over 128 periods of the alternative
power supply. For example, for half power heating, the triac will be
switched on during one period out of two. Process control is easy when
applying this technique even if the power is to be applied to a tension
transformer.

The elements of the heating program are introduced in the memory (RAM)
by means of a simplified keyboard. Each program step is made of an in-
struction linked to a numerical value. The maximum number of steps in a
program is 20. The steps are interpreted by the permanent system written
on EPROMS. Each control step is always logically linked to the next one
thus completing the temperature evolution. For instance, a control state-
ment defining a temperature slope together with the numerical value in
degrees per hour is associated to the next instruction defining the sta-
bilization of the temperature together with its value in degrees. This
latter instruction is itself associated to the next one to keep this
steady state together with its duration in hours.

The keyboard allows the modification of any instruction inside the pro-
gram, even when the process control is active. The fundamental parameters
of the oven can also be introduced, modified, (they are protected by a
special key in order to avoid interactions from non-authorized operators)
and read: they are P (proportional bandwidth), I (integration time con-
stant) and D (derivation time constant). Other parameters can be read
only: output tension and intensity, remaining duration of the steps,
state of program, temperature, etc.. All these parameters appear on a
"Led" board.

The system will be shortly improved with an autocorrecting program
adapting permanently the fundamental parameters of the system: the tension
applied will be computed then as a function of the temperature discre-
pancy.

Automatic diffractometer control

A two-circle diffractometer has been adapted to a particular experiment

in order to measure magnetic X-rays reflections (9) . Therefore a third
movement was added, the axis lying along the diffraction vector. All

three movements are controled by stepping motors (one step = 0.005 degree)
The system is provided with all classical electromechanical devices such
as attenuators, shutters, safety switches, etc., but not for datum points.,
A magnetic field can be applied to the sample. '

The servo-control and measurement logics are supplied by a microcomputer
"MICRAL S" based on the microprocessor Intel 8080A. The processor board
generates a bidirectional general purpose bus, thus allowing for memory
and input-output. The memory space is 20K bytes of which 7K are only
used by the system itself. To perform any action on the experiments, the
operator may type instruction symbols, divided into two classes.
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The first class includes all instructions to be performed only once. The
- most significant are:

ANP - Initialization of the numerical values of the three angles (zero
positions cannot be automatically determined] and angular shifts.

BUT - Definition of the angular space allowed in the software.

ATT - Stop everything and wait.

REP - After the previous command, restart from the interrupt point.
IAN - Print the setting angles.

IBU - Print the angular space and shifts.

ECR - Push into the stack a program step belonging to the second class,
thus defining a full measurement program to be interpreted later.

EXE - Start the execution of the current measurement program.

The second class of instructions can be either pushed into the program
stack when typed under "ECR" control, or executed at once. The main in-
structions are:

POS - Set the three shafts to specified angular values.

BAL - Move continuously one shaft under specified movement conditions
(displacement, speed, .....).

PAP - Step by step movement of one shaft under specified conditions, value
of the step, measurement parameters...).

CPL - Shaft coupling.

DCP - Shaft uncoupling.

MES - Measurement. The parameters are: number and duration of each
measurement (typically 100 seconds), magnetic field inversion. A
fast quasi-Fourier transform can be computed during the multi-
measurement process in order to examine the first order harmonic
that should appear much greater than others when magnetic diffraction
occurs.

FIN - End of program.

BRV - Branch if the specified condition is true.

BRF - Branch if the specified condition is false.

The remaining memory (approximately 10 Kbyte) is used to compute an
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histogram of step by step measurements: when scanning many times over ar
angular space, each measurement is added to the previous sum like in a
multichannel process, where each channel should correspond to an angules
position. This is made with two arrays. The first one containing the
current results, and the other individual measurements obtained during
the scan in course. When the scan is finished, then only the computer
adds the second array to the first one. This allows to stop the experime
at any time during a scan. The graph can be typed on the teletype.

An active data transfer mode point

A single board computer, the Z80-MCB is used to link together a PDP 10/K
a PDP 11/70 and some local input/output devices such as paper tape punch
and reader, an incremental plotter, a C.R.T.terminal and a PROM pro-—
grammer (10).

The Z80-MCB is built around the Zilog Z80 microcomputer (158 instruction
It operates at more than 2 MHz and contains 4K byte dynamic RAM, sockets
for 4K bytes of PROMS, one serial I/0 port (RS-232 or current interface)
two 8 - bit ports (universal I/0), and a baud rate generator. A home-
made associated board contains some other features such as three more
serial I/O ports.

The plotter, the terminal and the paper tape devices can then be used
from the two PDP remote computers. Both can perform cross assemblies for
Intel 8080, Z80 and M6800 and the results can be either punched, or di-
rectly used to program the PROMS.

Impact of microprocessors in crystallography

The range of power of microprocessors does nor permit one tc use them
now for important calculations such as direct methods, structure refine-
ments or Fourier series. For smaller problems, crystallographers may use
some desk-top calculators that are all based on microprocessors. The mos
important impact of microprocessors will be in the field of instrumen-
tation, either as an integrated part in the internal logic of delivered
apparatus, or used to control home-made experiments and special devices.
The microprocessor is so powerfull that it must be prefered to any wired|
logic as far as its throughput remains compatible with the experiment
that it should control.
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THE DIGITAL EQUIPMENT PDP-8 COMPUTER IN CRYSTALLOGRAPHY

*
Helen Goossens

The use of modern diffractometer systems for crystal structure
determinations has greatly improved the accuracy of the results,
and at the same time reduced the supervision and manual inter-
vention from the crystallographer during datacollection.

A minicomputer is a necessary and indispensable part of such a
modern single crystal diffractometer system.

The CAD-4 diffractometer uses the Digital Equipment PDP-8
computer for goniometer control and initial data processing.

In one of the possible configurations this diffractometer system

Molecular structure of a hexahelicene. Structural studies on a number
of helicenes have been performed to establish the effect of substitu-
ents and the number of rings on the helicene 'core'. As a result of
these studies it was found that in hexahelicenes bonds along the peri-
phery of the helix are shortened and bonds around the inner 'core' of
the molecule are lengthened. Substitution of methyl groups onto the
inner carbon atoms of the end rings in hexahelicene gives rise to
strong steric interactions and significantly changes the geometry of
the helix. (Dr. Th.E.M. van den Hark, Dr. J.H. Noordik, Dr. W.
Laarhoven; Depts. of Crystallography and Organic Chemistry, University
of Nijmegen, The Netherlands.)

*DIGITAL EQUIPMENT B.V., Kaap Hoorndreef 38, Utrecht
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sonsists of a high stability X-ray generator, radiation detec-
:ion equipment, a single crystal goniometer and a PDP-8/M
omputer with a 16K core memory together with a RKO5 disk and a
1agnetic tape recorder. The disk is used to store the necessary
|iffractometer control programs and the mathematical programs
ieeded for the datacollection procedure and the initial data
)rocessing. The disk also serves as intermediate storage device
‘or the temporary storage of experimental results before these
ire transported to magnetic tape.

Juring datacollection the PDP-8 controls the goniometer axes,
the aperture disk, the attenuation filter, the shutter, the
timer, the scaler and, if wanted, a balanced filter.

Searching for reflections, optimizing of the reflection position
and primitive cell calculation are done under PDP-8 control
vithout manual intervention. The same holds for datacollection;
snce started, the data collection process proceeds completely

Molecular structure and geometrical configuration of E-Mesityl (phenyl-
sulphonyl) sulphine. Structural studies on this compound and on a number
»f related isomeric sulphines have been performed to provide an unam-
viguous proof of the geometrical configuration of structurally related
sulphines in the solid state. Results of these studies in the solid
state were compared with the results of NMR experiments in solution,
from which preferred conformations of the sulphines in solution could
be deduced. (Dr. Th.W.A. Hummelink, Dr. J.H. Noordik, Dr. A. Tangerman,
Prof. Dr. B. Zwanenburg; Depts. of Crystallography and Organic
Chemistry, University of Nijmegen, The Netherlands.)
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under PDP-8 control. Reflections to control the crystal orienta-
tion are monitored after user specified intervals and when the
deviation between the measured orientation and the orientation
at the beginning of datacollection exceeds a user specified
maximum, automatic reorientation is done.

All the software, except a few goniometer control routines, is
written in standard FORTRAN, and is executed under 0S-8/FRTS.
The FORTRAN programming makes user specific software modifica-
tions very easy to introduce.

Initial processing of the reflection intensity data may also be
performed by the PDP-8 computer.

Although not absolutely necessary, then a hardware Floating Point
Processor is a very helpfull extension of the basic PDP-8 confi-
guration. The RKO5 disk is used for temporary storage of data
and scratch space for the profile analysis program.

Reflection profiles are analysed and reflections are corrected
for Lp and finally h, k, 1 and F(obs) are dumped on magnetic
tape to be stored in a larger computer where they are used for
structure determination and refinement.
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INDEXING POWDER DIAGRAMS

I

| *

Robin Shirley

I

Summary

I

Esing computer-based methods developed in the last 5-10 years, one can

now undertake with reasonable confidence to index the powder pattern

>f an unknown material that is a single solid phase, irrespective of

its symmetry, provided that the data have been recorded properly. This

neans that a focussing camera or diffractometer was used, and the

pattern calibrated so that zero error is less than 0.02° of 26.

|

3 powder pattern does not usually yield a single solution, whose cor-

?ectness is obvious by inspection. The low angle lines restrict the

range of possible unit cells, but those at higher angles are relative-

ly easy to fit to incorrect solutions. There may be a large number of
lausible pseudo-solutions - as many as 500 is not unusual. Fortunately,

Fe have figures of merit which discriminate strongly between them, and

the solution with highest figure of merit is nearly always the correct

one (assuming that this has been included in the list). It is thus im-

bortant to examine all maxima in those parts of the solution field

within which the correct solution should lie, using the semi-exhaustive

nethods that are now available.

The following approaches are described, embodied in the programs indi-
Fated (the name of the version used at the Summer School is also shown,
if different):

1. Runge-Ito-de Wolff zone-indexing method: Visser (ITO=FZON)

2. Index-trial methods: Kohlbeck (TMO=KOHL), Werner (TREOR=TRER),
. Taupin (POWDER=TAUP)

3. Successive dichotomy: Louér (LOUV,LOUM)

h. Grid search: Shirley (POWDER 49); grid search by dichotomy: Louér
and Shirley (LOSH)

I
5. Combination - zone-indexing/grid/search/dichotomy: Shirley, Loué&r
. and Visser (LZON)

6. Other methods: Smith and Kahara (QTEST)
Because of the different methods used, it is wvaluable to have more than
one program available. Some advice is given concerning the types of

problem that suit each best, and their running times, etc.
I

*
' Chemical Physics Dept., University of Surrey, England
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Introduction

Great advances in powder indexing methods have been made in the last
decade, as part of a general renaissance in quantitative powder dif-
fraction methods. In this context, powder indexing means the reconstruc-
tion of crystal lattices from d-spacing data, without prior knowledge
of the unit cell dimensions. Except in the highest symmetry cases, this
can only be carried out for single solid phases, not for mixtures. Thus
it is quite distinct from the more widespread uses of powder patterns
for phase identification and analysis, though the results can often

aid these processes. Although, as we shall see, indexing can involve
substantial computations, there are many important cases where crystal
form and texture prevent the use of single-crystal X-ray diffraction
methods, and only powder data are available.

Powder Constants and Zones

If a lattice is described by its six direct cell constants, general
d-spacing relations need implicitly to include transformations between
direct and reciprocal space, and become of fearsome complexity. For
indexing purposes it is much simpler to convert observed spacing data
to @ = 1/a% and the reciprocal cell to its quadratic form, giving the
six powder constants:

_ %2 3 * _* *
QA— a QD 2b"c”coso
ors it oan 2c*a*cosf*
Qp= c*? Op= 2a*b*cosy*

The various QhkR are then given by the equation:

= 2 2
Qg™ h7Q, + k70, + 2 B + kRQD + E,hQE + thF
Reciprocal lattice points lying in a plane through the origin consti-
tute a central zone in reciprocal space. The corresponding powder lines
are said to belong to one powder zone. Assuming a provisional assign-
ment of axes, any such zone can be described as hkO, and needs only
three powder constants:
S 2

QhkO_ h QA + k QB 2 thF
It has become customary to multiply Q values by 10* to give more con-
venient numbers, and throughout the chapter we shall adopt these I
Q-units of 872 x 107" = 10'® m ? (abbreviated to QU).

Figures of Merit |
Experience has shown on a great many occasions that a list giving

apparently good agreement between observed and calculated d-values is
of little use as a guide to the correctness of a proposed cell. This
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Ls because d-spacings are so non-linear with respect to the true accura-
cy of measurement of 20, and because such a comparison can be 'improved'
co any arbitrary degree simply by making a sufficient increase in the
7olume of the proposed cell.

'hese deficiencies can be corrected as follows. The discrepancy 6. for
che. i-th observed line is defined as its absolute difference in lQU
‘rom the nearest calculated line. This cannot exceed a 'target' €.

vhich is half the distance in QU between the two calculated lines which
bracket it. The ratio between mean target <e> and mean discrepancy <&>
wtomatically allows for the cell volume, and forms the basis of a
“amily of well-behaved figures of merit of order n, where n is the power
0 which the discrepancies are raised.

I}nweighted- iy e At _ Qcalcmax[Nobs ]! /n
' : = = et wn SRR
(<67> /n 2Ncalc |Ién

<ws™> Twé™

jeighted: WMn = <eg>
2Ncalc

<w> ]l/n ] Qcalcmax[ Zw }l/n

Icalc should only include potentially observable lines. Thus one should
10t count symmetry-equivalent lines separately, nor any space group
ibsences, as far as they are known.

\1though some of the higher Mn and WMn can be more powerful at locating
“he correct solution, it is the first order unweighted M1 that is
1sually quoted for comparison purposes, in the form of the de Wolff
1968) figure of merit Msg, to which it is broadly equivalent if calcu-
ated for the first 20 observed lines, all of which are counted as
ndexed.

Qobsmax

Mao =
2Ncalc<é>

-t is worth checking how programs treat unindexed lines when calculating
‘igures of merit. De Wolff defined M,y as being for the first 20 obser-
red and indexed lines i.e. - the first 22 if 2 have not been included
s indexed (X20=2, as defined below). This guards against My, apparently
mproving when the worst discrepancies are omitted as 'not indexed',
ut it is less convenient for the programmer and thus may not have been
dopted.

'he whole question of the treatment of unindexed lines can lead to

reat difficulty. One is strongly recommended to try to remove all
loubtful lines from the data on a priori grounds before indexing com-
lences, in the hope of avoiding the dubious procedure of discarding

lata a posteriori because they do not fit the proposed model, a practice
hat is as hazardous as it is tempting. De Wolff used X;,, the number

f unexplained lines among the first 20 observed and indexed lines, as
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a rough measure of the extent of contamination by impurities.

As we shall see, it is not possible to define an absolute level of Mz
which guarantees correctness, because the important thing is the
relative value compared with those for other proposed cells. Neverthe-
less, it is rare for an incorrect cell to have Xj;=0 and Mj;(>20.

A different figure of merit F_ has been proposed by Smith and Snyder
(1977) defined (using the nomenclature here) as:

F= 1 Nobs
N <828> ° Ncalc

where N = Nobs, the number of observed lines included (30 is recommen-
ded) ,and <626> is the mean absolute discrepancy in 28°. Fy is intended
mainly for summarising the accuracy and completeness of an observed
pattern assuming the correct cell to be known, while My, is for
assessing the plausibility of proposed unit cells and thus reflects
the fact that larger volume and lowered symmetry makes the correctness
of a cell harder to establish from powder data.

In practice it is not easy to state an exact and definitive value of
M;p (or other figures of merit) for a particular indexing solution,
because of their sensitivity to small cell parameter differences. Dif-
ferent refinement programs (or changing the control parameters for a
single program) may easily yield figures of merit differing by more
than 10% for the same solution, and only differences between solutions
that are clearly larger than this should be considered significant.
Further work in this area leading to a firmer concensus would be
welcome.

Alternative Settings and Geometrical Ambiguities

A lattice can be described by an infinite number of choices of cell
within it, and every high-symmetry lattice yields numerous, less con-
venient cells in lower crystal systems. However, these alternative
settings are easily recognised as the same solution, because they all
lead to the same reduced (Niggli) cell (Mighell, 1976). Sub- or super-
lattices may be obtained, for example by halving or centring the true
cell, but again the reduced cells will indicate that these are not inde-
pendent solutions. In all these cases the cell volumes will be either
equal or in a simple ratio; this is a useful recognition aid, but not
as conclusive as reduced cell comparisons.

Mighell and Santoro (1975) have shown that certain distinct lattices,
with different though related reduced cells, can give geometrically
identical powder patterns. This geometrical ambiguity is only found
when special relationships exist between the parameters of the two
lattices, and cannot occur between general cells of orthorhombic oxr
lower symmetry. However, it always occurs when the metrical symmetry
of one of the lattices is higher than orthorhombic. For example, if one
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xamines the numerous lower symmetry cells that can account for a hexa-
onal pattern it will be found that some of them are genuine geometri-
al ambiguities.

n practice the situation is easily detected, because, as far as is
nown, the volumes of such cells will always be in simple relationship.
he higher symmetry solution is usually the correct one, although one
annot be sure of this without studying the line multiplicities or
ntensities, and cases are known where the opposite is true. For exam-
le 0-LiyB20s (de Wolff, 1968) can be indexed exactly as hexagonal,

ut has been shown by single crystal work actually to be orthorhombic.

ultiple Solutions

f the figure of merit surface for a particular powder pattern is
camined, possible solutions show up as peaks. Fig. 1 shows the shar-
=ned figure of merit (WM®) surface for hexamethylbenzene when Q_ and
, are varied (generated by grid search using POWDER 49). It can be
sen that there is only a single prominent peak, and so in this case a
1ique solution. We are usually not so fortunate.

100 |

ig. 1. Sharpened figure of merit surface (WM3°) for hexamethyl-
; benzene. Unique area only (2 gquadrants), sampling
interval 20 QU.

e L o ——
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[=]

b
C=NO*DND DD =

Fig. 2. Figure of merit surface (Ml) for o-Cu phthalocyanine.
1 unique guadrant only, because QF= 0. Correct solution
is peak at (40,6), arrowed.

A quite different situation can be seen in Fig. 2, the M1l surface for
the pigment 0-Cu phthalocyanine. In this case there are a great many
maxima, and thus many plausible false solutions (pseudo-solutions) in
addition to the correct one. The material is actually triclinic, though
pseudo-monoclinic with angles of 90.8° and 90.30, and the best five
solutions index all the first 20 lines with figures of merit of 12.7,
9.7, 9.6, 8.6 and 8.5 respectively.

The first solution (M1=12.7) is in fact the correct one (indicated by
an arrow on the diagram), but cannot be distinguished from the others
when presented in the form of the traditional dgpg-—deale list. Indeed,
all the first 20 solutions look acceptable in that form, though in
fact quite distinct, with different volumes and densities. a-Cu phtha-
locyanine was one of the first instances of multiple solutions to be
studied in detail, but many more striking examples exist.

The first three solutions for monoammonium urate give M;p=21, 15 and
13, while for monosodium urate monohydrate the best five cells give 30,
21, 20, 19 and 18, and no less than 31 cells index all the first 20
lines with a figure of merit better than 10. There are in fact some 200
tolerably plausible solutions for this pattern, although only the best
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i6 have been investigated in detail. More extreme examples are not
incommon: using the LOSH and LZON programs, the search for solutions
hat index the first 20 lines within their 26 error limits is often
erminated at 500 cells, the present storage maximum.

n each of these cases, the solution with highest figure of merit is
orrect, but can only be identified by a comparison with the entire set.
here is no level of fiigure of merit that by itself guarantees correct-
ess. In fact, false solutions can occur with any arbitrarily high
igure of merit.

'he powder zone whose reciprocal net cell has smallest area S will
‘enerate most of the calculated lines near the origin, and, unless also
. glide plane, will index most of the low angle observed lines. When S
;Pproaches half the geometrical mean value (v*)2/3, this dominant zone
'ill probably index about 10 out of the first 20 lines, leaving the
'emaining three powder constants to explain only about 10 upper-level
ines. These are not very difficult to fit approximately by chance, so
uch materials will tend to give numerous, plausible, multiple solu-
ions, as occurs with the three examples above.

t would be nice to be able to determine all the multiple solutions by
xhaustive search, but if one uses reasonable search limits and locates
olutions on a 5QU grid, it turns out that more than 10'"% different lat-
ices are possible. At the rate of one per 3ms, they would take 12000
‘ears to search by direct exhaustive trial, and so it is not likely
hat an exhaustive search will ever be feasible in the general case.

owever, it is a reasonable method for high-symmetry systems, and,
‘iven an efficient search algorithm, for orthorhombic too. In lower
yymmetry systems, semi-exhaustive methods are possible, in which the
.earch is restricted to 2 or 3 dimensions by carefully chosen simpli-
ying assumptions.

'imilar conclusions can be drawn if one approaches the problem by as-
iigning Miller indices to each of N observed lines where N need not
xceed the number of unknown parameters, so that solutions are located
n a 3N-dimensional index-space in which only integer co-ordinates are
wossible.

t is clear that one should not think of tackling more than one solid
hase at a time (an extra six parameters per impurity), nor inadequately
:alibrated ones (at least 1 or 2 more parameters).

)ata Requirements

't is a waste of time to attempt to index poor data, unless the solu-
:ion is trivially simple. Good resolution is needed, to at least 3% of
'0 between adjacent lines, which effectively rules out standard Debye-
icherrer cameras.
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If data errors were negligibly small, the correct solution would have
an enormous figure of merit compared with the relatively modest ones

of the various pseudo-solutions. Data errors degrade the true solution,
but do not greatly affect the field of pseudo-solutions produced by
accidental superimpositions. As one peak declines, another will improve,
so that the general character of the group of false solutions is resis-
tant to change. In the limit, the true solution is so degraded that it
can no longer be distinguished from the pseudo-solutions, and the data
become unsolvable.

Systematic error is much more important than random error. It is de-
sirable to keep zero error below 0.02° of 20, while random variation
with 0(20) up to 0.03° is tolerable (based on the findings of Rouse
(1973) , revised downwards in the light of later experience). The random
error requirement is easily met - routine measurements ordinarily give
0(26)<0.02°. Zero error is more difficult and requires careful calibra-
tion, preferably against an internal standard, particularly in the case
of diffractometers with the usual para-focussing geometry, where the
effective sample position is not obvious and varies from sample to sam-
ple. The full calibration equation is usually parabolic in form. Uncali:
brated patterns are unlikely to be solvable unless zero error can be
estimated a posteriori from higher orders, where these can be identifiec
unambiguously.

As has been seen, it is very desirable to eliminate spurious lines. An
impurity level of <1% should be sought (and verified in a density gra-
dient column), and lines from other X-ray wavelengths also tested for
(see also the recommendations of the Commission of Crystallographic
Data, 1971).

Unit Cell Volume

A good density measurement is desirable, because it can suggest a power
ful constraint on cell volume, provided that one has a well-established
empirical formula and a reliable value inferred for Z, and can exclude
the possibility of fractional site occupancies.

Cell volume is very important for indexing because cpu time tends to
rise disproportionately with it, and also because it is related to the
maximum figure of merit that can be expected for data of a given accu-
racy (Werner, 1976):

3mds o

Ms gmax =
8mv<é>
where dpp is the d-spacing for the 20th observed line, m is the multi-
plicity factor and <6> is the estimated precision in 1/d%. This can be
rearranged to give a critical volume for proposed cells beyond which
the data will not on average be able to give better than a specified
M3z gmax:

3mdz 0

v i sl
crit 8TMj pmax<6>
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istimates of the cell volume from the closeness of lines in the observed
pattern are discussed by Lipson (1949) and Smith (1976). The simplest
nethod is that suggested by Smith (1977):

vV =~ 13.39 a3,

for good focussing camera or diffractometer data from a triclinic mate-
rial. The estimate should be multiplied by 1.5 and 2.3 for primitive
nonoclinic and orthorhombic cells respectively, and be increased fur-
ther if glide planes, etc., are expected to be present.

Modern Indexing Methods for Orthorhombic and Lower Symmetry

Some methods search for solutions mainly in index-space, by varying
Miller indices, while others search mainly in parameterspace, by vary-
ing cell parameters in some form.

A classification more directly important to the user is whether their
approach is mainly deductive or exhaustive. In broad terms, deductive
nethods attempt to infer the values of lattice parameters from coinci-
dences and relations between the observed lines, achieving speed at
the cost of rigour. By contrast, exhaustive methods systematically
search the relevant solutionspace, gaining rigour at the expense of
speed. The classification is not rigid, because programs often incor-
oorate some aspect of both approaches. For example, deductive programs
jenerally employ some kind of systematic combination of the deduced
oossibilities, while most of the newer programs are semi-exhaustive,
incorporating judicious deductions to limit the solution field so as to
jain speed.

The following table shows how the programs to be described can be
arranged under this classification (the program name is shown in
orackets, followed by that of the version to be used at the Summer
School, if different).

Table
Parameter-space Index-space
Deductive: Visser (ITO=FZON) Smith & Kahara (QTEST)
Semi-exhaustive: Shirley (POWDER 49) Werner (TREOR=TRER)

Louér & Shirley (LOSH) Kohlbeck (TMO=KOHL)
Shirley, Louér &
Visser (LZON)

Exhaustive: Taupin (POWDER=TAUP) Louér (LOUV, LOUM)

Some aspects are common to all the programs and may usefully be con-
sidered together; for example, data input formats. Each program requires
approximately the same data concerning the observed pattern, but general-
ly in a different format. A small utility program PDAT is available to
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punch data decks in the appropriate format for each program. In the
longer term it is hoped that a common format such as the proposed
Standard Powder Data Interchange Format (SPDIF) will be accepted.

When solutions have been found, they need to be refined, evaluated and
displayed conveniently for the user. FZON has extensive facilities for
doing this, which have been extracted, turned into a new subroutine
FZRF and incorporated into KOHL, LOUV, LOUM nad LOSH. It is desirable
that eventually these should also include reduced cell calculations. A
stopping rule is another facility needed by exhaustive and semi-exhaus-
tive programs, to terminate the run on finding a solution that is very
likely to be correct. It can be a difficult decision when a dominant
zone is present, and more work in this area is desirable.

Zone-Indexing Approach (Runge; Ito; de Wolff; Visser)

Formally the earliest method of powder indexing, this was discovered

by Runge (1917) but little used until rediscovered by Ito (1949, 1950), |
when it attracted great interest because of its application to triclinic
cases. Ito's method operates in index space, but de Wolff (1957, 1958,
1963) extended and generalised it so that it ceased to depend on speci-
fic trial indexings, but varied the zone angle by systematic trial. In
this form it is more accurately classified as a parameter-space method.
It was programmed originally in Algol 60 by Visser (1969), and has been
available from 1974 in FORTRAN IV. '

The program (ITO=FZON) initially seeks central zones using pairs of
low-angle lines as trial Q_ and Q_. Trial indices "hkO" with Ih|,lk|$2
are given to each observed line and a tentative "Q_" calculated. The
most frequently occurring "Q_" values are saved and the resulting trial
zones refined and sorted. Pairs of zones having a common row are then
combined and renamed, leaving Q_ as the only unknown parameter. QD is
found by varying the angle between the zones in a second one-dimensional
search, analogous to that for Q_. The resulting solutions are then re-
fined, sorted on lines indexed and figure of merit, displayed and tested
for higher symmetry.

FZON is very fast, automatic and quite powerful, but must find and com-
bine two correct zones in order to succeed. Its success rate is as high
as 75% for high guality data, and because of its speed and convenience
it is usually the best choice for the initial attempt at a new problem.
It is relatively insensitive to spurious lines.

Index-Trial Methods (Kohlbeck; Werner; Taupin)

Werner's (1964) program (TREOR=TRER) and Kohlbeck's (1976, 1978) pro-
gram (TMO=KOHL) are semi-exhaustive programs operating in index-space.
Index-space methods generally proceed by selecting sets of base lines,
each of which are just sufficient in number to solve for the unknown
lattice parameters in that crystal system. These are systematically
assigned sets of trial indices, hence yielding trial cells, which are
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‘hecked against volume constraints, etc., then used to try to index the
remaining observed lines. The relatively few surviving trial cells are
chen refined and evaluated, and displayed if their figure of merit is
sufficiently high.

'or low-symmetry systems, this process can only be made economical if
-he base lines are carefully selected and their index field judiciously
.imited so as to retain most of the solutions while achieving the
\lecessary large gains in speed. Both programs are powerful and tolerably
:fficient, being particularly useful in those low-symmetry cases where
't proves difficult to select a reliable basis zone for grid search
»rograms. TREOR is restricted to monoclinic systems and above, succeed-
ng in perhaps 75% of those cases (more if the data are of very high
juality). KOHL tackles any system including triclinic, seems more tole-
-ant of data quality, and so is probably the more powerful of the two.

'aupin's (1973) program (POWDER=TAUP) makes fewer assumptions limiting
-he index fields, etc., and in effect makes an exhaustive search by
ion-redundant index permutation. Although it will attempt problems of
iny symmetry, cpu times tend to become prohibitive for symmetries below
rthorhombic and care should also be taken to avoid excessive output.
subject to these practical limitations, it will generally find all
ossible solutions, including geometrical ambiguities, etc.

juccessive Dichotomy (Louér & Louér)

‘he successive dichotomy method of Louér and Louér (1972) is a form of
yinary search, probably the optimal exhaustive strategy in parameter-
space.

lJach variable parameter is divided into sections of a standard size

4B for cell sides, 25° for angles), so that the whole parameter-space
s divided into n-dimensional domains. Using inequalities based on the
rror bounds of the observed lines, each domain is tested and discarded
f it cannot contain a possible solution. Each remaining domain is then
isected on every side, giving 2" sub-domains, which are tested as be-
ore. This is repeated a total of six times, after which only a few
sub-domains remain, by now small enough to fix the location of the pos-
sible solutions, and these are printed out. In the current programs,
his process is carried out for successive 400 &% shells of volume,
hus finding the smaller and more probable solutions first.

'he two programs LOUV and LOUM, successors to those described in the
972 paper, apply to systems down to orthorhombic and to monoclinic
espectively. LOUV is exhaustive and very fast, and is probably the
ost effective method available for higher-symmetry cases. LOUM is very
1Iseful for low-volume monoclinic problems, but becomes rather demanding
n cpu time as it moves to shells of volume beyond 800 &% or so. Being
xhaustive, both these programs can give negative as well as positive
nformation (i.e. demonstrating that solutions of certain symmetries
annot exist within the stated volume and error limits).
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Grid Search Programs (Shirley; Louér & Shirley)

Grid search (Shirley, 1975) is a semi-exhaustive method in parameter-
space, and can be thought of as an extension of zone-indexing, re-
quiring only one valid zone to be known - the basis zone, hkO. A reli-
able line not indexed by this zone can arbitrarily be given indices
00%, where in the first instance £ is assumed to be 1, hence giving
Q. and completing the basis set - a procedure devised, independently,
by Ishida and Watanabe (1967, 1971) and by Shirley. Only two unknown
constants now remain: Q_ and Q_, giving the angles a* and B*. They are
found by a grid search of the resulting solution space, which, being
only 2-dimensional, is a relatively fast process. If the data and the
basis set are valid, the correct solution must be found.

The method was first implemented in the SEARCH routine of Shirley's
POWDER system (currently POWDER 49) written in Algol 60, using a sys-
tematic step-scan through the figure of merit surface, and producing
plots such as those of Figs. 1 and 2. The resulting peaks are then
refined and evaluated.

Although such plots are helpful for understanding the nature of powder-
indexing solution fields, for most applications POWDER 49 has effective-
ly been superseded by the Louér and Shirley program LOSH, which is
written in Fortran IV and uses the much more efficient dichotomy search
to locate o* and B*, gaining greatly in speed without loss of generali-
ty. LOSH is not automatic, however, because it is left to the user to
provide a suitable basis set.

An experimental program LZON (Shirley, Louér and Visser) now exists,
incorporating the powerful solution-finding procedure of LOSH into the
zone-finding and solution-evaluation framework of FZON, to give a fully
automatic process. Results so far look distinctly promising.

Other Methods (Smith & Kahara)

The QTEST program of Smith and Kahara (1975) is relatively unusual in
that it is a mainly deductive method operating in index-space. It is
aimed specifically at the monoclinic system and takes advantage of
special relations involving 020 that are common among monoclinic pat-
terns. It is reported to be fast and reasonably efficient, automatical-
ly solving approximately 60% of monoclinic cases (more if supplied with
high-quality data) .

Which Programs to Use?

All the programs discussed usually succeed in at least 50% of cases,
and many achieve better than 80%. Because they use a variety of quite
distinct methods, their limitations tend to affect different problems,
and so a user with three or four powerful programs available will
seldom be unable to index a properly-measured pattern. In my experience,
the following procedure is effective and economical, and it is offered
as a suggested starting point.
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‘or the initial run on a new pattern, I would recommend ITO(=FZON). It
is automatic in operation, has no symmetry restrictions, offers a good
“hance of success at very little cost, and will in any case produce
1seful information to assist in the choice of basis zone, etc. Next if
recessary, a run of LOUV will quickly determine whether there exist any
solutions with orthorhombic symmetry or above. If not, the material is
nonoclinic or triclinic, and will usually yield to TMO(=KOHL) and/or
LOSH. If both of these fail, there is probably something odd about the
data, which should be checked for mispunchings, systematic errors or
impurity lines, etc., before proceeding to reruns with modified settings
and to TREOR, LOUM, etc.

i Sumuiry of Characteristics of Major Powlor Indexing Programs

; Version Success Execution

E i tm-;m e gﬁ‘:}; Mglml]':ic Fracs (agla:rtle {CL‘?‘ g&’m
110 FZON Vissor any Yes Yo 753 1-5
LUV LOUV Louér orthorhombics Yes Yes {1008 1-5
Lo e ki Lovér monoclinic Yes Yes (Bun+) 30-1200
LOSH LosH Louir & Shirley any ko Semi 8Os+ 10-300

| L20N LZON ?ﬁﬂg&_“ﬁh any Yes Semi THigh 30-1200

| POVDER 49 (Algol) Shirley any (¥es) Semi. 208 (20-300}

'_ POWDER TAUP Taupin mfmi;i;gﬁc Yes Yos 50%+ 50~1200+

: ™0 KCHL Kohlbeck any Yes Semi BO%+ 2-200

: TRECR TRER Wermer monoclinict Yes Semi 75% 2-100
QTEST = grith & Kahara monoclinic Yos No (60%) (30)

Notes: 1) Crystal systom followed by + means "and all highor systems".
2) Success rate in brackets means "within its crystal system limits".
3) Other bracketed quntities indicate an estimaie, or some other cualificatien.
4) Exacution times show the typical range for that program, but not absolute maxima.
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RATMAC: AN ADAPTATION OF RATFOR AND MACRO OF KERNIGHAN AND PLAUGER

*
games M. Stewart and R. J. Munn

Summary

lhe purpose of this paper is to show a method of changing FORTRAN to a
'structured" or "top-down" higher level language, RATFOR. This language
ls closely related to FORTRAN and in fact, is simplya precompiler which
oroduces FORTRAN. RATFOR, therefore, allows an evolutionary transition
Erom FORTRAN to PL1, PASCAL or some other structured programming language.
In addition to offering this transition, the preprocessor offers a MACRO
feature which provides a powerful construct for making programs trans-
sortable.

Introduction

RATFOR and MACRO are the work of B.W. Kernighan and P.J. Plauger. The
jetails of these programs and the philosophy of their use is described in
jetail in their book "Software Tools" (1). The symbolic decks of RATFOR

and MACRO may be obtained from Addison-Wesley. The combined modification of
>f these programs, RATMAC, is described in the technical report TR-675 (2).
RATMAC will be used for the implementation and distribution of the new

X{RAY system tentatively designated XSTAL or XSTAL 80 (?).

programming languages and transportibility of programs

'he problem of writing application programs in a way that will allow
their use on most digital computers is an intriguing one. The problem is
particularly interesting to crystallographers because many of the algo-
rithms they use in the course of crystal structure analysis are already
~learly and efficiently programmed. 'It therefore seems a shame to re-
orogram extensively to move codes from one computer to another. The fact
is that the architecture of computing machines varies widely while the
~omputing languages vary subtly. Because of these factors, it is an
interesting challenge to find programming methods which will permit ready
transportibility of application programs.

At the present time, FORTRAN seems to be the most universally and commonly
ised "higher" compiler language. It has been used extensively within the
community of scientific programmers. It is probably fair to say that the
nost used crystallographic programs are written in FORTRAN.

b
University of Maryland, U.S.A.
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RATFOR

RATFOR is an acronym for rational FORTRAN. It is a precompiler written
in RATFOR which translates (into FORTRAN) a structured program written i
RATFOR. Most of the syntax of RATFOR is exactly the same as FORTRAN.
There are, however, certain "top-down" or "structured" control statement
and the use of brackets which distinguish a RATFOR program from its
FORTRAN counterpart.

For those not yet familiar with "structured" programming it may be helpf
to show a few simple examples as an introduction. In a structured progrs
the "flow" is from start to finish..-Parts of the code may be bypassed
based on conditions, but in general there is no "going back". For this
reason GP TP is not used. There are, instead, a number of control state-
ments which serve to allow the structuring. They are:

IE

ELSE IF

ELSE

WHILE

F@R

REPEAT

REPEAT UNTIL

BREAK

NEXT

Control is maintained by the use of brackets, i.e. {}, or $( $) if {} is
not available on the local machine. The brackets delimit the range of th
control statements.

The following trivial examples, first in FORTRAN, then in RATFOR, should
serve as an introduction. The listing of the XSTAL system has more
complicated examples.

The FORTRAN

C———== L@PP PVER ALL AT@MS
D@ 7 J=1, MAXAT, 3
C——=== TEST F@PR UNWANTED AT@MS
IF (X(J).LT.EX) G@ T@ 7
C—---- FIND HX + KY + LZ

ARG = H1*X(J)+H2*X (J+1)+H3*X (J+2)
7 C@NTINUE

Then the RATFOR to accomplish the same task:
F@R (J=1;J<=MAXAT; J=J+3) {#LO@P @VER ALL ATOMS
IF (X(J)>EX) {# @NLY TREAT WANTED AT@MS
ARG=H1*X(J) + H2*X(J+1) + H3*X(J+2)
}# THAT GIVE HX + KY + L2

}

The indentation is simply to help the eye in following the action. The
RATFOR preprocessor takes care of all the amenities in producing the
FORTRAN code.
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Asnother example of FORTRAN: (Don't try to optimize it):

IF (A.LE, 1.0) Gg T
IF (A.LE. 2.0) G@ T
= 28.0
= 400.0
Ggp TP 11
5 700
c= 100.0
Gg T 11
7 B= 14.0
c= 200.0
11 C@NTINUE

@ 5
@ 7

Then the corresponding RATFOR:

IF (A<=1.0) {

B=7.0
Cc=100.0

}

ELSE IF (A<=2.0) {
B=14.0
C€=200.0

1

ELSE {
B=28.0
Cc=400.0

}

An example of the WHILE statement; first the FORTRAN:

aJ=1
JM=10

5  C@NTINUE

Cm————= READ UNTIL FIRST W@RD @F RECPRD IS ZER® PR LESS

READ (9) (A(K) ,K=J,JM)
IF (A(J).LE. 0.0) G@ T 10
J=J+10
IM=JM+10
G@ TP 5

10 C@NTINUE

and then the RATFOR:

J=1 # SET STARTING C@PUNTER

JM=10 # SET ENDING C@UNTER

READ (9) (A(K), K=J,JM) # MAKE INITIAL READ

WHILE (A(J)>0.0) {READ UNTIL FIRST W@PRD @F RECPRD
J=J+10 # IS ZERY
JM=JM+10
READ (9) (A(K), K=J,JM)
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}

An alternative RATFOR program could be:

J=1
JM=10
REPEAT {
READ (9)(A(K), K=J,JM)
J=J+10
JM=JM+10
UNTIL (A(J-10)<=0.0)
}

Within the computer science community more and more emphasis is being
given to structured programming. Languages such as PASCAL and PLl1 are be
urged as the way of the future. From the standpoint of a working scienti
such as a crystallographer, which of these languages and their dialects
will supercede FORTRAN is unclear. RATFOR solves this problem by being a
preprocessor which simply "edits" the structured RATFOR into the local
FORTRAN dialect. Indeed, during the transition or recording period, one
may have coexisting RATFOR and FORTRAN subroutines. Once the wave of the
future is clearly defined, it is possible to recode RATFOR to produce,
say, PASCAL instead of FORTRAN.

MACROS

A MACRO is a "large " portion of code represented by a short descriptive
string of characters. For example, if one has a group of variables used
in many FORTRAN subroutines, a COMMON declaration might be made in the
following way:

C@MM@N/SYS/A,B,C,I,J,K(100)
INTEGER I,J,K
REAL A,B,C

The MACRO processor may be invoked as:

MACR@ ( SyscgM:, [c@MM@PN/SYS/A,B,C,I,J,K(100)
INTEGER I,J,K; REAL A,B,C])

so that in all RATFOR subroutines, all that is required is:
SYSC@M:

and the C@MM@PN and TYPE statements will be carried forward to the
FORTRAN code.

For purposes of isolating the differences among all the FORTRANS that
exist and among the various machines that are built, the MACRO feature
of Kernighan and Plauger's work is the most beneficial. The matter of
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structured programming is of academic interest. The MACRO capability is
the real "work-horse". It is the main reason for using RATMAC in the new
XRAY system.

s a second example consider the problem of I/0 arrays with the following
=xample of the use of MACROS to isolate machine dependent guantities.

MACR@ (BUFSIZ: ,256)
MACR@ (I@BUF: , [C@MM@N/ I@/INPUT (BUFSIZ:) ,OUTPUT (BUFSIZ:)])

In the RATFOR code the line

IOBUFS:

will result in the FORTRAN code having
C@MMPN/ I@/INPUT (256) , @UTPUT (256)

It is possible by similar techniques using the clever built-in functions
and recursive properties of the MACRO processor to isolate all machine
specific, compiler specific statements. This then provides for the sim-
plification of the editing necessary to transfer the application programs
from one machine to another. Moreover, the transformation of the RATFOR
programs may be made either before or after the transfer from the first
machines to the second.

Quantities such as bits per word, bytes per word, bits per byte, words

per output line, etc. may all be isolated in MACRO. Arrays for all major
CPMM@N statements may be left indefinite in terms of word size, number

of bits, etc. Input-output may be handled in general by use of MACROS. Even
the problem of setting up DATA statements as 2HXX or 4HXXXX or

1 OHXXXXXXXXXX, may be vastly simplified and dealt with using the MACRO pro-
cessor.

Application of RATMAC to the XRAY system

The power of RATFOR and MACRO is illustrated in the coding of the new
XRAY system, XSTAL. In addition the RATMAC technical report gives some
excellent examples of the use of Kernighan and Plauger's powerful pre-
pProcessor.

The book "Software Tools" is well worth reading. On page 319-321, the
authors summarize their programming principles:
I Keep it simple

II Build it in stages
IITI Let someone else do the hard part.
These principles are disarmingly artless when written this way. But when
they are applied systematically to application programs, the results they
produce, are indeed artful.

Because of the way the RATMAC preprocessor has been programmed, it is
readily transportable from one machine to another. For the future of the
XSTAL system, the FORTRAN version of it will be distributed as the first
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of seven files.

FILE

FILE

FILE

FILE

FILE

FILE

FILE

I

II

III

v

VI

VII

The RATMAC processor in FORTRAN tailored for the local machine
The RATMAC processor in RATMAC. This will allow for local '
enhancements to be made and a new FORTRAN version prepared by |
use of FILE I.

The RATMAC write-up.

The XSTALprogram in RATFOR. The first part of this file will k&
the MACROS of XSTAL. These MACROS will have to be edited to
conform to local operating architecture. The rest of editing
will be done by the RATMAC processor to produce the local FORT
code.

The XSTAL write-up.
The XSTAL test deck.

A collection of "machine code" or "assembler" routines which
have been used to eliminate the FORTRAN I/O library on various
machines. These "primitives" are to serve as models for other
machines where it is desirable to enhance performance or save |
space. This is not a mandatory procedure. All the MACROS can b
set to use standard FORTRAN I/O. |

It is hoped that the application of RATFOR will be of aid to future
programming efforts. The acceptance on April 3, 1978 of the new ANSI
FORTRAN 77 standard means a new set of rules for FORTRAN users. New
machines and operating systems are already being supplied. These standar
make XRAY76 obsolete even on large scale computers. In addition the adve
of "mini" and "midi" computers suggests that a restructuring and moderni
tion of XRAY is needed. The use of a preprocessor promises a certain sta
bility in codes not available by the use of "PIDGIN" FORTRAN. We hope th
this proves to be the case for XSTAL 80.

References

(1)
(2)

Software Tools, Addison-Wesley, paperback 3669 (1976)

TR 675, RATMAC: Kernighan and Plauger's Structured Programming
Language, R. J. Munn and J. M. Stewart, Computer Science Center,
University of Maryland, College Park, MD 20742.



241
TDS ERRORS IN REFLECTION INTENSITIES OF MOLECULAR CRYSTALS

Peter A. Kroon and Aafje Vos*

Summary

Programs LATDYN and TDS have been written in FORTRAN to perform lattice
dynamical calculations of thermal diffuse scattering for a model of
harmonically vibrating, weakly interacting, rigid molecules. Calculations
‘on naphthalene at 100 K show that errors due to the TDS from optic modes
and second order TDS can be neglected. The usual long wave (LW)
approximation for acoustic modes overestimates the TDS corrections. A
‘modified LW method is described which gives good TDS corrections and
‘requires considerably less computing time than the lattice dynamical
treatment.

Introduction

When scanning through a reflection not only the Bragg intensity plus
"usual" diffuse background, but also first and second order thermal
diffuse scattering (TDS) is measured. Fig.l. shows that the TDS profile
does not proceed linearly below the Bragg peak, but peaks at the reflection
position. Due to this the TDS contribution is not eliminated by the

usual background correction. The remaining TDS contribution IT DS

(nett, H) is given by area B and obeys the formula

v v*
*)-1 %) P *)_P
TDS(nett H) = TDS(vp) 2[ITDS(V1)V* + ITDS(vr)V*] (1)
1 r
where I V*) is the total TDS 1nten51ty measured by scanning a

rec1proca? volume V¥ ¥, and vE, Vl and V are the reciprocal volumes
observed by the counter durEng the peak and the left and right
background measurements respectively.

Various computer programs are available for the calculation of TDS
corrections. However, for crystals with low symmetry, only acoustical
modes of vibration are taken into account in the long wave approximation.
To study the influence of these approximations TDS calculations were
done for a model of harmonically vibrating, weakly interacting, rigid
molecules. The interactions are described as the sum of pairwise
interatomic interactions. At present the programs LATDYN and TDS work
with infinite resolution of the experimental set up, apart from a

finite counter opening. The part of reciprocal space seen by the

counter during the scan can either be calculated according to Helmholdt &

*Nepartment of Chemical Physics, Rijksuniversiteit Groningen,
Nijenborgh 16, 9747 AG Groningen, The Netherlands



AU IR TTIPI IR Iy o0 o 8 L 10T 1 BT T PN 1 [ 311l al Lllllt £ 4o dddLd

242

i D e S
i)l A W
"“—-: L I (compton, etc) : Fs
k 1
gt LS Wy Wy

Fig.1. Scattered intensity vs. scan angle w. See text. A + B =
IDS superimposed on diffuse background, C = Bragg intensity, B =
TDS error

Vos[ or can be taken the same for all reflections.
Derivations of the formulae and further details of the work can be
found in Kroon & Vos“.

Models used and formulae for first order TDS

a. "Exact" lattice dynamical treatment (EX)

The lattice modes, formulated according to Cochraé{ are characterized
by an index 0,0=1 - 6n where n is the number of molecules per cell,
and by the wave vector k. All modes with wave vector k give first

order TDS at points § = H - k in reciprocal space. For the rigid body
model mentioned above, the total first order TDS intensity at SE=H gl
is, in units directly comparable with the Bragg intensity |FB(1;1)|2
given by

I (s=r-ave ) () = arlkprsZave | (0 g2 (ok)
[gﬂf{§ma)x|g(§0§ma)|exp il2mg.r(m) + 2mS.r(ma) + ¢(§0hma)]]2 (2)

S, H, k., f(Sma) and T have the usual meaning, w(ok) = angular frequency
of mode Ok, dvie] = dv*/V¥ r(m) = position vector for gravity center

G of moleculem, r(ma) = position vector of atom ma of m, relative to G.
|U(Sokma) |exp iy(Sokma) is, apart from a scale factor and the phase
factor exp 2mik.r(m), the complex amplitude of the inner product
8.p(0Okma,t) where § = $/S and p denotes the deviation of atom ma at

time t due to mode Ok.
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b. Long wave approximation for rigid molecules

(LWF or "long wave with Fourier transform" approximation)

For long wave acoustic modes (k=0) the dispersion of the acoustic
velocity v(OR) is zero. The dispersion of the angular frequency is thus
given by

w(ok) = 2mkv(0R) (3)
Lattice dynamical treatment for this situation by Born & Huang4 shows
that for mode (ok) all molecules in the unit cell move in parallel
with an amplitude which only depends on the direction of k. This implies

that at k-0 the acoustic modes are purely translational. Substitution
in (2) of (3) and

|u(sokma) | = [U*¥(sok) |, W(Sokma) =v “Y(sak) = o,
as equal phases maybe set to zero,
glves

I (g_g k)dvrel(k) = [k TS fk ]dvrel(k}x

x I {|ULW(SOK)|KV(GE)]2IE f(Sma) expl2mi(H.r(m) + S.r(ma))ll? (4

‘The LWF approximation now 1mp11es that (4) is used not only for k-0, but
also for larger k values. The F in LWF stands for the fact that (4)
contains the Fourier transform Ef(Sma) x expl2miS.r(ma)] of the rigid
molecules m.

c. Long wave approximation for separate atoms (LW)

By assuming that the individual atoms are the rigid bodies for the
translational modes, we obtain r(m) = r(a), r(ma) =0 (5)
Substitution of (5) in (4) and use of

F (S) 2 f£(Sma) exp[2niS.{r(m) + r(ma)}]
ma
glves the usual LW formula

Wisapio) = Liegrs?/k’1[r, (aglz 3 [ (sor) | 7v(oR) 12 6)

d. Long wave approximation with velocity dispersion (LWD)

This approximation does not have a sound physical basis but it turns

out to work good in practice (see below). For I%WD(§=§—§) formula (6)

is applied apart from the fact that for the frequency instead of

formula (3) the real (or calculated) w(ok) value of the phonon dispersion
branches is used. In this version (6) reads
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Fig.2. Second orde? TDS for 5,12,0 (8in®/A = 1.06 & Jand T3
(sin@/A = 0.254 4 ) on a relative scale, in the region H - %a* to
H + %g*

Contribution of optical modes and second order TDS

From (2) and (3) we see that the peaking of the TDS profile at the
reflection p831t10n will be caused mainly by the acoustic modes for
which 1lim ¢ “(ok) = for k=0 or for S=H-k - H. For the optic modes
where @ (ok) is smaller and varies less" drastlcally with k and not
always in the same direction, the peaking is expected to be small.
This suggests that Itpg(nett, H) for these modes may possibly be
neglected. This was confirmed by EX calculations on naphthalene. For
all naphthalene reflections at 100 K we calculated [I (nett, optlc)|
< 0.015 ITD (nett, acoustic).

Formulae analogous to (2), (4), (6) and (7) can be derived for
second order TDS. If two modes with wave vectors k' and k" are
considered, the second order TDS occurs at § = H—k with k* k' e
In Fig. 2 the EX and LW second order TDS proflles are shown for two
naphthalene reflections at 100 K. In contradistinction to the LW
profile, the EX profile is so flat that the second order TDS contribution
to Ippg(nett) can be assumed to be negligibly small. This is in
contrast to statements in the literature) where for high order
reflections and low temperature (second order TDS is approximately
proportional to S* and T2) second order TDS corrections amounting to
about 107Z of the first order corrections have been calculated on the
basis of the LW approximation.

From the discussion given above it was concluded that TDS from

optic modes and second order TDS can be neglected for naphthalene at
100 K.
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Brillouin zone summations

For the EX expression (2) the integration over Vﬁ to obtain ITDS(V;)
'can?ot be performed in the partly analytical way given by Helmholdt &
Vos' for the LW method. The TDS program performs the integrations
:completely numerically with use of an isometric sampling grid. Without
further precautions difficulties arise, however, for the acoustic modes
with small k values. From (2) and (3) we see that for these modes the
summation contains terms of type

3¢ (s=H-K)AV* = [D(oR)/k’] AV* (8)

where D(oR) is a function smoothly varying with K. These terms become
infinitely large for k-0, although their integrated value over v
around k=0 is finite.

In the TDS program the contribution of v_ is estimated from the
nearest 26 surrounding elements by use o% the formula

I(vo) = 0.5 ﬁ I(va) + 0.5 E I(vb) + 0.375 i I(vc) (9)

This formula can be derived by dividing v_ into pyramids (Fig. 3.) and
assuming the functional form (8). The method was tested by numerical
integration of the function k™2 for a spherical volume. If the number

of volume elements is taken sufficiently large, surface effects can be
neglected. The result of the integration is systematically too low,
however, because due to the inverse quadratic form of the function
especially the contribution of the volume elements with small k is
systematically too small. This effect is accounted for by multlplylng
I(vo) as obtained from (9) by an empirical factor . Calculations with
various choices of the sampling grid, showed T to be 1ndependent of
these choices in good approximation. From the values 1.29 to 1.33
obtained for reasonable grids, the value 1.31 was adopted. The practical
implementation of this method is surprisingly simple and merely

consists of multiplying I;(oc, S=H-k) for o= 1,2,3 for the a and b-type
volume elements by (1 + 0.5C) and for the c-type elements by (1 + 0.3750).

Choice of crystal structure and potential functions

The TDS calculations have been done on naphthalene at 100 K (space
group P2;/a, n=2). Naphthalene has the advantage that the molecules
contain C and H atoms only, for which atoms various sets of potentlal
functions are published in the literature (references are given in

ref. 2). For the description of the interaction between two atoms i and
j at distance rjj we have chosen to write the potential functions in
the Buckingham (6-exp) form.

=H
V(rij) = Arij + B exp(-Crij) (10)
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Fig.3. (a) Division of the v, element into pyramids. The figure shows
the bases of the pyramids on the surface of Vys 2ach of them pointing
to one of the surrounding volume elements of which there are three
types, shown in (b)

where A, B and C are constants depending on the types of atoms
considered. Interaction constants with good ability to reproduce the
velocities of elastic waves for naphthalene and related compounds,

were chosen. For C-H 1.09 & was adopted. Prior to the lattice dynamical
calculations the potential energy of the structure was minimized for
the interactions (10) by giving small rotations to the molecules in

the published naphthalene structure. This was performed with a
minimization procedure analogous to that applied by Williams® in his
program PCK 6.

Practical calculations

a. Frequencies and eigenvectors

Prior to the calculation of the TDS intensities and the T and L
tensors, the program LATDYN was used to set up the dynamical matrix
D(k) for 7488 k-values evenly spread in half the Brillouin zone. Each
dynamical matrix has 6n eigenvalues w?(ock) and 6n eigenvectors Y(ck).
Each eigenvector is composed of n six-dimensional vectors U (okm)
containing the (unscaled and mass-adjusted) translational and”
librational amplitudes of molecule m. In general an eigenvector has
both translational and librational components which means that the
translational and librational motions are coupled. Frequencies and
eigenvectors for the second half of the B.Z, are obtained by the
simple relations w2(ok) = (o,-k) and U(ok) = Q*(o,—g). The
eigenvectors and eigenvalues were stored on a random access file.
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b. T, L and S tensors

The naphthalene molecules lie at inversion centres. For such a case
the translational and librational components of the eigenvectors have
a phase difference of m/2, which makes § = 0. It should be noted that
S = 0 does not mean that all modes are either purely translational or
librational. 7

The tensors T and L were calculated with the formulae

T;j(m) = Re [oﬂk-cti(df_m)t;‘ (okm)>]
Lyj(m) = Retgkﬂi(ogmn}‘ (ckm)>]

ti (okm) and 1j(okm), i = 1-3 and C = 1-12, are the translational and
librational amplitudes for molecule m.

¢c. Calculation of ITDS(nett)

In the range up to sin®/A = 1.2 g_l one of each five reflections was
‘taken giving a total of 1077 independent reflections. First integrated
'TDS intensities for the different approximations were calculated with
‘use of the Vp volumes given by Helmholdt & Vos' for the w-scan, apart
from the fact that a larger counter opening of 6 x 6 mm was taken.
From the results it was deduced, however, that artefacts occurred due

to the course grid applied for the summation. It should be possible
‘to avoid this problem by taking a finer grid. This was hampered,
however, by an impractically large increase in computing time,

especially for the EX method. We have therefore chosen to keep, for
the present comparative study, the volume Vg the same for all
reflections. Vp was chosen such that the maximum k values encountered
are the same as in practical experiments.

Computing times on a Cyber 74-16 for the calculation of I (nett)

for one naphthalene reflection are for the constant VS case 11 for EX,

10 for LWF and 1 c.p.u. seconds for LWD and LW.

d. Least squares refinements

To determine the changes in structural parameters due to the presence
of TDS least squares refinements were done. Values {F (g)[ =

[]Fc(§)| + ITDS(nett)]z were considered as observed structure factor
amplitudes (Fc(g) is the structure factor corresponding with the
naphthalene model). H atoms were constrained to C. The function

Q =E[|F0(§)[—|Fc(§)|IK]2 was minimized with the full matrix least
squares method. For all four sets of TDS calculations (EX, LW, LWF and
LWD) full angle (f.a.), low order (l.o.) and high order (h.o.)
refinements were performed, where l.o. was chosen as 8in®/A<0.9 and
h.o. as sin®/A>1.0 &1, This results in about 400 reflections in each
range. The parameter changes are given by

Ai = p;(LS) - p; (model)



Al g AL NI SRIRAIRRSY vl o o b e S

248

Results

a. TDS profiles

In Fig. 4 the calculated first order TDS intensity profiles are plotted
for the b* direction. For the reflections with k = 2n the profiles
clearly show that for all approximations lim I](§) =c for k=0 (or $-H),
as expected. Around the systematically absent reflections oko with

k = 2n + 1 for the three long-wave cases zero TDS is calculated. For LW
and LWD this is evident since F,(H) = 0 for these reflections. For LWF
it follows from (4), since the Y-components r (m) of the molecular
centres differ bv 0.5 b, whereas the componenzs ry(ma} are the same for
corresponding atoms in the two molecules. That in the EX case the TDS
is non-zero for systematically extinct reflections is due to the
librational character of the two antisymmetric modes. For these modes
the y-positions of corresponding atoms move in opposite directions which
disturbs the twofold screw symmetry.

b. Irpg(nett) contributions and parameter changes

In Table 1 the values a(#) = Ippg(nett,H)/|F (B)]2 are given for a
small series of reflections. From the table (and even better from the
complete output) we see: (1) The TDS is strongly anisotropic, but
increases on average with S. For high order reflections ITDs(nett,g)
may become, even at 100 K, as large as |Fg(H)|2. (2) If the EX

— W
—- LWF
---LWD
—aEX

TDS intensity

——— e

=

I
Y | \
] \.
L v i "“*—JII\H- 1 =3 1 s 1 N 1 K

L
1 2 3 4 5 6 7 8 9

FPig. 4. First order TDS profiles along the b* direction in naphthalene
at 100 K. The numbers give the positions of the oko reflections
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eatment is assumed to correspond with reality the LW method
-erestimates the TDS corrections, while these corrections are found in
sod approximation by the LWD method (the LWF results are not discussed
'rther).
| Table 2 the parameter changes are summarized. We see: (1) The
rors in the coordinates, due to neglect of TDS corrections, are
rprisingly small. This means that the coordinates are hardly affected
| the occurrence of the phases W(Sokma) in the expression (2)_ for
X(S). This is due to the fact that in the integration over Vp the
ctors k and -k are equally involved with ((SCkma) = -Y(8o,-k,ma).
) The changes in the thermal parameters and in K are considerable.
‘glect of TDS corrections leads to underestimation of the thermal
rameters. For accurate studies of the dynamical behaviour of the
' .lecules, TDS corrections are thus necessary.
') If corrections for TDS are not made, high order refinement
irameters are, for the naphthalene case, not transferable to the low
. der region. This should be noted by crystallographers interested in
| curate studies of electron density distributions, who want to find
| rameters not affected by bonding from high order X-ray data.
) A.LWD = A EX (follows from more extended table). This implies
nat ﬁaramete% errors can be avoided if TDS corrections according to
e LWD method are made.

ible 1. Values a(H) = ITDS(nett,g)f|FB(g)|2 in per cents

k1  sin®/A |FB[2 oY (m) " o) qFx(g)
53 .52 = 406 12.6 13.2 11.1 10.7
g5 9 .74 4957 34.1 34.5 27.6 27.4
B % 1.000 11D 24.3 23.6 23.8 23.8
4 4 1.02 186 94.9 95.8 69.8 69.0
76 1.16 34 100.1 103.2 76.5 73.2

able 2. Parameter changes obtained for the different TDS calculations

(|Ar]> in 10_& R —<&Uii> in 10_2 22 AR(7)
hroe %o, ‘f.a. hio. 1l.0: E:a- O O, A
W 3 3 3 2F 81 528 6.1 57 140
LWD 1 2 2 .19 .26 .24 4.6 4 .7
EX 4 2 2 A9 26 24 4.6 A )
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Conclusion

As the computation of good TDS corrections is time consuming and
moreover requires a correct description of the intermolecular
interactions, TDS should be avoided as much as possible by doing the
measurements at low, preferably He, temperatures. If TDS is reduced

in that way, it may be hoped that theoretical knowledge of interaction
models (or experimental knowledge of, for instance, wave velocities)
is adequate to eliminate the remaining small TDS errors by making
corrections in LWD or LW approximation. As the LWD approximation is
much less time consuming than the EX method, for LWD a sufficiently
dense integration grid can be applied to make summation over real
volumes Vp feasible. For LW the well known partial analytical integrat
method can be used.
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