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Abstract

A flight termination system (FTS) is one of the most important safety features on a launch vehicle, as it
allows for the vehicle’s flight to be terminated in a controlled way when predetermined safety criteria or
boundaries are exceeded. Every vehicle, launch range or company may require different safety criteria
to form the foundation of the FTS. This includes T-Minus Engineering B.V., who aim to develop a cus-
tom flight termination system for the Dart payload stage of their DART XL sounding rocket. A sounding
rocket is by definition sub-orbital, so an important safety constraint is its impact location. Based on this
impact location, an advice can be formed for a range safety officer (RSO) to base flight termination de-
cisions on. Therefore, the objective of this thesis is creating an algorithm to predict the instantaneous
impact point (1IP) of the DART XL'’s ballistic payload stage in near real-time during a launch, considering
impact probability area boundaries and requirements for the accuracy and update rate.

To meet this objective, two separate models were created. The first was a pre-flight nominal trajectory
model aimed at evaluating the nominal vehicle trajectory and thereby producing inputs and verification
tools to assist the development of the second model. The second model, the in-flight IIP prediction
model, is intended to run during a DART XL launch to predict the ballistic trajectory and IIP of the Dart
stage in the post-separation phase. This IIP prediction will then continuously be updated and displayed
to an RSO to advise their flight termination decisions. An important element of developing both mod-
els is determining the model definitions. The final environment model selection consists of a US76
atmospheric model, a central gravity model including the J, effect, a local wind model and a rotating,
ellipsoidal Earth model. Furthermore, using 3-degrees of freedom (3-DoF) for the IIP prediction model
resulted in IIP predictions close to those predicted using a nominal trajectory model of more degrees
of freedom. The only exception was the local wind model, which required a correction factor because
using 3-DoF excludes the influence of rotational inertia which causes a delay in the effects of wind.

Furthermore, an Euler integrator with a step-size of 0.01 s was initially used for the IIP predic-
tion model. However, this did not meet the computation time requirement of an update rate of 1 s or
less. Model modifications could not sufficiently decrease the overall computation time for this step-size.
Therefore, it was decided to change the integration step-size to 0.1 s. With this updated step-size, the
IIP prediction model did successfully meet the computation time requirement. For the accuracy require-
ment, the IIP prediction model shall only include parameters that influence the prediction in the order
of 1 km. To evaluate this, the nominal impact point results of the pre-flight nominal trajectory model
were used to verify the results of the IIP prediction model. By comparison, it was concluded that the
accuracy requirement was successfully met using the updated step-size of 0.1 s, with a distance to the
verification IIP of less than 600 m.

Additionally, the nominal impact point distribution was determined by performing Monte Carlo sim-
ulations of the pre-flight nominal trajectory model. The resulting IIP distribution was used to determine
the 3-¢ impact probability area, which serves as a measure of the uncertainty of the nominal impact
point. The uncertainty in the downrange direction was found to be larger than the uncertainty in the
crossrange direction, which was to be expected due to the larger influence of errors in the direction of
flight. The effect of varying individual parameters using a One-at-a-Time approach was investigated in
a sensitivity analysis. Out of the ten investigated parameters, only the influence of the drag coefficient
of the ballistic Dart payload stage was found to exceed the 1 km accuracy radius.

It should be noted that uncertainties remain in this nominal prediction larger than the desired 1 km ac-
curacy radius, represented by for example the ballistic impact probability area and Dart drag coefficient.
However, it is unlikely that the uncertainty of the nominal IIP prediction can be decreased below a ra-
dius of 1 km due to the inherent unpredictability of launch conditions. Nonetheless, recommendations
for future work include investigating individual parameter influences on the IIP dispersion, reducing
the drag coefficient uncertainty and implementing additional aerodynamic data, as well as investigat-
ing the implementation of a variable step-size integrator. With these recommendations in mind, the
overall conclusion is that the thesis work has successfully developed a model for the near real-time
instantaneous impact point prediction of the DART XL sounding rocket’s Dart payload stage.
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Introduction

At the dawn of the Space Age, both the United States and the Soviet Union were highly invested in win-
ning the Space Race. This competition led to rapid technological advancements and frequent rocket
launches. On the 5th of February 1958, the second attempt at launching a Vanguard satellite into orbit
took place at Cape Canaveral Air Force Station, following an unsuccessful first attempt two months
prior. All seemed well for the first 57 seconds of the flight, as the Vanguard TV-3BU had launched
nominally from the launch pad and was on its way to orbit. However, the vehicle then suddenly veered
off course due to a severe pitch-down event of 45 degrees. The high aerodynamic and structural loads
on the vehicle caused it to break up. This left the responsible range safety officer (RSO) no choice but
to send a termination command to the vehicle, destroying it and thereby dispersing the remaining fuel
before impact (Bille and Lishock, 2004).

The presence of such a flight termination system on a launch vehicle is still common practice today, as
it is one of the most important safety features. A flight termination system (FTS) allows for the vehicle’s
flight to be terminated in a controlled way, when certain predetermined safety conditions or boundar-
ies are exceeded. It is the one system in a launch vehicle that engineers hope to never use, but are
thankful for its presence. Before every launch, a set of criteria is determined which the vehicle and
its trajectory must follow. If at any moment these criteria are not met, an FTS provides a solution to
prematurely end the flight to prevent harm to people, property or other significant surroundings.

Every vehicle, launch range and company may require a different set of safety criteria to form the
foundation of the FTS. This is the case for orbital and sub-orbital launch vehicles alike, which includes
sounding rockets like the DART XL by T-Minus Engineering. Sounding rockets are sub-orbital vehicles,
typically carrying instruments and payloads used for research and scientific experiments. Considering
that they are by definition sub-orbital, an important factor to take into account for their safety constraints
is its impact location. Based on this impact location, an advice can be formed for the RSO to base their
flight termination decision on.

Creating a reliable, custom FTS based on impact point prediction is no ftrivial task. Determining a
vehicle’s expected impact point can be done before a launch, based on the nominal trajectory and ex-
pected uncertainties. However, this only provides a distribution of impact point predictions rather than a
prediction that corresponds to the vehicle’s real-time behaviour during a launch. To reflect this real-time
behaviour, instantaneous impact point (IIP) prediction can be applied. This does present the additional
challenge of implementing real-time input data and high update rates of the trajectory prediction and
flight termination advice, while still retaining a high enough accuracy of the prediction. The purpose
of this thesis is therefore designing an algorithm that can accurately predict the instantaneous impact
point (IIP) of the DART XL in near real-time during a launch.

1.1. Thesis Objectives

Before starting any research, it is important to clearly and unambiguously define its objective. This
research objective can then be used to determine research questions. The goal is to have these ques-
tions form a complete overview of the work to be done during the thesis project. This way, answering
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all research questions will simultaneously lead to completion of the thesis work and achieving the de-
termined research objective.

It is important to recognize that this thesis project is a cooperation with industry, specifically with
T-Minus Engineering B.V., a launch provider based in Delft, the Netherlands. A key objective is there-
fore to meet their requirements and provide a workable end product. However, this is not considered
a research objective. In this section, an overview is provided of the research objectives and questions
that will serve as the foundation of the academic thesis work. The requirements set by T-Minus are
discussed later, in Section 2.5.

1.1.1. Research Objective
In order to gain insight into the relevance and purpose of the thesis project, a research objective is
determined. The main research objective (RO) of the thesis is:

RO: To predict the instantaneous impact point of a sounding rocket’s ballistic payload stage in (near)
real-time, by creating a flight termination algorithm that predicts this impact point considering
impact probability area boundaries and accuracy requirements, in order to increase launch
safety.

The accompanying sub-objectives can be divided into two main areas of interest. The first area of
interest is the creation of a nominal model during the pre-launch phase. The purpose of this model is to
obtain knowledge on the nominal impact point dispersion to be expected and to create a realistic impact
probability area based on this dispersion. This impact probability area can then serve as a guideline
for the in-flight phase to compare against predicted impact point coordinates. The second area of
interest is the in-flight phase, for which an algorithm is to be developed to run after booster burnout.
The purpose of this algorithm is the prediction of instantaneous impact points in (near) real-time and
their subsequent comparison to the setimpact probability area boundaries. To concisely describe these
goals, the following sub-objectives (SO) are presented:

SO-1: To determine a nominal impact point distribution in the pre-launch phase, by applying an IIP
distribution analysis considering the inherently uncertain model inputs.

S0O-2: To set impact probability area boundaries representative of a realistic launch scenario, by
determining the encompassing ellipse of the impact point distribution with three-sigma cer-
tainty.

SO-3: To create a dedicated algorithm to run during the non-propelled flight phase that predicts the
instantaneous impact point of the payload stage, by extrapolating its ballistic trajectory to the
surface.

1.1.2. Research Question
To realize the established research objective and sub-objectives, research questions are formulated.
The main research question (RQ) is formulated as:

RQ: How can the instantaneous impact point of a sounding rocket’s ballistic payload stage be pre-
dicted, using a flight termination algorithm, to run in near real-time considering the allowable
impact area and accuracy requirements?

By again dividing this into two areas of interest, being the pre-launch phase and the in-flight phase,
sub-questions can be determined. The following sub-questions (SQ) are established:

SQ-1: Which model definitions provide an optimal trajectory solution, considering the requirements
for impact point accuracy and computation time?
SQ-1.1: To what extent does the choice of environmental model aspects for the Earth influence
the trajectory solution?
SQ-1.2: To what extent does the model’s number of degrees of freedom influence the trajectory
solution?
SQ-1.3: Can the same model definitions be used for both the instantaneous impact point pre-
diction and nominal trajectory models, in order to meet the individual requirements of
each of these phases?
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SQ-2: Which inputs of the nominal trajectory model are most important to vary in an initial 1IP dis-
tribution analysis due to their inherent uncertainty, in order to determine the nominal impact
point distribution?

SQ-3: Which outputs of the instantaneous impact point prediction model should be displayed at the
ground station during launch, to allow a range safety officer to monitor the conditions for flight
termination?

1.2. Report Structure

In order to answer the research questions stated previously, the remainder of this report takes on the
following structure. First, Chapter 2 presents background information on the company and vehicle,
as well as on flight termination systems in general. This chapter also discusses the flight termination
state-of-the-art, as well as company requirements. Next, Chapter 3 goes into the models that are
developed, their purpose and their input parameters. After defining the two models that are developed
and their inputs, Chapters 4 and 5 present the methodology and results of developing of the first model.
The methodology and results of developing the second model are presented in Chapters 6 and 7.
Chapter 8 then discusses the sensitivity analysis to determine model robustness. Lastly, conclusions
and recommendations for future work are presented in Chapter 9. Additionally, Appendices A to E
provide supplementary information and will be referenced at the appropriate locations throughout the
main body of this report.






Background

Before going into the model development and purpose, first the relevant background information is
provided. This chapter begins by presenting some background information about the company and
vehicle for which a flight termination system is designed, specifically being the DART XL by T-Minus
Engineering B.V.. After establishing who it is for, this chapter goes into background information on flight
termination systems themselves. This includes commonly used termination methods, both historically
and the current state-of-the-art. Lastly, this chapter states the requirements set by T-Minus Engineering
for the flight termination system, that informed the design detailed throughout this thesis report.

2.1. Company Profile: T-Minus Engineering

The Dutch company of T-Minus Engineering B.V., or T-Minus for short, was founded in 2011 as an
answer to the growing interest and demand for suborbital launch vehicles. Their goal is to build high-
quality, affordable suborbital rockets that can be used for many different purposes, including commer-
cialising the space industry, aiding the defence sector and flying scientific experiments in microgravity
conditions. To realize this goal, T-Minus is working with both national and international partners and
customers, all while using in-house development wherever possible.

Past and ongoing projects show that they have already covered a range of applications using various
rockets. An example of this is ESA’'s CanSat competition, the organization of which T-Minus has been
a part of ever since the company was founded. This competition allows high school students to design
and build their own can-sized satellites. To help the student teams, T-Minus has designed a CanSat kit
which provides them with the basic components needed to build their satellite, capable of measuring
and transmitting pressure and temperature data. The winning teams get to fly their satellites to approx-
imately 1 km altitude on the T-Minus CanSat launcher, shown in Figure 2.1. This CanSat launcher is
a passively guided, single stage vehicle of 3.17 m long and 200 mm in diameter, capable of launching
and deploying six CanSats at a time. At the desired altitude, the CanSats are ejected radially to prevent
collision with the vehicle. The vehicle itself is equipped with parachutes, giving the possibility for safe
recovery and subsequent full re-usability.

Another big project that T-Minus have contributed to is NASA's InSight mission to Mars. Here,
they provided a payload as a subcontractor of the German Aerospace Center DLR. The purpose of
this payload, the HP3, was to penetrate the Martian surface to a depth of 5 meters. T-Minus aided in
integrating and testing the prototypes, proto-flight and flight models, as well as providing support for
the development and qualification testing activities.

2.2. Vehicle Profile: DART XL

To further realize their vision and expand on the current range of vehicles and capabilities, T-Minus
is developing the DART and the DART XL. Following several successful low-altitude flights from the
Netherlands, the first T-Minus DART was launched out of Australia in September of 2020. The DART
is a space-capable sounding rocket, designed for frequent and affordable missions to the upper atmo-
spheric regions. The vehicle consists of two parts: a solid rocket motor (SRM) encased by a booster
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Figure 2.1: The T-Minus CanSat launcher, designed for educational competitions.
[Source: Claude Piscitelli at CanSat Luxembourg 2022]

stage of 2.1 m by 118 mm in diameter, and a payload compartment (Dart) of 1.35 m by 35 mm in
diameter, see Figure 2.2. The vehicle is launched from a helical rail, imparting a spin on the vehicle
from lift-off to stabilize it in-flight. Additionally, both the booster and the Dart are stabilized by four fins
at their tail ends. After booster burn-out, the vehicle separates due to the acting aerodynamic forces.
After separation, both the Dart and the spent booster follow a perturbed ballistic trajectory until impact.

E———= —

ee——

Figure 2.2: The T-Minus DART and DART XL vehicles, with the booster in black and the payload compartment in orange.
[Source: T-Minus Engineering archive]

The DART XL, also shown in Figure 2.2 above, is an upscaled version of the DART and therefore
has a very similar configuration, also consisting of a solid rocket booster and a dart-shaped payload
compartment. The vehicle is currently still in the development and testing stage, during which the solid
rocket motor has performed multiple successful static tests. When completed, the vehicle is expected
to be capable of reaching in-flight speeds up to Mach 7. In order to reach these speeds, it has a larger
size and higher propellant mass than its predecessor. This provides a whole new range of mission
possibilities, including reaching exo-atmospheric altitudes. Furthermore, its relatively large payload
compartment allows T-Minus to launch multiple, larger payloads than they were previously capable
of, along with providing more space for on-board sensors. Table 2.1 provides a comparison of the
dimensions and characteristics of the DART XL with respect to its smaller predecessor.
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Table 2.1: Comparison of dimensions and characteristics of the DART and the DART XL sounding rockets.

Dart Dart @ | Booster Booster @ | Payload Propellant | Burntime
length (m) | (mm) length (m) | (mm) capacity (kg) | (kg) (s)
DART 1.35 35 2.10 118 1.5 19.5 7
DART XL 1.50 70 2.60 215 5.0 100 15

Although very similar in configuration, there is one significant difference between both vehicles. In con-
trast to the smaller DART, the DART XL does not launch from a helical rail that imparts it with a spin. To
stabilize the vehicle during flight, it is actively spun after exiting the launch rail by four spin-motors loc-
ated on the booster. Furthermore, both the booster and the Dart are equipped with four evenly spaced
fins at their tail ends. The vehicle is passively controlled, meaning that there is no way to actively in-
fluence its motion after lift-off. During flight, the stage separation occurs aerodynamically after motor
burnout. The Dart is held in the booster only by the forces of gravity and drag, with the thrust propelling
them both. Therefore, after motor burnout, the drag and gravity of the booster become higher than that
of the Dart, causing it to fall away from the Dart for stage separation.

The increased size and capabilities of the DART XL also come with some increased risk factors.
Due to its size and calculated capabilities, the potential for high-risk consequences of an in-flight an-
omaly or trajectory deviation can readily be understood. To protect the people and property directly
below and around the vehicle’s trajectory, including the launch site, it is therefore of high importance
to implement a safety system, such as a flight termination system. Therefore, this thesis will lay the
foundation for creating a flight termination system for the DART XL, by developing an algorithm for near
real-time impact point prediction relative to a predetermined allowable impact area.

To avoid confusion, it is reiterated that the remainder of this report concerns the DART XL vehicle only.
For this vehicle, the entire vehicle is referred to as the DART XL, capitalised in full. The ballistic payload
stage is referred to as the Dart, with only the first letter capitalised.

2.3. Flight Termination Systems

This section first describes the order of events during a launch in which an FTS would be triggered.
Next, it details the two main types of flight termination systems and the difference between them, before
going into various conditions that can lead to flight termination, along with different termination methods.
Finally, the current FTS state-of-the-art is described.

2.3.1. Order of Events

For every launch, there is a certain order of events that is generally followed in terms of flight termina-
tion. Before a launch, it is important to determine any and all parameters of interest. This can include
parameters such as a vehicle’s position, velocity, attitude, internal pressure etc. For each parameter,
a set of limits or boundaries is then determined within which the values during launch should remain.
Therefore, it is also important that all selected parameters are measurable during the launch, for in-
stance by radar or optical tracking, or onboard measurements sent to a ground station via telemetry.

During the launch, these measurements are then continuously compared to the predetermined
boundaries. Depending on the type of flight termination system, this is handled either onboard the
vehicle or at a ground station where they are displayed and monitored by one or more range safety
officers (RSO). If any of the parameters of interest falls outside of its limits, an RSO can manually de-
cide to terminate, or the vehicle can do so autonomously. If none of the parameters fall outside of their
limits, the process of measuring and monitoring is repeated for the next time step, until the window
within which flight termination may occur has ended.

Within the scope of this thesis, the focus lies on taking incoming vehicle state vector data and processing
this to predict its impact point, relative to predetermined impact area boundaries. This prediction is then
presented to an RSO, to serve as advice on whether or not the flight needs to be terminated.
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2.3.2. Traditional versus Autonomous Flight Termination

There are two approaches to flight termination: range-centric (traditional, human-in-the-loop) and vehicle-
centric (autonomous). Traditional FTS involves RSQO’s, also called mission flight control officers (MFCQO’s),
having to manually give the command to terminate the flight. For an autonomous flight termination
system, the rocket performs calculations at every step of the way and can autonomously decide to
terminate whenever a boundary condition is exceeded.

Historically, flight termination systems were designed to always include a human in the loop to give
the final command. This traditional system includes tracking the vehicle using ground station equip-
ment, such as C-band radar beacons, unaided radar tracking, optics, and incoming vehicle telemetry
(National Research Council, 2000). Communication between the ground station and the vehicle is de-
pendent on line-of-sight transmissions, possibly requiring multiple transmitters to be set up at remote
locations along the downrange flight path (Bull and Lanzi, 2007). The live incoming data, among which
real-time position and attitude data, is then processed and displayed for the RSO to monitor and evalu-
ate. For sounding rockets like the DART XL, this data may also include real-time trajectory and impact
point predictions.

Whenever the launch vehicle is observed to stray from its nominal, predetermined conditions, there
are two possibilities. If the vehicle has an active guidance system, it may be possible to counter the
deviations by performing course corrections (Larson and Wertz, 2005). If the vehicle only has passive
guidance, or if the deviation is too large to correct, the RSO is responsible for making the final call on
whether or not to trigger flight termination by sending an uplink command (Ferrell et al., 2004). To pre-
vent influence from outside parties, this signal is generally encrypted (Range Safety Group, 2019). The
DART XL is not a guided system and it is therefore not possible to use steering to correct its trajectory
to avoid flight termination. Figure 2.3a provides a schematic overview of the information flows involved
in the decision making process.

Autonomous flight termination systems (AFTS), also called autonomous flight safety systems (AFSS),
are a relatively new development in the shift to more automated and autonomous launch vehicles.
How it works, is that positioning data, provided by for instance a Global Navigation Satellite System
(GNSS) and by inertial measurement unit (IMU) navigation sensors on-board the launch vehicle, is
sent directly into the self-contained AFTS for processing. If a violation of flight rules is detected, the
AFTS subsystem sends a command to the vehicle to trigger flight termination. Figure 2.3b provides a
schematic overview of the information flows involved in the decision making process of an autonomous
flight termination system. From the receiving end, this trigger is no different than that of a traditional
FTS command coming from a ground station (Valencia, 2019).

A major advantage of an AFTS is that its use can provide substantial reductions in terms of both
launch cost and time. For example, the ground segment can be simplified greatly by eliminating the
need for equipment such as radars. This leads to a decrease in the time it takes to configure a range
prior to a launch, while simultaneously decreasing the probability of malfunctioning ground equipment
causing a launch delay. Additionally, placing flight termination functionality on-board the launch vehicle
is very useful during periods of signal attenuation. For a traditional system, a loss of telemetry between
all ground stations and the vehicle will most often automatically lead to flight termination, as commu-
nications must be possible at all times to allow for the FTS to be manually triggered. When using an
autonomous system, the vehicle can always determine its own position and execute flight termination
independent of telemetry inputs. An AFTS therefore makes it irrelevant whether or not the vehicle can
be tracked from the ground at all times (Clark, 2017).

Despite these advantages, however, it is common practice to first fly and test an AFTS repeatedly in
’'shadow mode’ alongside a traditional FTS. In this shadow mode, it can collect and process data during
launch and arm itself accordingly, but it cannot initiate or trigger the actual flight termination process
(Fudge et al., 2003). A traditional-autonomous hybrid system, although not common, would also be
an option. A potential implementation of this would be a traditional system that operates within the
vehicle’s line of sight, with an autonomous system to take over outside of this. Taking this into account,
the current design for the DART XL FTS is a traditional system. This is the more conventional and less
complicated option to start off with, making it the logical choice for implementation on the first iteration
of DART XL vehicles, while still leaving the door open for a future transition to autonomous.
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Figure 2.3: Information flows for the decision making process in different flight termination systems.
[Source: Valencia, 2019]

2.3.3. Flight Termination Conditions

The decision to terminate a flight can be based on many different factors. Mostly they consider whether
or not safety, mission and/or legal requirements can still be met. The condition that is focussed on for
the thesis work, also being the most common condition for flight termination, is based on deviation from
a nominal trajectory. The deviation from a nominal trajectory corridor provides a first indication of the
vehicle’s behaviour. This corridor is based on the nominal case with acceptable variations and errors
in flight conditions such as wind and elevation angle.

For non-orbital vehicles like the DART XL, all stages are expected to impact ballistically within
minutes after lift-off. A prediction of the nominal impact point dispersion is therefore often used instead
of a full trajectory corridor. For most safety and legal requirements, the impact points of vehicle parts
are the most important factors to consider. Focussing on this may therefore allow the RSO to work
more effectively. Trajectory deviation and impact point prediction are of course not the only possible
termination conditions. Additional termination conditions that may be included in the design of the
DART XL at a later stage are a loss of telemetry, loss of critical vehicle systems or stage separation
errors. These, however, fall outside of the scope of this project.

To determine whether the vehicle is deviating from a nominal trajectory and subsequent nominal impact
area, the nominal case must first be established. The full process of this is described in Chapter 4.
Based on a nominal flight, taking local wind variability and input parameter uncertainties into account,
an expected impact area can be determined prior to launch. Often, this area is based on the nominal
impact areas of vehicle stages and an explosion debris zone. The explosion debris zone represents the
area within which debris pieces are predicted to land in the event of a rapid unscheduled disassembly.
For the thesis project, the focus will only be on the expected nominal impact distribution. The explosion
debris zone is not considered in further discussions. Figure 2.4 provides a visual representation of the
selected flight termination condition. A hypothetical vehicle trajectory is shown in white, with its current
instantaneous impact point (IIP) prediction at the end of the line. It can be seen that, at this point in the
trajectory, the instantaneous impact point prediction intersects with the lower boundary of the allowable
impact area shown in red. It would therefore be necessary to trigger the flight termination system to
avoid the actual impact point from falling outside of the allowable area.
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Figure 2.4: Visualization of flight termination based on instantaneous impact point (IIP) prediction.
[Source: Rice, 2015]

2.4, Current State-of-the-art

The previous sections have explained what a flight termination system is and various possibilities for
executing flight termination. In this section, the current state-of-the-art is discussed by describing how
flight termination technology is incorporated into operational and proposed launch vehicles.

2.4.1. Traditional Systems

The method most commonly found to be used for traditional systems is destruction of the vehicle.
Some examples of operational launch vehicles that use this method are ULA’'s Atlas V and Delta IV
Heavy, Northrop Grumman’s Antares and Pegasus XL, Arianespace’s Vega and Ariane 5, the Japan
Aerospace Exploration Agency (JAXA) H-11A vehicle and Firefly’s Alpha.

The user’s guides for the Atlas V and the Delta IV configurations specifically mention three reas-
ons for initiating the FTS’s destruct sequence: a manual command in case of nhon-nominal behaviour,
an autonomous command if inadvertent break-up is detected, or an autonomous command indicating
untimely stage separation (ULA, 2010; ULA, 2013). The FTS has never been used for either of these
vehicles, as ULA’'s mission success rate is currently 100% (ULA, 2022).

The Pegasus XL user’s guide describes a similar system, as it can be initiated by a command from
the ground or autonomously when sensing inadvertent separation (Northrop Grumman, 2020). Ever
since its first mission in 1990, it has only been necessary to terminate two flights; once in 1994 due to a
loss of telemetry and once in 1995 due to trajectory deviations (Frick, 2002). For the Antares, the flight
termination system has been used once since becoming operational, on the Orb-3 ISS cargo resupply
mission. This mission was cut short after only 15 seconds, when the vehicle lost all thrust due to an
engine explosion. As a result, the RSO’s gave the destruct command to try and minimize damage to
the pad and its surroundings as much as possible (NASA Independent Review Team, 2015).

The Vega and the Ariane 5 use a similar destruct system, where range safety officials track the
vehicle using radar data and manually sending a destruct command if necessary (Clark, 2020a).

JAXA's H-lIA vehicle again uses a destructive flight termination system (JAXA, 2019). Since its
maiden flight, it has been engaged only once in 2003, when one of the two solid rocket boosters failed
to jettison. As aresult, the vehicle could not reach the desired speed or altitude, causing ground control
to terminate the flight 10 minutes after lift-off (JAXA, 2003).

Finally, the Firefly Alpha was confirmed to use a destructive flight termination system during its
maiden flight in September of 2021. Here, one of its first stage engines shut down shortly after lift-off,
causing the vehicle to start tumbling and finally being terminated by US Space Force (Foust, 2021).
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For some vehicles, it is specifically mentioned that the flight termination system uses a combination of
thrust termination and destruct capabilities. The user’s manual for the Vega launcher, Arianespace (2014),
mentions the use of a safety/destruct subsystem, which allows for thrust termination of the SRM'’s for
each stage, instead of vehicle destruction. This removes the potential risk of individual debris pieces,
but it would only be possible if the vehicle’s remaining ballistic trajectory lies within the predetermined
safety corridor (Arianespace and ESA, 2019). The type of termination system for Vega’s successor,
the Vega C, has not been publicly specified yet. It is however expected to fly using a similar system to
that of Vega. It's maiden flight is currently planned for July 2022 (Park, 2022).

Another vehicle that plans to implement these combined capabilities is NASA's upcoming Space
Launch System (SLS), with its maiden flight planned for no sooner than August 2022 (Clark, 2022). In
the event of termination, the core stage’s thrust will reportedly be terminated and the propellant of the
SRB’s will be dispersed upon destruction (NASA, 2015).

Lastly, examples of this are the Indian Space Research Organisation’s (ISRO) Polar Satellite
Launch Vehicle (PSLV) and Geosynchronous Satellite Launch Vehicle (GSLV). With this method, the
number of fragments from solid stages is kept to a minimum, while the liquid stages are drained of
their remaining propellant by engine shutdown and subsequently puncturing the tanks (Gupta et al.,
2007). The PSLV has never engaged its flight termination system in the event of a failed launch, and
neither have the currently operational GSLV Mark 1l and Mark Il vehicles. Only the GSLV Mark | was
terminated by a range safety officer during its final flight in 2010 (ISRO, 2010).

As a final example of vehicle’s using a traditional FTS, Astra appears to be the slight outlier by using
thrust termination as their only termination method. In September of 2020, their Rocket 3.1 was ter-
minated during its first-stage burn, after which the rocket reportedly impacted and exploded near the
launch pad (Foust, 2020). Even more recently in August of 2021, their updated Rocket 3.3 suffered an
engine loss at lift-off causing the vehicle to drift horizontally across the launch pad. After allowing the
vehicle to continue its vertical flight path up to 50 km and thus moving a significant distance away from
the launch pad, the vehicle’s thrust was finally terminated due to a deviation from its intended trajectory
(Sheetz and Kolodny, 2021).

2.4.2. The Transition to Autonomous Systems

The first rocket launch using live AFTS was performed by SpaceX in February of 2017 (Phipps, 2017).
Currently, SpaceX is one of the few launch providers that is able to use an AFTS as their primary safety
system and is actively doing so for their Falcon vehicles (SpaceX, 2020).

The capability of using live AFTS is shared by Rocket Lab’s Electron and Virgin Orbit's LauncherOne
(Burghardt, 2020). Electron debuted an autonomous system on the 'Running Out Of Fingers’ mission.
This AFTS can terminate a flight by shutting down the vehicle’s liquid propellant Rutherford engines
(Rocket Lab USA, 2019). It was flown in shadow mode on four flights before making its operational
debut on December 6th, 2019.

On May 25th, 2020, LauncherOne’s first orbital launch attempt was unsuccessful in reaching space,
but it was successful in testing the AFTS. Shortly after first stage ignition, an anomaly occurred that
resulted in engine shutdown. After engine shutdown, the AFTS successfully monitored the vehicle’s
behaviour and position. It was not necessary to destroy the vehicle, as it remained within the prede-
termined launch safety corridor. Nevertheless, this proves the readiness of the AFTS to terminate the
flight at any moment, should the vehicle stray from this corridor (Virgin Orbit, 2020).

Even though there are only a few launch vehicles currently using live AFTS, many launch providers are
working on including an autonomous flight termination system into vehicles that are currently still un-
der development. Some examples of this are Arianespace’s Ariane 6 and Vega C-light, ULA’'s Vulcan
Centaur and Blue Origin’s New Glenn.

The Ariane 6 is expected to make its maiden flight towards the end of 2022 (Park, 2022). In
contrast to the Ariane 5, the Ariane 6 has been confirmed to implement an autonomous system. This
AFTS will still have similar capabilities to that of the Ariane 5, destroying the vehicle upon termination
(Arianespace, 2021). The Vega C-light is a scaled down version of the aforementioned Vega C, de-
signed by removing the first stage and instead modifying the second stage to act as a first stage (Henry,
2017). The Vega C-light is expected to fly its first few missions relying on the traditional system, with
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this new autonomous system in shadow mode (Mancini et al., 2019).

ULA’s Vulcan Centaur’s maiden flight was initially planned for 2020, but it is currently on schedule
to make its debut in December of 2022 at the earliest (Foust, 2022). Similar to the traditional systems
used on the Delta IV and Atlas V, the Vulcan Centaur’s AFTS will use vehicle destruction as its termin-
ation method (US Air Force, 2019). Reportedly, this allows for multiple launches in one day from the
same range with smaller teams needed for each launch (Clark, 2020b).

Lastly, the user’s guide for Blue Origin’s New Glenn states that the vehicle will incorporate an
autonomous FTS, also using vehicle destruct as their termination method of choice (Blue Origin, 2018).
Its maiden flight has been pushed to 2023 at the earliest(Foust, 2022).

Additionally, an interesting observation can be made that an increasing number of upcoming launch
providers have been deciding to develop flight termination systems in-house, instead of opting for
commercially available systems. Some clear examples from the past are SpaceX and Rocket Lab,
with both companies developing and eventually successfully flying their own AFTS’s. An interesting
development in this area is the fact that NASA has released an early software version of their NAFTU
(NASA Autonomous Flight Termination Unit) to the launch industry. This allows all US-based launch
providers launching from US launch ranges to integrate this AFTS software with their own hardware
and have a certified AFTS ready to fly. Rocket Lab is reportedly already using this software on their
vehicle’s flying from their Wallops launch site (Eggers, 2022).

2.5. Requirements by T-Minus Engineering

T-Minus Engineering falls into the category of companies that aim to develop their own flight termination
system. However, they do not have access to resources such as the NAFTU. Therefore, they aim to
develop a custom flight termination system for their vehicles. Initially, they aim to develop and flight-
prove a traditional, human-in-the-loop FTS for the payload stage of the DART XL. Therefore, this will
be the focus of this report.

The first step in developing the FTS is to determine a set of requirements that the system should
meet. These are determined in consultation with T-Minus Engineering. Not all of the general system
requirements will prove to be directly relevant to the thesis work, but they are nevertheless important
to provide a better understanding of the system and its capabilities and limitations. The requirements
that will directly guide the thesis work are presented after.

2.5.1. General System Requirements

The system requirements presented here will provide an overview of the full FTS, including the impact
prediction software, trigger mechanism and telemetry capabilities. These requirements represent a
general overview of the requirements for each aspect of the system, rather than going into specific
details. Itis important to note here that these requirements shall not contradict those set by T-Minus for
their Trajectory Reconstruction Unit (TRU). The TRU is currently being developed in-house, designed to
determine a vehicle’s state vector in near real-time which serves as an input for the FTS. The following
list of system requirements has been formulated in consultation with T-Minus Engineering:

System Requirements (SR):

FTS-SR-01: The system shall be designed to terminate the flight of the 'Dart’ payload stage of the
DART XL vehicle.

FTS-SR-02: The system shall only be able to initiate flight termination during non-propelled flight.

FTS-SR-03: The system shall operate by altering the aerodynamics of the payload stage, specifically
by acting on one or more of the fins.

FTS-SR-04: The system shall be compact, fitting into a 70-mm airframe.

FTS-SR-05: The system shall be fit for use on-board an unguided rocket,
(a) experiencing loads of up to 60 g’s,
(b) travelling with a speed of up to Mach 7,
(c) over a trajectory with 150 km altitude and 350 km range.
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FTS-SR-06: The system shall be able to predict an instantaneous impact point
(a) based on the Dart’s in-flight state vector,

(b) with an update rate of 0.1 s or less,
(c) with an accuracy of 1 km or better.

FTS-SR-07: The system shall be able to integrate with the T-Minus Engineering 'Trajectory Recon-
struction Unit’ and use its outputs as an initial state vector.

FTS-SR-08: The system shall be able to operate without the input of GNSS data.

FTS-SR-09: The system shall be able to operate both with and without using radar tracking data as an
input.

FTS-SR-10: The system shall operate using a secure data link, such that
(a) no position or trajectory data can be retrieved unsecured,
(b) no outside signals can trigger and engage the flight termination system.

FTS-SR-11: The system shall have a sub-second response time to incoming termination triggers.

FTS-SR-12: The system shall be able to communicate with multiple ground stations simultaneously
and

(a) monitor its ability to communicate with each involved ground station,

(b) engage upon receiving a termination trigger from any one station, without interference from
another,

(c) engage if unable to communicate with any ground station.

2.5.2. Thesis Requirements

This section represents only those requirements that have a direct impact on the scope of the thesis
work. This includes more in-depth model-specific requirements that are not presented in the previous
section of general system requirements. However, to best represent a complete set of thesis require-
ments, relevant general system requirements are also copied or rephrased into the list below.

Thesis Requirements (TR):

FTS-TR-01: The algorithm shall be active only during non-propelled flight to predict an instantaneous
impact point for the ‘Dart’ payload stage of the DART XL vehicle.

FTS-TR-02: The algorithm shall be able to predict the Dart’s instantaneous impact point
(a) based on the Dart’s in-flight state vector,
(b) with an update rate of 1 s or less,
(c) by incorporating only input parameters that influence the impact point in the order of 1 km.

FTS-TR-03: The algorithm shall be able to integrate with the T-Minus Engineering "Trajectory Recon-
struction Unit’ and use its outputs as an initial state vector.

FTS-TR-04: The algorithm shall be created using software readily available for all involved parties.
FTS-TR-05: The algorithm shall be able to operate without the input of GNSS data.
FTS-TR-06: The algorithm shall run at the ground station during flight.

FTS-TR-07: The algorithm outputs shall, at minimum, be displayed in the form of
(a) a map representation of current and past impact point predictions, relative to the allowable
impact area boundaries,

(b) a numerical value output, representing the shortest ground distance between the location of
a predicted impact point and the allowable impact area boundaries,

(c) avisual indicator for the numerical value output, to differentiate between impact points inside
and outside of the allowable impact area boundaries.
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FTS-TR-08: The pre-launch nominal trajectory simulation shall be used to
(a) determine an impact point distribution analysis, based on expected input parameter uncer-
tainties,
(b) determine impact probability area boundaries by taking the three-sigma dispersion range of
the determined impact point distribution.



Model Definitions and Assumptions

In order to best answer the research questions, two separate models are developed. This chapter briefly
describes the purpose of each of these models and the software used to create them. Furthermore,
this chapter provides an overview of the different input parameters used in the models. Environment
models are presented in Section 4.2 and are therefore not included in this overview. Lastly, to simplify
the models, the assumptions of zero lift and zero angle of attack are made.

3.1. In-flight Instantaneous Impact Point Prediction Model

The main focus of the thesis work is the ’in-flight instantaneous impact point prediction model’. The
model’s purpose is to extrapolate the trajectory of the DART XL's Dart payload stage to a predicted
impact point, to be evaluated by a range safety officer. The flight termination hardware is placed on
the Dart stage only, to be triggered only after stage-separation. Therefore, the in-flight IIP prediction
model is only concerned with predicting the ballistic flight of the Dart in the post-separation phase.

The extrapolation will begin from a given input state vector of position and velocity data, provided
in near real-time by an external source. To fulfil the model’s intended purpose, the most important
aspect to consider is that the model should not only produce an impact point prediction within the de-
sired update rate (requirement FTS-TR-02b), but it should also present this output in a way that can
be unambiguously and quickly interpreted by a range safety officer. This is especially relevant when
determining which factors to include in the final model, e.g. environment models or integrator settings,
in order to provide a good balance between accuracy, computation time and output evaluation.

Since the FTS is designed as a human-in-the-loop system, the impact point prediction model will run
at the ground station during launch, instead of for example as an embedded system aboard the launch
vehicle. Taking this into account, along with time constraints of the thesis work, it was decided to
create the model in MATLAB (version R2020a). MATLAB is a numerical programming environment
and interpreted language that is especially suited for running simulations and developing algorithms.
Its strength in the areas of data analysis and visualization makes it perfectly suited to present the
required outputs.

3.2. Pre-flight Nominal Trajectory Model

The 'pre-flight nominal trajectory model’ serves as a supplementary model for the in-flight IIP prediction
model. Itis used mainly as a verification tool for various aspects of the in-flight model and for supplying
inputs to the in-flight model at different stages of its development.

The pre-flight model was created using an established trajectory simulation software called ASTOS
(Analysis, Simulation and Trajectory Optimization Software), version 9.16. ASTOS consists of a graph-
ical user interface (GUI) with defined sections for each part of the model, such as environment, vehicle
and launch site definitions. The software also includes many pre-programmed libraries, e.g. common
environment models, a launch vehicle database, numerical integration methods and ground station
tracking. However, ASTOS is not designed for real-time applications. It is therefore used exclusively
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in the pre-launch phase to model a nominal launch and accompanying nominal impact point. This
nominal trajectory can then be used as a verification tool for the in-flight model, as both models should
result in a similar nominal trajectory and impact point if the same input parameters are used.

Because ASTOS is an established software with various pre-programmed libraries, it is an ideal tool for
comparing impact point predictions based on different model definitions. The first aspect for which this
applies are the environment models, such as gravitational and atmospheric models. This can be quite
difficult and time-consuming to implement using MATLAB, whereas ASTOS already has a number of
commonly used environment models in its database. Therefore, ASTOS was used for the comparison
and selection of environment models, to be subsequently implemented in the in-flight model.

Another important aspect is the capability of performing simulations in batch mode, and thus the
capability of easily performing an IIP distribution analysis. This allows a selection of input parameters
to be simultaneously varied within the limits of the individual parameter distribution, defined by their
mean u and standard deviation ¢. In a batch of many consecutive simulations, each simulation then
starts with a different set of starting conditions within the provided parameter distributions. A more
in-depth description of the method selected for the IIP distribution analysis and its implementation in
this thesis, including a selection of parameters and their uncertainties, is provided in Section 4.4. For
the in-flight model, only the end results of the IIP distribution analysis are important as they provide the
necessary data to determine the impact probability area. The coordinates of this area are implemented
into the in-flight model for comparison to the near real-time impact point predictions and to provide
uncertainty boundaries for these predictions.

3.3. Initial Model Inputs

In this section, the numerical inputs for both of the above-mentioned models are introduced. They are
grouped into different categories, where it is mentioned wherever necessary if a set of parameters only
applies to one of the models. The parameters are based on actual measurements wherever possible,
otherwise a best estimation is provided as a model input. The vehicle data for the DART XL is separated
into two groups: booster and Dart. A general overview of the vehicle and its purpose was previously
presented in Section 2.2.

3.3.1. Vehicle Data - Dart Payload Stage

The unpropelled Dart stage, see Figure 3.1, consists of an orange body tube, a nose- and tailcone and
four fins. Its total length from end to end is 1500 mm and its body diameter is 70.0 mm, with a total mass
of 14.0 kg. The moment of inertia tensor, as presented below in g/mm?, was determined in SolidWorks
with the number of significant digits as presented. Its point of reference was the point where the axis
of symmetry intersects with the bottom of the tailcone. This tensor shows that the vehicle is nearly
axisymmetrical, with some small deviations due to for example a hole in body tube where the vehicle’s
umbilical cable can be connected. For this report, the vehicle is assumed to be perfectly axisymmetric,
with its center of mass (CoM) at 796 mm from the tail end, on the axis of symmetry.

Ixx Ixy Ixz] [11353726.29 106176.09 106183.13
Ipare = |Iyx Iyy Iyz| =] 106176.09 10380288986.94 —3733.44 (3.1)
Izx Izy lzz 106183.13 —3733.44 10380288987.38

To define the aerodynamics of the Dart, its drag coefficient (Cp) as a function of Mach number is used
as a model input. The full input curve is presented in Appendix A.

Figure 3.1: The DART XL Dart, an unpropelled payload stage.
[Source: T-Minus Engineering archive]
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3.3.2. Vehicle Data - Booster Stage
The flight of the propelled booster stage is only simulated in the pre-flight nominal model, and therefore
the parameters presented in this section only apply to that model. The booster consists of a body tube,
propellant, four fins, nozzle and a transition cone to connect to the Dart, as shown in Figure 3.2. lts
total length from end to end is 2920 mm and its body diameter is 215 mm. Its dry mass is estimated at
32.0 kg, with the propellant weighing an additional 100 kg.

The moments of inertia, as presented below in g/mm?, were again determined in SolidWorks with
the number of significant digits as presented. Similar to the Dart payload stage, the booster shows a
slight deviation from axisymmetry due to for example the launch lugs attached to the booster casing.
For this report, the booster is also assumed to be perfectly axisymmetric. The CoM of the dry booster
lies at 931 mm from the nozzle end, along its axis of symmetry. The CoM of all SRM propellant grains
combined lies at 1345 mm from the nozzle end. The combined center of mass is therefore 1236 mm
from the nozzle end. These centers of mass were also determined using SolidWorks.

Ixx Ixy Ixz| [591647663.54 —22.42 —335.97
Ipoosterary = |Iyx Iyy Iyz|=| —22.42 62656340953.26 0.79 (3.2)
Izx Izy lzz —335.97 0.79 62656340939.65
Ixx Ixy Ixz| [590702695.77 0.00 0.00
Ipropetiant = |Iyx Iyy Iyz|= 0.00 226106964025.38 0.00 (3.3)
Izx Izy lzz 0.00 0.00 226106964025.38

From static test data, the burn time is estimated at 15.0 s with a specific impulse (Isp) of 241.61s. A
thrust profile is provided in Appendix A. One thing to note here is that ASTOS only accepts vacuum
inputs for the thrust and Isp. A conversion from sea level to vacuum pressure therefore has to be done,
which results in a new vacuum thrust profile and a vacuum Isp of 264.82 s. The full conversion method
and subsequent vacuum thrust curve are detailed in Appendix A.

The booster is only relevant in the pre-flight model before stage separation, as its post-separation
trajectory is not modelled. The IIP prediction model only concerns the post-separation trajectory of
the Dart payload stage, not of the booster. The aerodynamic coefficients used as inputs are therefore
of the DART XL vehicle as a whole, rather than of the booster only. Again, the drag coefficient Cp, is
presented as a function of Mach number. Itis possible for a short delay to occur between the moment of
burnout and the moment of aerodynamic stage separation. Therefore, the Cj, is provided for a propelled
DART XL as well as for an unpropelled DART XL. The center of pressure (X.p) also varies with the
Mach number. For this, only the values for the propelled DART XL are known. The rest is left for
ASTOS to compute internally. The full input curves are again presented in Appendix A.

Lastly, the booster also contains three spin motors to impart the vehicle with a rotation upon leaving
the launch rail. These are located at the bottom of the transition cone at equal distances around its
perimeter. Their purpose is to stabilise the vehicle by imparting it with a rotation, which acts as a
countermeasure against destabilising factors such as fin and thrust misalignments. The spin motors
have their own, separate propellant source, using approximately 48 g of propellant each. This allows
them to burn for approximately 2.3 s, based on static test data.

Figure 3.2: The DART XL booster stage, containing the solid rocket motor.
[Source: T-Minus Engineering archive]
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3.3.3. Launch Parameters

After defining the vehicle being launched, it is also very important to define the launch parameters
themselves. In this section, parameters such as launch coordinates, angles and the allowable impact
area are defined.

Launch Site

For the purposes of this thesis, a launch from Andgya Space in Andenes, Norway, is simulated. The
launch coordinates are set at (lat,lon) = (1p,A¢) = (69.294167,16.019444) deg. To determine
whether the predicted impact points would even allow a launch from this location, they are compared
to the boundaries of the allowable impact area. As the name implies, this is the area within which all
non-orbital components of a launch vehicle are required to land. In this case, the allowable impact area
is based on the impact and recovery area provided for the PMWE (Polar Mesosphere Winter Echoes)
launch campaign at Andgya in 2021, during which a T-Minus DART was launched. A visual of this
allowable impact area is provided in Figure 3.3a, with a more zoomed out view in Figure 3.3b.
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(a) Allowable impact area boundary coordinates. (b) Zoomed out view of the Andgya Space allowable impact area.
[Source: T-Minus Engineering archive] [Source: Google Earth]

Figure 3.3: Allowable impact area for Andgya Space during the 2021 PMWE campaign, where a DART was launched.

Launch Tower

The DART XL will be launched from a launch rail of 9 m long, that can rotate to the desired launch
elevation and azimuth. The vehicle will be connected to the rail by means of launch lugs on the side of
the booster. Given its launch from Andgya Space, the desired azimuth is set at y, = 324.1 deg based
on the azimuth of the aforementioned DART launch at Andgya in 2021. The launch elevation is set at
Yo = 67.0 deg, which is based on preliminary calculations by T-Minus for a minimum energy trajectory.
All elevations stated in this report are relative to the local horizontal. For model simplification, the launch
altitude is assumed to be zero.

One important thing to note is that the azimuth can be measured with respect to geographic North
or magnetic North. The geographic North, also called true North, is a fixed point on Earth where the
rotation axis intersects the Earth’s surface. The magnetic North, however, changes slowly over time
because it depends on Earth’s magnetic field. For Andgya, the difference between geographic and
magnetic North, called the magnetic declination, is approximately +8.43 deg'. If the azimuth is set
using a compass, then this is relative to magnetic North. If the launch tower is a fixed structure, the
azimuth is most likely defined with respect to geographic North so that the angle remains constant over
time. For the modelled DART XL launch, the azimuth is defined with respect to geographic North.

"Magnetic-Declination.com (2022). What is Magnetic Declination? URL: https://www . magnetic- declination.com/what- is-
magnetic-declination.php (visited on 29/04/2022)


https://www.magnetic-declination.com/what-is-magnetic-declination.php
https://www.magnetic-declination.com/what-is-magnetic-declination.php
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3.3.4. Overview of the Initial Inputs

For convenience, the table below provides an overview of all parameters and their values presented
in this section. For the moment of inertia tensors, the equation numbers are provided. For parameters

consisting of a profile, the relevant figure in Appendix A is given.

Table 3.1: Overview of the input parameters presented in this section.

Parameter Unit Value
Dart
Length mm 1500
Diameter mm 70
Mass kg 14.0
CoM from tail end mm 796
Moment of inertia tensor Dart g/mm? | See Equation 3.1
Drag coefficient - See Appendix A
Booster
Length mm 2920
Diameter mm 215
Dry mass kg 32.0
Propellant mass kg 100.0
Spin motor propellant mass g 48
Dry booster CoM from nozzle end mm 931
Propellant CoM from nozzle end mm 1345
Nozzle exit area cm? 153.9
Dry booster moment of inertia tensor | g/mm? | See Equation 3.2
Propellant moment of inertia tensor g/mm? | See Equation 3.3
Motor burn time s 15.0
Spin motor burn time s 2.3
Specific impulse at sea level s 241.61
Specific impulse in vacuum s 264.82
Thrust profile at sea level kN See Appendix A
Thrust profile in vacuum kN See Appendix A
Drag coefficient - See Appendix A
Center of pressure mm See Appendix A
Launch
Latitude deg 69.294167
Longitude deg 16.019444
Azimuth deg 3241
Elevation deg 67.0
Rail Length m 9.0

3.4. Near Real-Time State Vector
Last but not least, the vehicle’s state vector is required as a model input for the in-flight impact point
prediction model in order to update the impact point prediction in near real-time. During a launch, this
will be provided by incoming telemetry data and potential other methods of tracking. There are various

options to track a launch vehicle’s real-time position: space-based, ground-based or vehicle-based
methods. The methods considered here are the commonly used methods of GNSS (space-based) and
radar systems (ground-based), as well as the vehicle-based Trajectory Reconstruction Unit developed

in-house by T-Minus.
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Global Navigation Satellite Systems (GNSS)

GNSS, or Global Navigation Satellite Systems, provide global coverage of positioning data by having
several satellites simultaneously send positioning and timing data to a receiver. This receiver can
be placed anywhere, including inside a launch vehicle. In this receiver, the data is then processed
to determine its position and velocity relative to Earth’s surface (OxTS, 2020). GNSS is one of the
most widely used positioning systems. However, when aiming to track a launch vehicle using GNSS,
major restrictions arise posed by the so-called COCOM (Coordinating Committee for Multilateral Export
Controls) limits. These limits state that a GNSS receiver must be shut off at speeds above 600 m/s to
prevent its use for guidance and navigation of ballistic missiles. Any GNSS receivers able to remain
operational after exceeding these limits are export restricted dual-use goods (European Commission,
2022). The DART XL already exceeds this speed after a few seconds, thereby rendering such GNSS
receivers inoperative for the vast majority of its flight. Therefore, T-Minus requires that no part of the
DART XL shall be dependent on GNSS data, as stated in FTS-SR-08 (Olthof, 2020).

Radar

In contrast to GNSS, radar tracking is a more local, launch specific tracking method, known for its high
update rate and high accuracy. Unlike for example optical tracking telescopes, radar signals have the
ability to penetrate most atmospheric disturbances, including common weather phenomena such as
clouds (Larson and Wertz, 2005). As stated in system requirement FTS-SR-09, the eventual goal for
the system is the ability to operate both with and without the presence of radar systems. For the current
first iteration of the FTS, however, it was decided to only focus on a vehicle-based tracking system for
model simplicity. Furthermore, this allows for a self-contained system, able to operate regardless of
the launch facilities at the selected launch range.

Trajectory Reconstruction Unit (TRU) by T-Minus Engineering

A vehicle-based tracking system can be based on different sensors to estimate the vehicle’s position-
ing or attitude, including temperature sensors, pressure sensors, magnetometers, star trackers or Sun
sensors. Another option, and arguably one of the most commonly used, is an inertial navigation system
(INS). An INS consists of an inertial measurement unit (IMU) and a navigation processor, making it a
self-contained system that does not require any external inputs after initialization (Groves, 2013). An
IMU typically consists of three orthogonal accelerometers and three orthogonal gyroscopes, coinciding
with the vehicle’s body reference frame. The accelerometers measure accelerations relative to the
surrounding gravitational acceleration and the gyroscopes measure angular velocities (Mooij, 2017).

To determine the near real-time position and attitude of their vehicles throughout the entire flight,
T-Minus decided to develop an in-house INS called the Trajectory Reconstruction Unit (TRU). It takes
the accelerometer and gyroscope measurements to determine the vehicle’s velocity, position and atti-
tude. It is also tasked with storing the in-flight measurements to reconstruct a vehicle’s trajectory during
post-flight analysis, upon successful recovery. This allows the user to compare the pre-launch model
to sensor data and observe possible sensor inaccuracies (Olthof, 2020). A top-level overview of the
TRU’s capabilities is provided in Figure 3.4.

The FTS is developed to incorporate the outputs of the TRU, allowing for full flight coverage within
the line of sight. For the current iteration of the FTS, the TRU’s position and velocity outputs serve as
the initial state vector from which to extrapolate an impact point prediction. Internally, the TRU uses
quaternions to calculate the velocity and position, which are then converted to Cartesian coordinates
relative to the launch location. This Cartesian format will be used by the FTS. Each impact point pre-
diction will use the most recent TRU state vector. Currently, the TRU has an update rate of 10 Hz,
whereas the desired update rate for the FTS impact point prediction is 1 Hz (FTS-TR-02b).

3.5. Integrator Settings

In order to simulate the trajectory from initial state vector to impact point, an integrator is needed to
determine how to update this state vector from one time step to the next. A choice can be made
between fixed step-size and variable step-size integrators. Fixed step-size integrators are more suited
for objects travelling at a more constant rate. Variable step-size integrators can be used to better
accommodate for fast changes in the dynamics. These integrators operate by basing the time step on
the dynamics and adjusting it accordingly (Dirkx and Mooij, 2017).
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Figure 3.4: Functional diagram of the capabilities of the Trajectory Reconstruction Unit (TRU).
[Source: Figure 3 from Olthof, 2020]

The nominal trajectory model simulates the trajectory all the way from the launch pad to impact, whereas
the IIP prediction model only simulates the ballistic trajectory from burnout onward. Therefore, there
is a slight difference in the selection of integrators for each model to account for this. Furthermore,
it is important to note that the nominal trajectory can be fully modelled prior to launch. There are no
significant constraints on the required computation time or processing power that need to be taken into
account, other than considering the cumulative effect of running a simulation with a particular integ-
rator in batch mode. Therefore, a decision will be made based on the minimum desired accuracy of
the model. The chosen integrator and propagator should be able to meet this requirement, but there is
no need to significantly exceed it and use unnecessarily high computing power.

For the pre-flight nominal trajectory model, two different integrators are selected from the options
provided by the ASTOS software. During the propelled flight phase, the vehicle moves at such continu-
ally high speeds and accelerations that a variable step-size integrator is not advantageous. The only
available fixed step-size integrator is Runge-Kutta 4, or RK4. It is therefore selected for the propelled
flight phase, with a step-size of 0.01 s. Smaller step-sizes were found to have a higher computation
time, without a change in impact point that is significant with respect to the 1 km accuracy requirement.
Larger step-sizes were found to have a lower computation time, but the change in impact point was
found to be significant with respect to the 1 km accuracy requirement. Therefore, the step-size 0of 0.01 s
was selected considering the balance between accuracy and computation time.

The advantages of a variable step-size integrator become more apparent during the ballistic, un-
propelled phase. Here, for instance, the rate of change of the vehicle state at apogee is much smaller
than the rate of change near impact. Therefore, a variable step-size can help ensure each of these
aspects is integrated accordingly. To select a variable step-size integrator for the ballistic phase, AS-
TOS provides three options: Dormand-Prince 4/5 (DOPRI 4/5), Dormand-Prince 7/8 (DOPRI 7/8) and
MEBDFDAE. The MEBDFDAE (Modified Extended Backward Differentiation Formulae, Differential Al-
gebraic Equations) integrator is only suited for stiff initial value problems, so it can be removed from
consideration (Astos Solutions GmbH, 2020b). The difference between DOPRI 4/5 and DOPRI 7/8 is
only in their order, with DOPRI 7/8 being of a higher order and therefore of a higher accuracy. To keep
a similar order throughout the simulation, and again considering accuracy versus integration time, the
DOPRI 4/5 integrator was selected.

For the initial calculations of the in-flight IIP prediction model, an Euler integrator is used with a step-
size of 0.01 s. This integrator was selected as it is expected to perform well in terms of low model
complexity and low computation time. Whether this step-size meets the requirements is evaluated in
the results in Chapter 7. The step-size was selected to be equal to the step-size for the RK4 integrator
in ASTOS. In case this combination of integrator and step-size does not result in a model that meets
the requirements for accuracy and/or computation time, two things can be done. One option is to
change the step-size to decrease the computation time or to increase the accuracy. The second option
is to change the integrator from Euler to MATLAB’s built-in ode45 integrator. This ode45 integrator
implements the variable step-size Runge-Kutta 4(5) method, which only requires the state vector at the
time immediately preceding the current one?.

2MathWorks (2016). ode45 - Documentation. URL: https://nl. mathworks .com/help/matlab/ref/ ode45 . html (visited on
22/04/2022).
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Methodology of the Pre-flight Nominal Trajectory
Model

This chapter describes the methodology for setting up the pre-flight nominal trajectory model, using
the input parameters as described in the previous chapter. First, a baseline version of the model is
presented that is used for environment selection. Next, details are provided on the process of using
this baseline model to select different aspects of the environment model, along with the options from
which the final selection is made. After environment selection, a more complex version of the pre-
flight model is presented, that is used to determine the expected nominal trajectory and impact point.
Lastly, this nominal trajectory is used as a basis for performing an IIP distribution analysis, from which
a 3-o0 impact probability area is determined.

4.1. Baseline Model for Environment Selection

In order to compare different environment models to each other, it is necessary to first determine the
baseline settings use as a point of reference. Therefore, the baseline model was created using the
parameters in Table 3.1 and the simplest option of each of the environment models. All options are
presented in the next section, along with an overview of the baseline set of environment models in Sec-
tion 4.2.6. To fully determine the influence of implementing a certain environment model, the baseline
model was set to simulate the entire DART XL flight from launch to impact, instead of only the non-
propelled phase.

It is also important to note that the baseline model used for the process of environment selection
was chosen to be a less complex version of the pre-flight model version used for the IIP distribution
analysis. This allows the baseline model to be used at a later stage for verification of the in-flight IIP
prediction model by direct comparison, while still being able to perform the IIP distribution analysis on
a more detailed model. The in-flight model is a 3 degrees of freedom model for the Dart payload stage
of the DART XL, where the Dart is considered to have a homogeneous mass distribution and zero roll
rate. Furthermore, it is assumed that the aerodynamic angles angle of attack, angle of sideslip and
bank angle are all constant at zero (see Chapter 6 for more details on these assumptions). By creat-
ing a baseline nominal trajectory model in ASTOS using these same assumptions, it can be directly
compared to the IIP predictions in MATLAB for the in-flight model to verify the implementation of the
selected environment model.

4.2. Environment Model Options

When modelling a vehicle’s trajectory, it is important to consider its surroundings. For a suborbital flight,
the most important aspects that define an environment model are an atmospheric model, a gravitational
model, a rotational model, a planetary shape model, and a local wind model. Given the relatively short
duration of the flight, models concerning for example third-bodies or solar radiation are not included.
In this section, first the different environment model options are presented, followed by a description of
the selection process.
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Developing the most accurate and realistic trajectory model means using the most accurate environ-
ment model. However, for the in-flight trajectory calculations, maintaining a short computation time is
essential in producing (near) real-time results. Therefore, it is also important to not select a model that
is overly accurate, as this will only lead to unnecessarily complex models and time consuming compu-
tations. To decide which of the described models best suits a DART XL launch model, it is important to
consider the software that will be used. In order to avoid having to manually test different environment
settings in the |IP prediction model using MATLAB, the considered environment model options are first
evaluated using the available presets in ASTOS. Because these models are available as presets and
do not require additional user inputs, only a short description of each is provided in this chapter. For the
models that are selected for implementation into the IIP prediction model, a more detailed description
including the relevant equations is provided in Section 6.3.

4.2.1. Atmospheric Models

A very important model to include in any trajectory calculation is that of Earth’s atmosphere, so that the
drag caused by its presence can be taken into account. There are two types of atmospheric models: a
standard atmosphere model and a reference atmosphere model. A standard atmosphere represents
average, year-round, mid-latitude conditions. It assumes only vertical differences, therefore giving the
same results regardless of the input location or time. A reference atmosphere, however, does include
variations. It takes into account, for instance, seasonal, temporal, spatial, latitudinal, geomagnetic and
solar influences (Mooij, 2017).

For the current iteration of the FTS, the use of a standard atmosphere model is preferred to allow
for a change in launch location without altering the model definitions. Multiple standard atmosphere
models are available in the ASTOS software database, some of which require user input tables. This
section details those options that do not require additional user inputs, for easier transferability to the
in-flight prediction model. The options are the exponential atmosphere model, the U.S. Standard At-
mosphere 1962 and the U.S. Standard Atmosphere 1976.

The first and simplest atmosphere model is the exponential atmosphere model. The exponential atmo-
sphere model is an isothermal model, meaning that it assumes a constant temperature throughout the
atmosphere instead of accounting for variations with altitude. It assumes that the atmosphere is an ideal
gas, meaning that the particles are considered to be point masses moving randomly without interac-
tions. Furthermore, to determine the density as a function of altitude, it is assumed that the atmosphere
is in hydrostatic equilibrium. Equations 4.1 and 4.2 present the ideal gas law and the hydrostatic equi-
librium equation respectively. Here, p is the atmospheric pressure in Pa, p is the atmospheric density
in kg/m3, T is the temperature in K, h is the altitude in m, g is the gravitational acceleration in m/s? and
R = 287.058 J/(kg K) is the specific gas constant for air.

*

p=pRT=pMaT (4.1)

dp=-pgdh (4.2)

In contrast, the U.S. Standard Atmosphere 1962 (US62) and 1976 (US76) models are not isothermal
models. Rather, they are based on temperature measurements throughout the atmosphere, performed
by weather balloons, sounding rockets and satellite remote sensing data. Other variables, such as
pressure, density and atmospheric composition are then determined from this using physical equa-
tions to best fit the available experimental data (AIAA, 2010). The US76 model is an updated version
of the US62 model, with slight revisions mostly at higher altitudes, due to an increased inventory of
experimental data (NOAA, 1962; NOAA, 1976). Given the temperature distribution, equations for other
atmospheric parameters such as density can be determined based on this distribution, the ideal gas
equation and the hydrostatic equation above.

4.2.2. Gravitational Models

When modelling Earth’s gravitational field, there are two main options; to assume the body is a point
mass or to model it using spherical harmonics. The point mass approximation assumes a central gravity
and is therefore the most basic gravitational model that can be used. When assuming that both the
Earth and the launch vehicle are a point mass, Newton’s law of gravitation can be used to describe
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the gravitational force between them. This law can be simplified by assuming that the mass of the
Earth is much greater than that of the DART XL. The law of gravitation is then used to directly compute
the gravitational acceleration, using Equation 4.3. Here, g, is the gravitational acceleration in m/s? in
radial direction and r is the distance between the vehicle and Earth centres of gravity in m. Lastly, the
geocentric gravitational constant u for Earth is defined as uz = 3.9860047 - 10'* m3/s? (Mooij, 2017).

HE
9="3 (4.3)
The point mass model is most commonly used in situations where a body’s presence only results in
third-body perturbations (Mooij, 2017) This is not the case for a DART XL launch, where the Earth’s
gravitational pull is of great influence on the vehicle’s motion. For a more complex and detailed gravity
model of Earth, a spherical harmonics model allows for a more detailed representation of its non-
homogeneous, non-symmetric mass distribution and the resulting variations in the gravitational field.
The full spherical harmonics equations contain parameters for the degree n and the order m of the
model. Both the degree and order can be quite large, with the maximum degree and order supported
by ASTOS being 150 (Astos Solutions GmbH, 2020a).

As this can quickly lead to a very complex and computationally intensive gravitational model, often
the assumption is made to only include the second degree zonal coefficient ’J,’ to the central gravity
term. This is the largest spherical harmonics coefficient by at least three orders of magnitude, and is
therefore considered to be the primary perturbation in low-Earth orbit. It represents the gravitational
effect of Earth’s oblateness, where a larger percentage of mass is located at equatorial latitudes (Astos
Solutions GmbH, 2020a; Wertz, 2009). As a result, the vehicle will experience a small perturbation in
the radial direction (pointing away from Earth’s center) as well as in the latitudinal direction (North to
South). For zonal coefficients the order m = 0, meaning that they are independent of longitude.

4.2.3. Rotational Models

For flights of a short duration, often the assumption of a non-rotating Earth is made. The Earth rotates
at a constant rate of 360.9856235 deg/day, or w = 7.29212 - 105 rad/s (Seidelmann et al., 2007). It
is therefore mostly relevant for longer duration flights or satellite missions, but can still be of influence
for a shorter duration flight like the DART XL.

When assuming a non-rotating Earth, this means that the Earth’s surface and its atmosphere are
stationary, with the launch vehicle being the only moving component. If the Earth’s rotation is con-
sidered, both the motion of the surface itself as well as the co-rotation of the air in the atmosphere are
important. This is represented by taking into account the Coriolis force and relative forces like the cent-
ripetal force. As a result, the latitudes and longitudes on which the trajectory’s ground track is projected
shift at every time-step. This ultimately leads to a change of impact latitude and longitude with respect
to a non-rotating Earth.

4.2.4. Shape Models

There are many different available shape models for Earth, with varying levels of accuracy. The con-
sidered shape models are a spherical Earth and an ellipsoidal Earth. Any models that include local
variations or topography, such as the geoid model or a digital elevation model, are not considered.
Due to their increased accuracy, these models are also expected to greatly increase the complexity of
a trajectory model, thereby negatively influencing the development time and the computation time of
the end product. A flat-Earth model is not considered due to a lack of accuracy when implementing it
for larger downrange distances, like the maximum expected nominal flight range of 350 km.

Both the spherical and ellipsoidal Earth models are simplified assumptions of the Earth’s non-
uniform shape. For a spherical Earth model, the Earth is assumed to be perfectly round with a constant
radius equal to Earth’s mean radius of R, = 6371 km (Larson and Wertz, 2005). Ellipsoidal models
are considered to be more realistic than a spherical model, as they include a slight flattening effect
caused by the Earth’s rotation. This results in the shape of an ellipsoid, or oblate spheroid. Based
on the IERS89 ellipsoidal model, the equatorial radius is R.., = 6378.136 km, the polar radius is
Repi = 6356.751 km and the flattening factor, or ellipticity, of f = 1 — R, ;1/Re eq = 1/298.257 (Mooij,
2017). This change in shape comes with a change in definitions for altitude and latitude, which can
subsequently cause a change in the predicted impact point coordinates.
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4.2.5. Wind Model

The final aspect of the environment model that is considered is a wind model. Due to the high variability
over time and location, wind is arguably the hardest environmental aspect to describe in model form.
Leading up to a launch, it is common practice to continuously monitor the local winds and use the latest
data as an input for a trajectory and impact point prediction model. However, to get a general idea
of the influence of wind on the DART XL's behaviour at an earlier stage, a wind model is included in
the nominal trajectory model. For the final environment model, the consideration is whether including
a wind model is necessary to improve the trajectory model's accuracy. Therefore, the impact point
prediction of a model without wind is compared to that including a wind model. The local wind model
used in this comparison is detailed below.

The source of the wind data used is the ECMWF (European Centre for Medium-Range Weather Fore-
casts) Copernicus Climate Data Store. The ERA5 database was selected from the data store, which
is a fifth generation ECMWF reanalysis of global climate and weather (ECMWEF, 2019). This database
combines model data with measurements to produce a best estimate of the actual conditions, dating
all the way back to 1979 up to the present. One thing to note here is that this database does include
measurements for vertical wind velocities. For the thesis work, only horizontal winds are considered
for simplicity.

To account for the variability of winds over time, but to not include all data dating back to 1979, it
was decided to use a dataset covering the past 10 years. Furthermore, monthly averaged data was
selected over using hourly data. This is expected to give a sufficient estimate of the expected wind con-
ditions, while substantially decreasing the size of the dataset. The seasonal variability is considered to
be much higher than the annual variability, as confirmed by Basse et al. (2021) for ERAS5. Therefore, to
further decrease the dataset size, the monthly averages for the selected decade are averaged again to
present one overarching average per month. As a final step, the month of October is selected because
it was identified by T-Minus as a likely potential month for a future DART XL launch.

To account for the high wind variability depending on location, a local wind model is preferred over
a more global model. To encompass the whole allowable impact area, the selected coordinates for
the local wind model lie between 69° — 75° N and 4° — 17° E. The boundaries of this area are shown
in Figure 4.1 relative to the allowable impact area. Within this range of latitudes and longitudes, the
ERAS5 datapoints form a grid spaced at 0.25 deg in both directions. For further simplicity, the gridpoint
closest to the launch coordinates is selected. At these coordinates, (lat,lon) = (69.25,16.0) deg,
the model should cover winds at ground level, as well as at various altitudes. The wind influence is
the greatest during the first part of any launch, due to a phenomenon called weather cocking which
is very common for unguided and statically stable vehicles. Weather cocking occurs in the presence
of winds perpendicular to the direction of flight, as the vehicle’s static stability will try to reduce its
angle of attack. Since no course corrections can be applied, the vehicle’s nose will rotate into the wind
(Wittenberg et al., 2016). This can have a very large effect on the trajectory and subsequent impact

point, so it is therefore crucial to take winds at altitudes above ground
level into account. ERAS takes into account winds up to approxim-
ately 35-40 km, which is the commonly used maximum altitude that
standard latex weather balloons are capable of reaching (Safonova
et al., 2016).

Summarizing, the selected dataset consists of an average for the
month of October from the year 2012 to 2021. It covers altitudes up
to approximately 40 km at (lat,lon) = (69.25,16.0) deg. The ERAS
dataset provides this data relative to pressure levels from 1000 hPa to
1 hPa. The geopotential in m?/s2, the Northward wind in m/s and the
Eastward wind in m/s are provided for each pressure level. Through-
out this report, V,, y describes the wind blowing towards the North

3 Andoya Space.
i

(true North) and ¥}, ; describes the wind blowing towards the East. el

Subsequently, a negative sign for either means wind blowing towards _ '

the South or West respectively. In case it is needed for future ana- ~ Figure 4.1: Local wind area (blue)

. . . . with respect to the allowable impact
lysis, temperature data in K is also available at the pressure levels. area boundary (orange).

Figure 4.2 shows the final wind profile that is used. [Source: Google Earth]
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Figure 4.2: Wind profile data, as analysed from the ERA5 database for the Andgya launch site.

4.2.6. The Environment Model Selection Process

The comparison and selection process is the same for each environ-

ment model aspect, with the baseline environment model acting as the starting point in each case. This
baseline model consists of the aspects that make up the simplest version of the environment model. To
observe the effect of changing individual environment model aspects, only one aspectis varied at a time
with the rest of the aspects remaining at their baseline condition. The results of each variation are then
compared to the baseline for each aspect, to determine the minimum required complexity of that aspect
to meet the IIP accuracy requirement of 1 km. To compare these results with respect to the accuracy
requirement, the distance between impact point coordinates is used. If the difference between two op-
tions for an environment model aspect is large compared to the required IIP accuracy of 1 km, then the
more complex option is selected. If the difference is small, then the added complexity is not considered
to be worth the increase in accuracy and the less complex option is selected. Table 4.1 provides the set
of baseline environment model aspects and an overview of all investigated options as presented above.

Table 4.1: Baseline environment model selection and alternative options.

Environment Model Aspect | Baseline All Options

Atmospheric Model TBD Exponential | US62 US76

Gravitational Model Point mass Point mass J, Coefficient Spherical Harmonics
Rotational Model Non-rotating | Non-rotating | Constant Rate

Shape Model Spherical Spherical Ellipsoidal

Wind Model No Wind No Wind Monthly Average

As shown in this table, the choice of baseline atmospheric model is left 'To Be Determined’. As pre-
viously mentioned, part of the goal of the environment selection results is to allow verification of the
in-flight IIP prediction model. The verification can be done by comparing the change in impact point
caused by different environment model definitions. In order to compare this change between the in-
flight model and the pre-flight baseline model, the same baseline environment model should be used.

For most considered environment model aspects, changing from the baseline to a different option
would only require a possible addition to the existing in-flight model because each option builds on the
previous. For example, including the influence of the J, coefficient still uses the point mass model as
a foundation. However, the atmospheric model is the exception because changing the atmospheric
model would require replacing part of the in-flight model. Individual atmospheric models can be quite
time-extensive to manually implement in the in-flight model, so this is preferably avoided. Therefore,
the atmospheric model is selected first. The rest of the comparisons will then be done relative to a
baseline using this selected atmosphere model.
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4.3. Expanded Model for Impact Point Distribution Analysis

To best evaluate the effect of varying parameters, an IIP distribution analysis is performed on an expan-
ded, more realistic version of the pre-flight nominal trajectory model. At this point, the simplifications
of the baseline model are no longer necessary, because the trajectory model used to perform the IIP
distribution analysis will not be compared to the in-flight IIP prediction model. Of this model, two ver-
sions are created. One version takes into account the full flight from launch to impact, while the other
only considers the ballistic phase of the launch between motor burnout and impact. The model defin-
itions are identical for both, except for the initial state vector. For the full flight model, the initial state
is stationary at the launch pad. For the ballistic flight model, the initial state is taken to be the point of
motor burnout from the full flight model. This way, the IIP distribution analysis can be performed for
both versions. The full flight IIP distribution analysis provides insight into the uncertainty of the whole
pre-flight nominal trajectory model, and thus the uncertainty of the nominal impact point. This not only
helps determine the robustness of the model, but can also aid T-Minus in determining suitable launch
sites and focussing on those parameters that affect the impact point uncertainty the most. The ballistic
flight IP distribution analysis, on the other hand, mostly provides insight into the uncertainty of an im-
pact point based on an in-flight state vector. This is especially relevant to take into account at a later
stage, when discussing the results of the in-flight [IP prediction model.

For both versions, the |IP distribution analysis only concerns the uncertainty of the initial state
vectors of burnout for the ballistic model and launch for the full flight model. During an actual launch,
the uncertainty of course applies to every state vector throughout the entire flight. These subsequent
time steps are not considered here because the IIP uncertainty is expected to be largest at these initial
state vectors, where the time remaining for propagation of parameter uncertainties is largest.

The first factor differentiating this more realistic version from the baseline model version is the fact
that all aspects of the environment model have been selected and implemented. Furthermore, the
vehicle has a more realistic, non-homogeneous mass distribution, meaning that the centers of mass
and moments of inertia are implemented accordingly based on the data presented in Sections 3.3.1
and 3.3.2. To allow more degrees of freedom for this non-homogeneous vehicle, the aerodynamic
angles are no longer constrained at zero. To represent stage separation, an additional flight phase is
added between motor burn and ballistic flight. Due to the DART XL'’s aerodynamic separation method,
the moment of separation does not necessarily coincide with the moment of motor burnout. The delay
between burnout and separation, called the separation time, is therefore modelled by adding in a flight
phase in which the vehicle is no longer propelled, but not yet separated. In this case, the drag data
for the unpropelled, full vehicle is implemented. Lastly, ASTOS provides the option to account for the
jet damping effect caused by the exhaust plume, that gives the vehicle a slight resistance to attitude
changes. Since this effect can have a non-negligible influence on the behaviour of smaller vehicles, it
is included in this expanded model version (Astos Solutions GmbH, 2020a).

One factor that is not altered between the baseline model and this expanded model is the fact that
Dart payload stage is considered to have a zero roll rate during its ballistic flight. When performing
thousands of simulations for the IIP distribution analysis, this assumption can enormously decrease
the total computation time while not significantly affecting the resulting impact distribution and impact
probability ellipse. This assumption can be made because the main purpose of the spin motors during
a launch is to stabilise the vehicle by counteracting destabilising factors such as fin and thrust mis-
alignments. Such destabilising factors are not included into this first iteration of the trajectory model
and thus the roll rate of the Dart stage serves no immediate purpose. The roll rate of the full vehicle at
lift-off is not negligible, as this still acts as a stabilising factor against low-level winds. For verification
of this assumption, see Appendix B which presents a more in depth analysis on the results of the full
flight IIP distribution analysis, including a comparison of simulations with and without enforcing a zero
roll rate for the Dart.

4.4. Impact Point Distribution Analysis

As previously mentioned, an impact point distribution analysis is performed to understand the effect of
expected parameter uncertainties and gain an understanding of the vehicle’s most likely behaviour. It
is very difficult to determine the uncertainty of the impact point on its own. Therefore, it is determined
by taking into account the uncertainties of the input parameters and how these uncertainties propagate



4.4, Impact Point Distribution Analysis 29

throughout the trajectory to finally give an estimate of the impact point uncertainty. For this reason,
the Monte Carlo method is selected to analyse the pre-flight nominal trajectory model and subsequent
nominal impact point. This section will first provide a general understanding of the Monte Carlo method,
before listing the dispersion parameters and their uncertainties. Finally, it describes how to analyse the
Monte Carlo results and how to determine an impact probability area from this.

4.4.1. Monte Carlo Simulation

Monte Carlo simulations are used to determine the combined effect of randomly varying a set of para-
meters within their individual uncertainty boundaries. Using ASTOS, this is done using its 'batch mode’
capability. This capability allows for a single simulation to be run repeatedly in sequence, with different
input parameter values for each run. This way a selection of input parameters to be simultaneously
varied within the limits of the individual parameter distribution inputs.

A parameter distribution is defined by a mean value and a standard deviation (1-g), based on the es-
timated parameter uncertainty. Most often, the parameter distributions are Gaussian in nature. The
parameter’s input value is then randomly selected from this distribution at the start of each individual
run. For the actual Monte Carlo simulation, a batch of runs is performed sequentially, using a different
set of randomly selected parameter inputs for each run. The result of such a Monte Carlo analysis is a
distribution of impact points, that represent the spread caused by input parameter uncertainty (Nassiri
et al., 2004). The spread is represented by the individual impact point latitudes and longitudes. From
this spread, the impact probability area is determined as the ellipse within which there is a 99.7% (3-0)
chance of impact (see Section 4.5). Finally, the coordinates of the impact probability area are imple-
mented into the in-flight model for comparison to the near real-time impact point predictions and to
provide uncertainty boundaries for these predictions.

One key variable that has not been mentioned yet, is the number of runs within a batch sequence.
In order to have some confidence in the results of the analysis, a certain minimum number of runs is
required. However, it is also not desirable to perform an unnecessarily large number of runs as this
can be very time consuming. Monte Carlo simulations do not have an inherent upper or lower limit
for the number of runs required for a certain level of confidence. Therefore, a convergence test is
performed to determine whether or not the impact point distribution converges to a single point. This
convergence test is done for both the impact point latitude and longitude separately, by determining the
overall mean value after every new run. According to Engelen (2012), which uses a very similar Monte
Carlo simulation process, at minimum a few thousand runs are needed for the mean IIP coordinates
to converge at a sufficient level of confidence. Therefore, the initial number of runs is set at 25000 to
ensure convergence and to determine the approximate number of runs required to reach convergence.

As an additional step, the cumulative average of this simulation is compared to a 3-o confidence
interval for the simulation. The goal of this confidence interval is to determine the confidence in a single
Monte Carlo simulation and its expected variability with respect to potential additional simulations with
the same number of runs. To define this confidence interval, it is first necessary to determine the
standard error of the mean. This standard error is the variability across multiple samples, in contrast
to the standard deviation which describes the variability within a certain sample. The standard error is

calculated using
g

SE = — 4.4

T (4.4)

where ¢ is the standard deviation of a single sample and n is the number of runs within this sample.
The 3-0 confidence interval is then defined as the interval

o g
.uMC_3ﬁ' #Mc+3ﬁ] = [#MC_3SE: bmc + 3 SE (4.5)
where py¢ is the cumulative average after each run within the Monte Carlo simulation. After determ-
ining whether the Monte Carlo simulation consists of enough runs to converge to a single point with
a sufficient level of confidence, the simulation is repeated with a different random seed. This is done
to verify that the simulation will again converge to a point close to the original mean value, within the
confidence interval (Higham, 2004; Engelen, 2012).
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4.4.2. Dispersion Parameters

To perform a Monte Carlo analysis, it is necessary to first select the parameters to vary. These paramet-
ers are referred to as the dispersion parameters. To determine which model input parameters to include
as dispersion parameters, it is first important to take into account the capabilities and limitations of the
ASTOS software. Some parameters are not a direct user input, but rather they are calculated internally
based on other user input parameters. Additionally, some parameters cannot be altered because they
are part of a fixed preset. By design of the ASTOS software, it is therefore not possible to include such
parameters as dispersion parameters. Another assumption is that the dispersion parameters are not
aimed at determining the effect of uncertainties on design parameters such as vehicle length or mass,
as these can be accurately determined before a launch for the specific vehicle that is flown.

To limit the computation time of the Monte Carlo simulation, the number of dispersion parameters was
limited. Parameters that are not included are either presumed to not have a large effect on the impact
point dispersion or they are not considered as primary parameters of interest for this iteration of the
trajectory model. The final set of parameters and accompanying uncertainties presented below were
determined in consultation with T-Minus. Most parameter distributions are Gaussian, with exceptions
mentioned. For a brief overview of all the parameters and their mean and standard deviations, see
Section 4.4.3. This section also clearly shows the distinction between the parameters used for the full
flight Monte Carlo analysis and those used for the ballistic flight Monte Carlo analysis.

For the ballistic flight, no additional uncertainties are placed on the post-burnout state vector. Only
those parameters are considered that influence the trajectory from a given initial state vector onward.
For the Monte Carlo analysis, the TRU measurements are therefore considered to be an accurate
representation of the vehicle’s current state vector without uncertainty. The effects of state vector
uncertainties on the impact point prediction are evaluated in the sensitivity analysis in Chapter 8.

Environment

For the environment model, there are only a few parameters that can be varied within the software.
These are the atmospheric density scaling factor for the selected atmospheric model and scaling factors
for the magnitudes of the Eastern and Northern winds. All three parameters are scaling factors. Their
mean value is therefore set at a scaling of 1.0. According to Nassiri et al. (2004); Engelen (2012), the
uncertainty of parameters in a standard atmosphere model is assumed to be 5%. Here, this only ap-
plies to the scaling factor for density as a function of altitude.

Wind is a much more unpredictable input, where an average value is used as an input that does not
accurately reflect possible extremes like high wind gusts. Therefore, a uniform distribution is selected
with a 1-¢ of 16.7% uncertainty. This way, the maximum values of approximately 3-¢ lie between 50%
and 150% of the original value for the Northerly and Easterly winds. This assumption does limit the
directions in which the wind can blow to those presented by the average wind profile, as no sign change
will occur within these uncertainties.

Motor and Propellant

For the vehicle’s SRM, the considered parameters are the propellant CoM, initial propellant mass,
residual propellant mass and a scaling factor for the thrust and specific impulse. Thrust alignment un-
certainties are not considered. The CoM is considered only in the x- and y-directions as defined by
the body-fixed frame (Section 6.1), where the x-direction goes through the vehicle’s symmetry plane
and through the nose. Given that COM, , is defined with respect to the nozzle end and COM,,,, is
defined with respect to the rotation axis, the mean CoM lies at (COM,,,,COM,,,) = (1140,0.0) mm.
This CoM was determined using an existing SolidWorks vehicle model. The standard deviations are
setat 5 and 1 mm respectively. Variations in the z-direction are not considered due to the vehicle’s rota-
tional symmetry and high rotation rate, which would yield identical results to varying only the y-direction.

For the initial mass of the propellant, not considering the booster casing, the nominal value was already
determined to be 100 kg. This value is therefore used as the mean. The standard deviation is set at
0.1 kg, based on the experience T-Minus has producing this propellant.

For the residual propellant mass at the end of the burn, the ideal nominal mean is 0. However,
this is generally not the case and can also be confirmed by the available static test data. The standard
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deviation is therefore set at 1 kg. For a positive residual propellant mass, this means that not all pro-
pellant has been used up. For a negative residual propellant mass, this means that a certain amount
of structural mass has been expelled, for example the propellant casing.

The thrust and specific impulse are individual model inputs in ASTOS, meaning that scaling one of
these inputs does not automatically affect the other. To avoid highly unlikely simulations, for example
a positive thrust scaling factor and a negative specific impulse scaling factor, the only option is to scale
them both with the same factor at all times. Due to the limitations of the ASTOS software mentioned in
Section 3.3.2, this scaling factor is applied to the vacuum thrust and vacuum specific impulse. However,
this is not an issue as multiplying the vacuum data by a certain factor results in the sea level data scaling
with the exact same factor. Because the Monte Carlo parameter is a scaling factor, its mean is 1.0.
The standard deviation is set at 5%, based on the variation between multiple static tests.

Mass

The masses considered here are the dry, structural masses of the booster and the Dart payload stage.
The nominal structural mass is 32.0 kg for the booster and 14.0 kg for the Dart stage. Following the
method in Engelen (2012), the standard deviation for both is set at 1%. For the CoM of the booster
and Dart, a similar definition is used as for the propellant CoM described above. This means defin-
ing it in the body-fixed frame and neglecting the z-direction. Again, they were determined using an
existing SolidWorks vehicle model. Given that COM,, , is defined with respect to the nozzle end and
COM,,, with respect to the rotation axis, the mean CoM lies at (COM,, ,, COM,,,,) = (931,0.0) mm. The
standard deviations are set at 20 mm and 1 mm respectively. Lastly, the mean CoM for the Dart lies
at (COMg,, COMg,) = (796,0.0) mm, with COM,; , defined with respect to bottom of the Dart stage’s
tailcone and COM, ,, with respect to the rotation axis. The standard deviations are set at 6 mm and 1
mm respectively. In both cases, the standard deviation for the CoM in x-direction was estimated by
taking the relevant component’s structural mass u + 10 and adding it all to one end of the component.
The resulting shift in CoM was taken to be the standard deviation of this CoM.

Aerodynamics

All available aerodynamics data was introduced in Chapter 3, which consisted of the center of pres-
sure X.p of the DART XL, and the drag coefficient C;, with respect to Mach number for the powered
DART XL, unpowered DART XL and the Dart as determined by T-Minus. In ASTOS, these individual
coefficients can only be altered by a scaling factor. Therefore, the mean scaling factor for all coefficients
is set at 1.0, meaning no scaling with respect to the input values. The coefficients were all determined
using modelling software, which makes it difficult to estimate a standard deviation. Looking at the meth-
ods in Nassiri et al. (2004); Engelen (2012), the value was estimated to lie between 5-10%. The more
conservative value of 10% was selected as the standard deviation of the aerodynamic coefficients, as
T-Minus have indicated their drag coefficient data to be on the conservative side as well.

Launch

The launch parameters considered here are the initial angles and the rail length. As established, the
launch angles of azimuth and elevation are set at 324.1 deg and 67.0 deg respectively. These values
are used as the mean values for the full trajectory model. However, for the ballistic version of the model,
the initial angles are equal to the angles at motor burnout, not at launch. Based on the state vector at
burnout for the full model, the mean initial angles for the ballistic phase are an azimuth of 324.017 deg
and an elevation of 65.435 deg.

Multiple factors can cause an uncertainty in the launch angles, the first being the measurement
method. Launch angles are often measured manually, for instance with a compass or theodolite.
A compass measures the azimuth relative to magnetic North, with accuracies between 0.25-1 deg,
whereas a theodolite measures the angle between two user-defined points with accuracies up to
0.1-1 mgon. Another potential cause of uncertainty are ground level winds making the launch tower
slightly sway in the wind, and the weight of the launch vehicle resulting in a slight deflection angle in
the estimated elevation angle. All these uncertainties are difficult to quantify, but they can potentially
have a large influence on the exact launch angles. Compared to Engelen (2012) and its cited sources,
a conservative estimate is made for both the elevation and azimuth by setting the standard deviation of
the angles at 1 deg. These uncertainties in the angles at the time of launch are assumed to translate
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into uncertainties in the angles at burnout. The standard deviation of 1 deg is therefore applied to both
the full and ballistic model versions.

For the rail length, its physical length was set by T-Minus at 9000 mm. In ASTOS, the rail length is
defined vertically with respect to the ground. The mean value used in the Monte Carlo simulation is
therefore sin(67 deg) * 9000 ~ 8285 mm. For the standard deviation, it is decided to account for the
vehicle’s engagement length rather than an uncertainty in the rail’'s physical length. The engagement
length is the length over which the vehicle’s motion is restricted by the rail. The DART XL is only con-
nected to the rail by two launch lugs, attached to the booster casing. It is therefore highly likely that
the effective engagement length of the rail is smaller than its physical length, causing the vehicle to
move more freely before exiting the rail. As a first estimate, the maximum difference (3-0) is set at
the distance between the ground and the vehicle’s CoM at lift-of. This represents the situation where
the vehicle’s engagement with the rail becomes negligible when its CoM has left the rail. The vertical
distance from the ground to this point leads to a 1-¢ standard deviation of 444 mm. The engagement
length cannot exceed the physical rail length, so the distribution is chosen to be a half-Gaussian distri-
bution. This way, the vehicle’s engagement length must lie somewhere between the physical rail length
and the point at which the vehicle CoM exits the tower.

Timing

The last parameters to consider are potential timing differences. For the DART XL, this concerns an
advance or delay in the ignition time and separation time. The ignition time is defined here as the time
between ignition and actual lift-off, whereas the separation time is defined as the time between motor
burnout and stage separation. The mean ignition time is estimated from static test data, by comparing
the time of motor ignition with the time at which the measured acceleration exceeds and remains above
the sea level gravitational acceleration. From this, the mean ignition time is set at 0.25 s. The uncer-
tainty based on the static test data was quite low. However, static test data represents a motor fired
vertically, with its nozzle at the top. As a result, it is difficult to predict the uncertainty of the ignition time
during an actual launch. Therefore, a uniform distribution is selected with a 3-¢ uncertainty of 100%.
The 1-0 uncertainty is thus 33%.

As stated in Section 2.2, the DART XL utilises aerodynamic stage separation. The time between mo-
tor burnout and stage separation is defined as the separation time. It is estimated from the nominal
trajectory model, because no real-life separation data is available for either a DART or a DART XL
launch. From the nominal trajectory model, the mean separation time is estimated to be 0.1 s. Again,
it is difficult to predict the uncertainty of the separation time due to a lack of available data. Therefore,
a uniform distribution is selected with a 3-c uncertainty of 100%. The 1-0 uncertainty is thus 33%.

4.4.3. Overview of the Dispersion Parameters

For convenience, the tables below provide an overview of all Monte Carlo parameters and their values
as previously presented. Table 4.2 provides the parameters for the full flight version and Table 4.3
provides the parameters for the ballistic flight version of the nominal trajectory model. In these tables,
parameter 1-¢ standard deviations are either expressed as an absolute value in the same unit as the
mean, or as a percentage of the mean. Furthermore, all parameters have a Gaussian distribution
except for (1) the rail length which uses a half-Gaussian distribution, as the rail engagement length
cannot exceed the maximum physical length, (2) ignition and separation times which use a uniform
distribution due to the lack of available data to present an accurate estimate of the uncertainty and
(3) the wind scaling factors which use a uniform distribution to represent random variation of the wind
vectors from the mean monthly average wind profile, while still being largely centered around this mean.

Full Flight

The full flight model covers the full flight from launch to impact, with the initial state being stationary at the
launch pad. A Monte Carlo analysis of this model provides insight into the uncertainty of the whole pre-
flight nominal trajectory model, and thus the uncertainty of the nominal impact point. Furthermore, it can
help determine whether the launch site selection is realistic by comparing the impact point dispersion
and its distribution to the allowable impact area boundaries. Its dispersion parameters are provided in
Table 4.2.
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Table 4.2: Dispersion parameters for Monte Carlo analysis of the full trajectory from lift-off to impact.

Parameter Symbol | Unit | Distribution Meany | Stdo
Environment
Atmospheric Density Scaling Ap - Gaussian 1.0 5%
Wind Scaling (Northerly) VN - Uniform 1.0 16.7%
Wind Scaling (Easterly) VwE - Uniform 1.0 16.7%
Motor
Vacuum Thrust and Specific Impulse Scaling AF - Gaussian 1.0 5%
Propellant Center of Mass (x) COM, mm | Gaussian 1140 5 mm
Propellant Center of Mass (y) CoM,, mm | Gaussian 0.0 1 mm
Initial Propellant Mass My kg Gaussian 100.0 0.1 kg
Residual Propellant Mass My, kg Gaussian 0.0 1 kg
Mass and Inertia
Booster Structural Mass m, kg Gaussian 32.0 1%
Booster Center of Mass (x) COM,, mm | Gaussian 931 20 mm
Booster Center of Mass (y) COM,, mm | Gaussian 0.0 1 mm
Dart Structural Mass my kg Gaussian 14.0 1%
Dart Center of Mass (x) COMg, mm | Gaussian 796 6 mm
Dart Center of Mass (y) COMg, mm | Gaussian 0.0 1 mm
Aerodynamics
Powered DART XL Drag Coefficient Scaling ACp pwa - Gaussian 1.0 10%
Unpowered DART XL Drag Coefficient Scaling | ACp pwa | - Gaussian 1.0 10%
Ballistic Dart Drag Coefficient Scaling ACp 4 - Gaussian 1.0 10%
Center of Pressure Scaling AXcp - Gaussian 1.0 10%
Launch
Launch Elevation Yo deg | Gaussian 67.0 | 1.0deg
Launch Azimuth Xo deg | Gaussian 324.1 1.0 deg
Rail Length l mm | Half-Gaussian 8285 | 444 mm
Timing Delays
Ignition tig s Uniform 0.25 33%
Separation tsep s Uniform 0.1 33%
Ballistic Flight

The ballistic flight model only considers the ballistic phase of the launch between motor burnout and
impact. The model definitions are identical to the full flight model, except for the initial state vector which
is taken to be the point of motor burnout from the full flight model to represent a real-time TRU state
vector. No additional uncertainties are placed on the initial vehicle state to represent the assumption
that the TRU state vectors are considered to be fully accurate. A Monte Carlo analysis of this model
provides insight into the uncertainty of an impact point based on an in-flight state vector, to take into
account when discussing the results of the in-flight IIP prediction model. Its dispersion parameters are
provided in Table 4.3.

4.5. Impact Probability Area

By performing the Monte Carlo simulations, an impact point distribution is created based on all impact
point latitudes and longitudes. In general, the impact point spread is expected to take on an elliptical
shape that is largest in the downrange direction and smallest in the crossrange direction. The impact
probability area can then be determined by calculating the boundary ellipse within which 99.7% (3-0)
of these Monte Carlo impact points lie. Given that the input parameters are mostly Gaussian distri-
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Table 4.3: Dispersion parameters for Monte Carlo analysis of the ballistic trajectory from motor burnout to impact.

Parameter Symbol | Unit | Distribution | Mean y | Std o
Environment

Atmospheric Density Scaling Ap - Gaussian 1.0 5%

Wind Scaling (Northerly) VN - Uniform 1.0 16.7%

Wind Scaling (Easterly) VwE - Uniform 1.0 16.7%
Motor

Residual Propellant Mass Mye kg Gaussian 0.0 1 kg
Mass and Inertia

Booster Structural Mass my kg Gaussian 32.0 1%

Booster Center of Mass (x) COM,, mm | Gaussian 931 | 20 mm

Booster Center of Mass (y) COM,, mm | Gaussian 0.0 1 mm

Dart Structural Mass my kg Gaussian 14.0 1%

Dart Center of Mass (x) COM,, mm | Gaussian 796 6 mm

Dart Center of Mass (y) COM,, mm | Gaussian 0.0 1 mm
Aerodynamics

Unpowered DART XL Drag Coefficient Scaling | ACp pwa | - Gaussian 1.0 10%

Ballistic Dart Drag Coefficient Scaling ACp 4 - Gaussian 1.0 10%
Launch

Initial Elevation Yo deg | Gaussian 65.435 | 1.0deg

Initial Azimuth Xo deg | Gaussian 324.017 | 1.0deg
Timing Delays

Separation tsep s Uniform 0.1 33%

butions, it is expected that the latitude and longitude will also have a Gaussian distribution. The 3-o
ellipse boundaries can therefore be determined following the method presented in Spruyt (2014). Us-
ing this method, the mean latitude and longitude coordinates are set as the center of the ellipse. The
magnitude of the semi-major and semi-minor axes is determined from the standard equation for an
ellipse, Equation 4.6, which is rewritten into Equation 4.7. The axes lengths can then be calculated

using Equation 4.8.
X AN
(2) +() = (49

x y\ _
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Here, a is the semi-major axis, b the semi-minor axis and p is the scale of the ellipse for a confidence
of 99.7%. This scale is taken from chi-squared distribution data, where the value for two degrees of
freedom (latitude and longitude) is p = 11.618. The standard deviations o, and o,, are determined as
the square root of the largest and smallest eigenvalues of the data respectively. These eigenvalues
represent the spread of the data in a given direction, where this direction is represented by the eigen-
vectors. Finally, the rotation of the ellipse axis with respect to true North and East is determined from
the eigenvectors. Both the eigenvalues and eigenvectors are determined from the covariance matrix
of the impact point coordinate data.

This method is used to determine the 3-¢ ellipse for both the full flight and the ballistic flight models.
The full flight ellipse is used to determine whether the vehicle is expected to impact within allowable
impact area for a certain launch site. The ballistic flight ellipse, which is expected to be significantly
smaller than the full flight ellipse, is used in the remainder of this research as a probability area for the
in-flight 1IP predictions.



Results of the Pre-flight Nominal Trajectory
Model

Before going into the in-flight IIP prediction model, the results of the pre-flight nominal trajectory model
are presented. These results are presented in two parts. First, the results of the environment model
selection are presented. Next, the results of the Monte Carlo analysis are presented, using a model
in which the selected environment model has been implemented. Finally, the impact probability area
created from the Monte Carlo results is presented. Verification and validation steps are discussed
throughout the results, with a reference table to each aspect provided in Appendix C.

5.1. Environment Model Selection

The environment model selection is dependent on the selection of the individual aspects that it is com-
prised of. As previously mentioned, the aspects considered are an atmospheric model, a gravitational
model, a rotational model, a shape model, and a local wind model. For each aspect, the impact points
for each option are shown on a map plot. These figures are shown at the end of the section, after each
aspect’s selection is detailed. A 1 km accuracy radius is depicted around the most complex option as
a white circle. A model aspect meets the accuracy requirements if its impact point lies within the circle.
This circle is used as a guide to determine whether the accuracy requirement can be met using a less
complex model if it lies within the circle, or whether the more complex model is needed to meet the
accuracy requirement. At the end of this section, an overview table of the selected model aspects is
provided.

Atmospheric Model Selection

The first aspect to be selected is the atmospheric model, as this selection can then be included in the
baseline for the selection of the other aspects. The considered options are the exponential atmosphere
model, the US62 model and the US76 model. Figure 5.1a shows the resulting individual impact points
when implementing each of these atmosphere models for a nominal trajectory. Immediately, it can
be seen that the exponential atmosphere model does not meet the 1 km accuracy requirement as its
impact point lies far beyond the boundaries of the circle. The impact points of the remaining options,
US62 and US76, lie extremely close to each other at a distance of 1.0 m. In terms of implementation in
the in-flight IIP prediction model, their complexity is expected to be very similar. Therefore, the US76
model is selected since it is the more recent atmospheric model.

Shape Model Selection

The considered options for the shape model are a spherical Earth and an ellipsoidal Earth. Figure 5.1b
shows the resulting individual impact points when implementing each of these shape models for a
nominal trajectory. This figure shows that, at the current launch latitude, the difference between the
impact points for a spherical Earth and an ellipsoidal Earth model is approximately 1.9 km. For the
current launch coordinates, it is therefore decided to select the ellipsoidal model in order to reach the
accuracy requirements.

35
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Gravitational Model Selection

For a gravitational model, three options are considered. In order of increasing complexity, they are the
point mass model, central gravity with the J, effect and spherical harmonics up to degree and order 50.
Figure 5.1c shows the resulting individual impact points when implementing each of these gravitational
models for a nominal trajectory. It can be observed that the impact points for the zonal harmonics
and spherical harmonics models lie very close to each other, at a distance of 14.6 m. Considering the
large difference in complexity between the two gravitational models, the spherical harmonics model is
removed from consideration as the J, model can reach a very similar degree of accuracy. At a distance
of approximately 540 m, the point mass model impact point is further removed but still inside the circle.
This means that the point mass model would be considered accurate enough to meet the accuracy
requirement. However, one thing to consider is the fact that an ellipsoidal shape model is selected.
For consistency, selecting the J, model is more logical because the ], effect describes the gravitational
effects of the mass distribution for an ellipsoidal Earth. Selecting the J, model instead of the point mass
model is not expected to add much complexity to the in-flight IIP prediction model, as one builds on the
other. Therefore, the J, model is selected.

Rotational Model Selection

The considered options for the rotational model are a non-rotating Earth and a rotating Earth at a
constant rate of 7.29212 - 1075 rad/s. Figure 5.1d shows the resulting individual impact points when
implementing no rotation or a constant rotation for a nominal trajectory. This figure shows that, at the
current launch latitude and azimuth, the difference between the impact points for a non-rotating and
rotating Earth is quite large at a distance of approximately 6.2 km. Therefore, it is decided to select the
rotating Earth model.

Wind Model Selection

The considered options for the wind model are to assume no wind or to include a local monthly average
wind profile. Figure 5.1e shows the resulting individual impact points when implementing no wind or
an average wind profile for a nominal trajectory. This figure shows that, for the average local wind
conditions at the current launch site, the difference between the impact points with and without wind is
less than 1 km. At a distance of approximately 386 m, both options would meet the accuracy require-
ments. However, in the case of wind, there is still a high variability left depending on the time of year,
the location and whether the input profile is averaged or includes extremes. Furthermore, T-Minus has
expressed the desire to have the option to implement local wind measurements taken during a launch
campaign. For these reasons, it is therefore decided to select the monthly average wind model. In the
absence of adequate wind data, the option always remains to implement a zero magnitude wind profile
instead of an averaged profile.

Overview
Table 5.1 below provides a summary of the environment selection, with all available options and those
that were selected for the final environment model.

Table 5.1: Overview of the selected environment model aspects.

Environment Model Aspect | All Options L Selection
Atmospheric Model Exponential | US62 USs76 US76
Gravitational Model Point mass J, Coefficient Spherical Harmonics | J, Coefficient
Rotational Model Non-rotating | Constant Rate Constant Rate
Shape Model Spherical Ellipsoidal Ellipsoidal

Wind Model No Wind Monthly Average Monthly Average
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the monthly average wind model.

Figure 5.1: Environment model comparisons upon which to base the selection of the individual aspects, with respect to the
required 1 km accuracy radius.
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5.2. The Nominal Trajectory

After selecting the environment model settings, these are implemented into the baseline model as well
as into the expanded model versions used in the Monte Carlo analysis from launch to impact (full flight
of the DART XL) and the from burnout to impact (ballistic flight of the DART XL’s Dart payload stage).
This section observes the trajectory similarities and differences between the baseline and expanded
models. This is especially relevant since the simpler, baseline model is used as a reference for the
in-flight [IP prediction model.

For the three trajectory model versions, Figure 5.2 shows the ground track of each. From this, the
ground tracks seem to perfectly overlap each other. This shows confidence in the fact that the dif-
ferences between the models is small. Furthermore, this appears to verify that the expanded model
versions for the full flight and the ballistic flight produce a very similar trajectory. Table 5.2 shows the
impact point coordinates for each model version, along with the computed distances between these
points. The distance between the impact points of the full flight and ballistic flight expanded model
versions was calculated to be 69 m. This similarity was expected because both versions use the same
model definitions, and the ballistic flight model’s initial state vector is taken from the full flight model.
Again for all three trajectory model versions, Figure 5.3 shows the horizontal distance versus
altitude. Here, it can again be observed that the expanded model versions for the full flight and the
ballistic flight produce the same trajectory, with only a difference in starting point. Furthermore, the
baseline model seems to also largely overlap the expanded model versions. Only near the end of
the trajectory, in the highlighted boxes in both figures, does the baseline model start to deviate more
from the expanded model versions. The distance between the baseline and expanded model impact
points was calculated to be 1.3 km, which would slightly exceed the required accuracy of 1 km or
less. Considering that this only starts from about 15 km altitude, this is expected to be caused by a
combination of more complex mass and inertia definitions as well as non-zero aerodynamic angles. All
these factors would become more influential as the atmospheric density and vehicle velocity increases.

Overall, these figures show that all nominal trajectory model versions are very similar to each other, with
the small exception of the baseline model deviation near the end of the trajectory. Itis important to note
that this should be taken into consideration when evaluating the results of the in-flight IIP prediction
model and its expected accuracy.
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Figure 5.2: Latitude and longitude coordinate comparison for the expanded model versions and the baseline model with
selected environment. The window shows a zoomed in view of the impact points of each model.
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Figure 5.3: Horizontal distance and altitude comparison for the expanded model versions and the baseline model with selected
environment. The window shows a zoomed in view of the impact points of each model.

Table 5.2: Impact point coordinates of the different nominal trajectory model versions and the ground distance between them.

Model Version IIP Latitude [deg] | IIP Longitude [deg] | 2 >2nce [M]

B+E | EBF | EFF
Baseline + Environment (B+E) 71.559709 10.881459 -| 1314 | 1318
Expanded Ballistic Flight (EBF) | 71.550006 10.902555 1314 | 69
Expanded Full Flight (EFF) 71.550100 10.903171 1318 | 69 ;

5.3. Monte Carlo Impact Point Distribution

This section presents the Monte Carlo analysis results for the expanded ballistic flight model version.
All results consider the impact point distribution based on a nominal initial state vector at the start of
the ballistic phase. It first presents the spread of the resulting IIP dispersion relative to the nominal im-
pact point. Furthermore, a convergence analysis is done along with an evaluation of the impact point
distribution. For similar results of the Monte Carlo analysis for the expanded full flight model version,
see Appendix B.

Figure 5.4 shows the results of the Monte Carlo impact point dispersion, for 25000 individual runs rep-
resenting uncertainties during the ballistic flight phase. Here, it can be observed that the spread is
relatively concentrated. This indicates that the effect of varying the dispersion parameters is low. Fur-
thermore, it can be seen that the spread is higher in the downrange direction than in the crossrange
direction, and that the spread takes on the expected elliptical shape which is seemingly aligned with
these directions. This is to be expected, as the effect of uncertainties is generally larger in the down-
range direction than the crossrange direction. It was not investigated which parameters caused the
largest spread, as acquiring data for individual parameters would require a lot of additional work that is
not directly relevant to the model moving forward and is therefore out of the scope of this project.

The impact point data forms a bivariate normal distribution with latitude and longitude as the variables,
which is visualised in Figure 5.5 along with a normal distribution fit of each. This figure shows that both
the latitude and the longitude are indeed normally distributed, which is to be expected given that almost
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all the input dispersion parameters are normally distributed (Gaussian). The latitude fit does appear
to show a very slight skew towards higher latitudes, which would indicate that there are slightly more
scenarios resulting in an above average impact latitude.
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Figure 5.4: Impact point distribution relative to the Andgya allowable impact area, for a Monte Carlo simulation of 25000 runs
during the ballistic flight phase. Zoomed in view on the right.
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Figure 5.5: Histogram and normal distribution fit of the impact point latitudes and longitudes.

The final step in presenting the Monte Carlo impact point distribution is evaluating the convergence
and confidence interval of the data. Figure 5.6 shows the convergence and 3-¢ confidence interval for
the latitude and longitude individually. The impact points presented above are indicated in this figure
as ’1st Batch’, of which the moving average is visualised by the thick, solid black line. As observed,
after a couple hundred runs this moving average converges towards the nominal latitude and longitude
values, shown by the dashed black lines. The red lines represent the confidence interval boundaries,
calculated from this first batch. This interval shows that, although convergence seems to occur after a
few hundred samples, the confidence interval is still narrowing. When considering all 25000 samples,
the narrowness of the confidence interval indicates certain convergence.

Taking this into account, the second batch was limited to 10000 runs as this was considered suffi-
cient for convergence. The moving averages of this second batch are depicted by the thin, solid black
lines indicated as '2nd Batch’, which are not taken into account for the confidence interval. This second
batch converges to the same values as the first run, therefore also converging to the nominal values.
This also means that the second batch has a sufficient number of runs to fall within the established
confidence interval. The results of the Monte Carlo simulations are therefore considered to be verified.
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Figure 5.6: Convergence and confidence analysis of the impact point latitudes and longitudes.

5.4. Three-Sigma Impact Probability Area

Based on the IIP distribution presented above, the 3-o impact probability area can be calculated. Ad-
ditionally, a comparison is made between the previously determined nominal trajectory impact point
and the mean impact point of this distribution. Lastly, this section provides a comparison between the
impact probability areas for the ballistic flight model and the full flight model versions.

The 3-¢ impact probability area for the ballistic flight model version is presented in Figure 5.7. The
distance between the nominal and mean impact point is 0.238 km and the ellipse’s semi-major and
semi-minor axes lengths are 34.0 and 18.2 km respectively. Compared to the required accuracy limit
of 1 km, these axes lengths are significantly larger. Therefore, for any real-time IIP prediction, this
3-0 impact probability area will have to be included in the visualisation for the RSO so they can take
the uncertainty of the prediction into account. The first [IP prediction, using the initial state vector at
burnout, will serve as the center of the ellipse in the visualisation. The ellipse then represents the
expected uncertainty of this first prediction.
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Figure 5.7: IIP distribution and subsequent impact probability ellipse relative to the Andgya allowable impact area, for a Monte
Carlo of 25000 runs during the ballistic flight phase. Zoomed in view on the right.
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For comparison, the 3-¢ impact probability area for the full flight model version® is presented in Fig-
ure 5.8. Its semi-major and semi-minor axes lengths are 194.4 and 160.6 km respectively and the
distance between the nominal and mean impact point is 3.396 km. These results clearly confirm that
the IIP distribution and the subsequent impact probability area are much larger when considering the
full flight from launch to impact. Furthermore, it can be observed that its eccentricity is lower than
that of the ballistic impact probability area, indicating more uncertainty in the crossrange IIP distance.
These results are also relevant when considering a launch with an off-nominal state vector at burnout,
caused by uncertainties covered by the full flight Monte Carlo analysis. Under such circumstances, the
resulting ballistic impact probability area will lie within this larger full flight impact probability area, with
the corresponding off-nominal IIP prediction at its center.

Lastly, this figure shows that the impact probability area almost entirely lies within the allowable
impact area, with the exception of only a handful of the 25000 impact points. Therefore, the Andgya
launch range is considered to be suitable for launching a DART XL in terms when looking at the allow-
able impact area.
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Figure 5.8: 1IP distribution and subsequent impact probability ellipse relative to the Andgya allowable impact area, for a Monte
Carlo of 25000 runs for the full flight from launch to impact.

1As previously mentioned, the full analysis of the Monte Carlo simulations for the expanded full flight model version is provided
in Appendix B.



Methodology of the In-flight Instantaneous
Impact Point Prediction Model

To predict a near real-time impact point during a launch, it is necessary to have a model that can
not only meet the accuracy requirements but also the computation time requirements. The in-flight
instantaneous impact point prediction model aims to build on the foundation of the pre-flight nominal
trajectory model and its environment model selection to meet these requirements. It aims to do so
by presenting a less complex model while still remaining within the desired accuracy, and by using
the MATLAB software that is more suited for real-time applications than the previously used ASTOS
software.

This change in software requires some additional flight dynamics and model definitions, which
were previously defined on the back-end of the ASTOS software. This is achieved by first describing
various relevant reference frame definitions within which to define the flight dynamics, and the degrees
of freedom needed to do so. Next, additional information on the selected environment model aspects
is provided and their relevant equations. After defining the settings in which the vehicle’s motion takes
place, the additional flight dynamics and equations of motion are provided that are needed to describe
the vehicle’s motion itself. To conclude the process, this chapter describes how the resulting model
outputs are presented to be easily interpreted and monitored by a range safety officer during launch.

6.1. Reference Frames

A very important factor in defining a model is to decide which reference frame to define it in. This
section describes the various reference frames used in the in-flight IIP prediction model, along with the
method used for transformation between frames.

6.1.1. Frame Definitions

Generally, there are two different types of reference frames: inertial and non-inertial. An inertial ref-
erence frame is defined by the fact that Newton’s laws are valid in these frames. For non-inertial ref-
erence frames, additional fictitious forces like the Coriolis force are needed alongside Newton’s laws.
This section describes the relevant reference frames from both categories.

Earth-Centered Inertial Frame (ECI)

In an Earth-Centered Inertial (ECI) frame, the origin is placed at the Earth’s center of mass (CoM)
and the axes have a fixed orientation, independent of the Earth’s rotation!. The most commonly used
version of the ECI frame, as shown in Figure 6.1, uses the J2000 coordinates. This indicates the mean
equator and equinox at 12h, January 15t 2000. In this frame, the z-axis is directed upward along Earth’s
rotational axis. The x and y-axes lie in the equatorial plane, with the x-axis directed towards the point
of vernal equinox where the equatorial and the ecliptic planes intersect and the y-axis completing the
right-handed system (Mooij, 2017; Mulder et al., 2013).

As noted in Mooij (2017), the ECI frame is actually pseudo-inertial. It does not take into account the fact that the Earth itself,
and thereby the frame’s origin, orbits the Sun.

43
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Earth-Centered Earth-Fixed Frame (ECEF)

The Earth-Centered Earth-Fixed (ECEF) frame is a non-inertial frame, where the x and y-axes rotate
about the z-axis with the same angular velocity as Earth. Again, the origin of the frame is placed at
the Earth’s CoM. The z-axis is directed upward along the rotational axis, similar to in the ECI frame.
The x and y-axes lie in the equatorial plane, with the x-axis directed at the Greenwich meridian and the
y-axis completing the right-handed system. Figure 6.2 provides a visualization of this frame. Here, it
can be noted that the ECI and ECEF frames coincide once per Earth-rotation (Mulder et al., 2013).
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Figure 6.1: The Earth-Centered Inertial reference frame. Figure 6.2: The Earth-Centered Earth-Fixed reference frame.
[Source: Figure 2-2 from Mulder et al., 2013] [Source: Figure 2-3 from Mulder et al., 2013]

Body-fixed Frame

The body-fixed frame is a non-inertial frame, with its origin at the vehicle’'s CoM
(Mulder et al., 2013). Commonly, the x,y and z-axes are chosen to coincide with the roll, pitch and
yaw axes respectively. The x-axis is chosen in line with the vehicle’s symmetry plane, through the
nose. The remaining axes can be chosen rather arbitrarily for a rotationally symmetric vehicle like the
DART XL. The most straightforward option here is to direct the z-axis along one of the fins and to have
the y-axis complete the right-handed system. Figure 6.3 provides an example of the body-fixed frame
for the REXUS sounding rocket. The body-fixed frame is especially useful because on-board sensors
are body-fixed and therefore measure data relative to this frame (Jayaraman et al., 1982). This is also
the case for the TRU, as described previously in Section 3.4, which interprets sensor data measured
in the DART XL'’s body frame and converts it to a local reference frame.

Trajectory Reconstruction Unit Frame (TRU)

The Trajectory Reconstruction Unit frame, also referred to as the launcher reference frame, is a non-
inertial frame with the origin at the launch location. For security reasons, the axes are aligned with the
downrange direction for that specific launch so that third parties can only interpret the data sent by the
TRU if they also know the launch location and azimuth. In this frame, the x-axis is aligned with the
positive downrange direction and the z-axis points in the local ’up’ direction. The y-axis completes the
right-handed system, pointing in the crossrange direction (Olthof, 2020). This frame can therefore be
considered as a rotated version of a local East-North-Up frame at the same point of origin.

East-North-Up Frame (ENU)

The East-North-Up frame is a non-inertial frame with the origin at an arbitrary point, often the local
observer or the vehicle’s CoM. For the DART XL trajectory, the ENU frame’s origin is selected to be at
the launch location. As mentioned previously, this makes it an identical yet rotated version of the TRU
frame. In the ENU frame, the x-axis is aligned due East, the y-axis is aligned toward true North and
the z-axis points in the local 'up’ direction, see Figure 6.4.
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Figure 6.3: The body-fixed frame for the REXUS vehicle. Figure 6.4: The East-North-Up reference frame.
[Source: Figure 3-3 from Persson et al., 2007] [Source: NovAtel, 20172]

6.1.2. Frame Transformations

If a vector is described in a certain frame, a transformation matrix is needed to be able to describe this
vector in a different frame. This can be split into a translational and a rotational change, represented
by the general equation of

Vg = T + CB,AUA

6.1
T = OAOB ( )

which represents a frame transformation of vector v from frame 'A’ to frame 'B’. T is the translation
vector, 04 and Oy are each frame’s origin and Cp 4 is the rotational transformation matrix. As shown,
the translation vector is based on the position of the origin of each frame, whereas determining the
rotation is a more complex task. Appendix D provides some of the rotation matrices between the
above-mentioned frames. More information on a general approach for frame transformations can be
found in Section 2-2 of Mulder et al. (2013) and Section 3-2-3 of Mooij (2017).

6.2. Degrees of Freedom

To better describe a vehicle’s motion, degrees of freedom (DoF) are introduced. These represent the
number of independent motions that a vehicle can perform. A distinction is made between translational
motion, describing the motion of the center of mass, and rotational motion, describing the rotation about
the center of mass. Typically, a trajectory model consists of either three or six degrees of freedom, see
Figure 6.5. A 3-DoF model can be made using only the three translational motions by approximating the
vehicle as a point mass. For trajectory models, however, there is a more commonly used 3-DoF defin-
ition. Effectively, this describes a 2D, in-plane trajectory where the parameters to vary are horizontal
distance, vertical distance and an in-plane rotation (Mooij, 2017). The rotation can be represented by
for instance the pitch angle between the local horizontal and the nose of the vehicle, or by the flight
path angle y between the local horizontal and the velocity vector.

However, when using a 3-DoF trajectory model, a problem arises when crosswinds are introduced.
In this case, additional degrees of freedom are required to describe out-of-plane motion. A logical
transition would be to shift to a 6-DoF model. This would add degrees of freedom for cross-range
translational motion, and yaw and roll rotational motion. However, with these added degrees of freedom
also comes a great amount of added model complexity. It was therefore decided to create the initial [IP
prediction model using three degrees of freedom. If the accuracy requirements are not met with this

2NovAtel (2017). Definition of Reference Frames Within SPAN. URL: https://docs.novatel.com/OEM7/Content/SPAN_Operation/
Definition_Reference_Frames.htm (visited on 27/04/2022)
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3-DoF model, then more degrees of freedom will be explored. For more information on how crosswinds
are included in this 3-DoF model, see Section 6.3.5.
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Figure 6.5: Visual representation of the translational and rotational degrees of freedom.
[Source: Greene, 20199]

6.3. Environment Model Implementation

In the previous chapter, a selection was made for different aspects of the environment model that are
considered best suited for the IIP prediction model. This selection was made based on the accuracy
requirement of 1 km or less and the computation time requirement of 1 s or less. This section elaborates
further on the selected environment model aspects and how they are implemented in the near real-time
IIP prediction model. Again, the environment model aspects that are considered are an atmospheric
model, a gravitational model, a rotational model, a shape model, and a local wind model.

6.3.1. Atmosphere Model - United States Standard Atmosphere 1976

To define the Earth’s atmosphere, the US Standard Atmosphere 1976 model was selected. This stand-
ard atmosphere model does not account for local variations and is therefore independent of the launch
latitude and longitude. However, one important factor to note is that the US76 model uses the geopo-
tential altitude z as a variable instead of geometric altitude h. The geopotential altitude is determined by
adjusting the geometric altitude to include gravitational variations by latitude and altitude. The relation
between the two is given by

godz = gdh
6.2)
_rh g  Reh (
Z= fo Yo dh ~ Re+h

where R, is the radius of the Earth (Mooij, 2017). With this definition of the geopotential altitude in mind,
the equations for the other parameters can be determined based on the temperature distribution, the
ideal gas equation (Equation 4.1) and the hydrostatic equation (Equation 4.2). Figure 6.6 shows the
temperature distribution of the US76 model, and the altitudes between which different layers are dis-
tinguished. Two types of altitude layers can be observed: isothermal layers (vertical lines of constant
temperature) and gradient layers (linear increase or decrease of temperature). Sea level conditions
are represented by the gravitational acceleration g, = 9.80665 m/s?, temperature T, = 288.15 K and
density py = 1.225 kg/m3.

3J. Greene (2019). The levels of immersion with VR - Sensory Technologies. URL: https://sensorytechnologies.com/2019/04/
30/3dof-vs-6dof/ (visited on 16/12/2020)
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Figure 6.6: Temperature versus altitude profile according to the United States Standard Atmosphere 1976, with lapse rate L;.
[Source: De Marco, 20204]

The isothermal layers are determined following the derivations in Anderson (2012), resulting in the fol-
lowing equations

Isothermal layers (lapse rate = 0):

T =T, = constant (6.3)
P _ o90/RT)(z-2) (6.4)
D1

where T;, p; and z, represent the values at the lowest altitude, or base, of the isothermal layer. The
density is then determined using the ideal gas equation.

Again following the derivations in Anderson (2012) leads to the following equations defining the
gradient layers.

Gradient layers (lapse rate # 0):

T=T,+L(z—2z) (6.5)
P <1>—go/(LR) 66)
P1 Ty .
where
L= d—T (6.7)
dz

4A. De Marco (2020). International Standard Atmosphere (ISA). URL: https://agodemar.github.io/FlightMechanics4Pilots/
mypages/international-standard-atmosphere/ (visited on 15/12/2021)
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Here, L is called the lapse-rate, or slope, of the gradient layer in K/m. This is a constant, specified
value for each gradient layer. The value for each layer is given in Figure 6.6.

The models extend to higher altitudes, up to 700 km for the US62 model and even up to 1000 km
for the US76 model, but the assumption of hydrostatic equilibrium starts to already break down above
approximately 86 km (NOAA, 1962; NOAA, 1976). Above 86 km, the atmosphere is expected to no
longer have a significant influence on the flight of the DART XL. Therefore, for simplicity, the equations
that represent the US62 or US76 atmosphere models above this altitude are not considered.

6.3.2. Gravitational Model - ], effect

To define Earth’s gravitational field, it was decided to use a point mass, central gravity approximation
with the added influence of the zonal harmonics J, coefficient. The gravitational acceleration for a point
mass approximation was already provided in Equation 4.3, which was dependent only on the radial
vector between the center of Earth and the vehicle. With the addition of the J, effect, the new grav-
itational acceleration is presented in the following equations. Equation 6.8 provides the gravitational
acceleration in the radial direction (pointing away from Earth’s center), and Equation 6.9 provides the
gravitational acceleration in the latitudinal direction (North to South). Here, and in the remainder of the
work, the denormalized J, coefficient is used with a value of J, = -0.00108263.

_ He 3  R: . 2
gr—r—2<1+§]2r—2(351n/1—1) (6.8)
ue  RE .
g = —3r—§ I r—; sinAcos 1 (6.9)

How these new gravitational accelerations are implemented into the model, is explained further in
Section 6.4.1 regarding the equations of motion.

6.3.3. Rotational Model - Rotating Earth

Due to its large influence on the predicted impact point, the rotating Earth model was selected to be
implemented. As previously mentioned, a rotating Earth model considers both the motion of the surface
itself as well as the co-rotation of the atmosphere. As shown in Equation 6.10, this is represented by
the Coriolis force and relative forces respectively (Mooij, 2017). This also shows that these additional
forces represent the difference between an ECI frame (index I) and an ECEF frame (index R).

2

rcm rcm

d
Fr=F;+Fcor + Fra=m dt?

+ meR X + mwg X ((A)R X rcm) (610)

How the effect of a rotating Earth is implemented into the model, is explained further in Section 6.4.1
regarding the equations of motion.

6.3.4. Shape Model - Ellipsoidal Earth

For a shape model, the selection was made to implement an ellipsoidal Earth instead of a spherical
Earth. This is consistent with the selection of the J, effect for the gravitational model, as this model
represents the gravitational effects of an oblate Earth. Three variables are required to represent an
ellipsoidal Earth. Based on the IERS89 ellipsoidal model, the values used are the equatorial radius of
Reeq = 6378.136 km, the polar radius of R, ,, = 6356.751 km and the flattening factor, or ellipticity, of
f=1—Repi/Reeq = 1/1298.257.

This new definition of the Earth’s shape also means that new altitude and latitude definitions have to
be applied. Using an ellipsoidal model, the downward direction no longer points to the center of Earth,
but rather it is perpendicular to the ellipsoidal surface and toward the equatorial plane. Therefore, three
different angles can be defined: declination, geocentric latitude and geodetic latitude, as seen in Fig-
ure 6.7. These distinctions do not apply to the spherical model, as here all three latitude definitions are
equal, as well as the accompanying altitude definitions. The longitude is independent of the latitude
and shape model definitions.
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The declination is the angle between the equatorial plane, and the radial vector directly connecting
the center of the Earth with the vehicle. In this case, the altitude is defined as the distance between
the vehicle, and the point where this radial vector intersects the surface. On the contrary, the geodetic
latitude is the angle between the equatorial plane and the extension of the vector between the vehicle
and the sub-latitude point, where the altitude vector intersects the Earth’s surface perpendicularly. Sub-
sequently, the altitude is defined as the distance between the vehicle and the sub-latitude point. Lastly,
the geocentric latitude of the sub-latitude point is defined as the angle between the equatorial plane
and the vector from the center of Earth to the sub-latitude point. Again, the altitude is defined as the
distance between the vehicle and the sub-latitude point.

& declination or planetocentric latitude Vehicle
1 planetocentric latitude of the Approximate,/
Sublatitude Point Altitude ’,w“” 4 Altitude
Ag planetodetic latitude Pole Normal to Surface

Sublatitude Point

Rg

Equator
Center

Figure 6.7: Visualization of an ellipsoidal Earth model and the different latitude definitions.
[Source: Figure 2.2 from Astos Solutions GmbH, 2020a]

For the ellipsoidal model, the local Earth radius varies between the polar and equatorial radii. For
a given latitude A, the local radius and subsequent geometric altitude h are given in Equations 6.11
and 6.12 (Mooij, 2017).

Res = Reeq(1 — f sin® 2) (6.11)
h=1—Res(A) (6.12)

Lastly, to convert from declination § to geodetic latitude 4, an iterative process is started using the
equations below, until the error |1; — A;| is smaller than the desired threshold. The value of A; at that
point is taken to be the geodetic latitude (Astos Solutions GmbH, 2020a).

Ai = 5
R
N — eeq
/1—62 sin” A; (613)
g =tan! [taru? 4+ e Sinl"]
rcosé
where the eccentricity e is given by
e? =2f — f? (6.14)

6.3.5. Wind Model - Instantaneous Local Winds

The in-flight model implements the same input wind profile as previously presented in Section 4.2.5,
based on the ERA5 database. This profile consists of Eastward and Northward wind magnitudes at
altitudes up to approximately 40 km, which needs to be manually implemented into the in-flight model.

The wind velocity causes the vehicle to obtain an angle of attack, which can influence a vehicle’s motion
in two ways according to Wittenberg et al. (2016). For the DART XL, an unguided and statically stable
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vehicle, the second definition applies. This states that "The rocket has the tendency to reduce the
angle of attack, as a result of the static stability, and rotates with the nose into the wind.” (Section 2.5.3
from Wittenberg et al., 2016). In order to comply with the model assumption of a continuously zero
angle of attack, the rocket is considered to have infinite static stability. This means that the vehicle’s
response to the wind velocity by rotating into the wind will happen instantaneously and its rotational
inertia is neglected. In reality, the rotational inertia causes the weather cocking effect to be delayed,
not instantaneous.

The magnitude and direction of the wind are dependent on the altitude. Their effects on the impact
point can therefore not be calculated as a single displacement distance. Instead, the wind velocity
is incorporated into the equations of motion in the change of vehicle velocity. This way, its effect is
propagated at every time step of the integration, using the wind velocity at the accompanying altitude.
Since the in-flight model is a 3-DoF model, this velocity cannot be included in for example normal force
or lift coefficients without adding vehicle attitude degrees of freedom. The wind profile consists of geo-
potential altitude versus wind velocity, so this is converted to geometric altitude using Equation 6.2.
The implementation into the equations of motion is described further in the following section.

The above-mentioned instantaneous influence and application of the wind velocity is expected to in-
troduce a deviation from reality and from the presented nominal trajectory results in ASTOS. To com-
pensate for this, a correction factor is introduced by which the Eastward and Northward wind velocities
are multiplied at each time step of the integration. As an initial guess, it was decided to define the
correction factor 6,, as the relative atmospheric density, with respect to sea level density p,.

p

Oy = —
v Po

(6.15)
This correction factor accounts for the decreasing influence of wind velocities at higher altitudes, where
the atmospheric density and thus the drag are lower. After evaluating the results of implementing this
corrected wind model, the usability of the correction factor is determined. If necessary, it will be multi-
plied with an additional constant factor to more accurately replicate the effect of the wind as calculated
in the pre-flight nominal trajectory model.

6.4. Flight Dynamics

The behaviour of the DART XL during a launch can be defined by the term ’flight dynamics’. Using
flight dynamics, it is possible to not only describe but predict this behaviour, which is the main goal of
the in-flight IIP prediction model. In this section, the set of equations of motion used to propagate the
vehicle’s trajectory is provided. Additionally, it describes the substitute input vehicle state vector that is
used during the model development phase, as no actual TRU positioning data is available.

6.4.1. Equations of Motion

After describing the environment in which the vehicle is located, the relevant reference frames and
desired number of degrees of freedom, next the motion of the vehicle within this framework can be
described using equations of motion (EoM). Given that flight termination will only occur during the
non-propelled flight phase, the EoM will only describe the Dart’s ballistic trajectory over the Earth. A
trajectory similar to that of the DART XL is visualized in Figure 6.8°. The selection of a 3-DoF model
means that the aerodynamic angles of angle of attack, bank angle and sideslip angle are all assumed
to be constant at a value of zero during this ballistic phase. As the result of a zero angle of attack, the
lift force is also zero and the trajectory therefore describes a gravity turn (Wittenberg et al., 2016). This
is all in line with the assumptions made for the baseline pre-flight nominal trajectory model, used for
verification of the environment model implementation.

Next, the non-linear numerical equations of motion for ballistic flight are presented that are used to
describe the trajectory of the DART XL Dart payload stage from burnout to impact. These equations
of motion are obtained by following the method and assumptions for ballistic re-entry, as described in
Section 12-2-2 of Mulder et al. (2013). The EoM presented in this source represent a model of many

5Note that burnout point 'B’ in this figure does not best represent a DART XL flight. Burnout of the DART XL occurs within the
atmosphere, so below the depicted Karman line at 100 km altitude.



6.4. Flight Dynamics 51

AB : propelled flight
BCD: ballistic flight

DE : re-entry flight

A : launch paint
B : bum-out point
( : apogee

D : entry point

E

: impact point

Figure 6.8: Regimes of a planar ballistic launch trajectory, assuming a spherical Earth.
[Source: Figure 4.1 from Wittenberg et al., 2016]

degrees of freedom. Here, a narrowed down version is presented to represent the desired 3-DoF model
and the assumptions made. The external forces acting on the vehicle of weight and drag are treated
as point forces for simplicity, evaluated in a body-centric frame with the origin at the vehicle’s center of
gravity. All angles are groundspeed-based.

Equations 6.16 to 6.18 show the dynamic 3-DoF translational motion, representing the change in
velocity V, the change in flight path angle y and the change in heading angle y. In these equations,
as presented by Mulder et al., 2013, terms representing the Earth’s rotation were aIready included,

Lastly, Equations 6.19 to 6.21 show the resultrng kinematic position in terms of the change in d|stance
r and the change in latitude and longitude A and A.

. D ........................................................................
V=—m grsmyl—glcosycosx +w rcosl(smycosl—cosysmlcosx) (6.16)
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A= r smxcosy (6.20)
r cosi
.V
A= — cosycosy (6.21)

The wind velocity is included by decomposing the change in velocity V for a given time step into com-
ponents in the ENU frame. The wind velocity at the vehicle’s current altitude, V,,, is then multiplied by
the correction factor 6, and the time step-size dt. It is then added to the vehicle’s East and North ve-
locity components, V;. It is added, not subtracted, because Groundspeed = Airspeed + Wind Speed.
The resulting updated velocity components V, are given in Equation 6.22 below. In this equation, the



52 6. Methodology of the In-flight Instantaneous Impact Point Prediction Model

subscripts E, N, U represent the directions in the ENU frame, subscript w represents the wind velocity
and subscripts 1 and 2 represent the vehicle velocity vectors before and after adding the wind velocity.

Vg2 cosy *siny Ve Vew
W2 | =] cosy=*cosy Wi |t Vww | *6w dt (6.22)
Vo2 siny Vo Vow

With this new velocity vector, the new changes in velocity, flight path angle and heading angle are cal-
culated using Equation 6.23. This way, both the downrange and cross-range components are included
without adding additional degrees of freedom or aerodynamic angles.

V= /V,ﬁz + Vi, + Vi,
y = atan2 (Vu,z. /VEZJ + V,\?J) (6.23)

x = atan2 (Vg 2, Vu2)

For each time step, this process is used to determine the change in vehicle state. As defined in Sec-
tion 3.5, the state is then propagated to the next time step using Euler integration. This is repeated
continuously, while the vehicle’s altitude is larger than zero. To match the pre-flight nominal trajectory
model definitions, the final vehicle state at which the altitude is larger than or equal to zero is taken as
the final IIP prediction.

6.4.2. Input State Vector

During a launch, the input state vector for each time step comes from the latest TRU state vector cal-
culations. The IIP prediction model is set up so that the TRU inputs, consisting of position and velocity
components in the TRU frame, can directly be implemented in real-time as new data is received. This
data is then converted from the TRU frame to the ENU frame, in order to determine the initial state
vector for the parameters used in the equations of motion to propagate the trajectory.

However, when setting up the model, an issue arises in the fact that neither the DART XL nor the TRU
have been flown before. Itis therefore not possible for the IIP prediction model to use input state vectors
based on actual flight data. For this reason, a temporary substitute input state vector is created during
the model development and testing phase, based on data taken from the pre-flight nominal trajectory
model in ASTOS. From the pre-flight model, the position and velocity parameters at the time of motor
burnout are exported to create the initial state vector for the IIP prediction model.

The exported parameters from ASTOS are not defined in the TRU frame, so creating the final
substitute input state vector requires some additional frame transformations and unit conversions. The
exported vehicle velocity components are defined in the ENU frame, in km/s. These are converted
to the TRU frame using the corresponding transformation matrix, as provided in Appendix D, which is
defined by a rotation about the z-axis with the launch azimuth angle. This is visualised in Figure 6.9.
The unit of the resulting velocity components is m/s.

Downrange and crossrange distances are not provided by the ASTOS software, only a total ground

distance from the launch site. Therefore, the downrange and crossrange distances are determined
from the projected latitude and longitude of the burnout point. The distances can then be determined
by decomposing the vector to this projected point along the TRU frame axes and determining the
individual lengths in m. As shown in Figure 6.9, the downrange distance is defined in the direction of
launch. It is therefore highly unlikely for the downrange distance to ever have a negative value. The
positive crossrange distance is defined in the direction of the TRU frame y-axis, which completes its
right-handed system. Lastly, the geometric altitude as exported by ASTOS is converted from km to m,
completing the position state vector components.
This results in the final substitute input state vector, consisting of position in m and velocity in m/s in
the TRU reference frame. From this state vector, the IIP prediction model can then extrapolate the
trajectory to the surface, as it would during a launch. This process can be repeated for subsequent
time steps in the pre-flight model after motor burnout, to simulate receiving updated TRU state vectors
throughout the ballistic flight phase.
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Figure 6.9: Representation of the positive directions of downrange distance, crossrange distance and altitude for the TRU
frame (grey) and the ENU frame (black). Both frames are right-handed.

6.5. Output Compilation

As the final step after an impact point has been predicted, this |IP prediction needs to be communicated
to the responsible RSO to advise their flight termination decisions. Making a flight termination decision
is a very time-critical process. It is therefore crucial to present the IIP prediction in a way that can be
unambiguously and quickly interpreted. In cooperation with T-Minus, three aspects were determined
that should at minimum be displayed to the RSO (requirement FTS-TR-07). All three aspects are
discussed here. Finally, the course of action for an end of signal from the TRU is considered.

6.5.1. Map Representation

The first aspect required to be presented to an RSO is 'a map representation of current and past im-
pact point predictions, relative to the allowable impact area boundaries’. In this case, the geobasemap
function in MATLAB was used to produce a map plot®. This automatically includes a geographic back-
ground, distance scalebar and a latitude and longitude grid. If desired, additional factors such as the
ground track of the most recent prediction can be visualised as well. Upon this map plot with reference
elements, the launch location and the launch range allowable impact area boundaries are plotted as
reference elements, along with the Monte Carlo 3-¢ impact probability area boundaries. After each
impact point prediction, the latest IIP prediction will be added to this figure. IIP predictions of previous
time steps will remain visible, albeit in a different colour and opacity than the most recent prediction, so
that trends can be observed.

A potential downside of this method is that producing geographic plots can increase the overall
computation time. If this proves to be a problem, there is the option to remove the geographic back-
ground to speed up this visualisation. In this case, the distance scalebar, latitude and longitude grid
and the reference elements would need to remain visible for interpretation purposes.

6.5.2. Numerical Value Output and Visual Indicator

The second required aspect is 'a numerical value output, representing the shortest ground distance
between the location of a predicted impact point and the allowable impact area boundaries’. As an
accompaniment, the third aspect requires the presence of ’'a visual indicator for the numerical value
output, to differentiate between impact points inside and outside of the allowable impact area bound-
aries’. Both of these will be printed in the MATLAB command window for each prediction.

The numerical value is determined by calculating the shortest ground distance between the impact
point coordinates and the coordinates of the closest point on the allowable impact area boundaries.
This is then printed in the command window in km with three decimals, effectively presenting the dis-
tance with an accuracy of m. If the IIP prediction lies inside the boundaries, the distance is presented
as a positive value. If the IIP prediction lies outside of the boundaries, the distance is presented as
a negative value. Furthermore, the word ’Inside’ or 'OUTSIDE’ is printed alongside the distance for
additional clarity.

6MathWorks (2018). geobasemap - Documentation. URL: https://nl.mathworks.com/help/matlab/ref/geobasemap.html (visited
on 06/06/2022).
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6.5.3. Loss of Signal Considerations

As a final consideration, it is discussed how to indicate an loss of signal from the TRU. This can have
two general causes: a (potentially temporary) loss of telemetry with the TRU or a vehicle position
beyond the line of sight. In either case, no new vehicle state vectors can be received at the ground
station. During a launch, the IIP prediction model continuously polls the file containing the TRU state
vector calculations for the latest state vector. Upon a loss of signal, this latest value does not change
until the signal is restored. Therefore, the IIP model is set to detect when two consecutive state vector
polls return the same vector. Upon detection of two equal state vectors, the IIP prediction process is
paused for 1 second. This is indicated to the RSO by printing the following sentence: 'Waiting for new
input data entries. IIP prediction is paused.’. After this second, the model will again poll to detect if
a new input state vector is available. If not, the model will continue the loop of pausing and polling
repeatedly. During this process, the preceding predictions will remain visible to the RSO. If a new
state vector is indeed available, the model will resume its prediction process with this new input. Since
the current version of the IIP prediction model does not take predictions from previous time-steps into
account, waiting for any duration of time has no influence on the predictions after this pause. As a final
consideration, this loss of signal check also becomes active in the unlikely case that the computation
of the IIP prediction is faster than the update rate of the TRU.



Results of the In-flight Instantaneous Impact
Point Prediction Model

In this chapter, the results of the in-flight IIP prediction model are presented. These results are divided
into four parts. First, the results of the environment model implementation are presented, along with
a comparison to the results of the pre-flight nominal trajectory model. Next, an evaluation is made of
the model accuracy and the model computation time based on the nominal IIP prediction. Next, the
execution of the output presentation is provided, in terms of both the visual and numerical outputs.
Finally, this chapter provides a quick overview of the results when testing the IIP prediction model for a
different launch site, for verification and validation purposes. Additional verification and validation steps
are discussed throughout the results, with a reference table to each aspect provided in Appendix C.

7.1. Environment Model Implementation and Comparison

During the development of the IIP prediction model, the previously selected environment model aspects
are implemented. This section presents the results of this implementation, relative to the correspond-
ing results for the pre-flight nominal trajectory model. The selected environment model aspects were
implemented according to the equations in Section 6.3. In this comparison, the nominal trajectory
model results are used as validated control points because they were determined using an established
trajectory simulation software. In this section, the wind model is discussed separately from the other
environment model aspects because its implementation is less straightforward. Finally, this section
presents the combined effects of implementing all selected environment model aspects and how this
compares to the results of the nominal trajectory model.

7.1.1. General Environment Model Implementation and Comparison

For each aspect, the impact point comparison is shown on a map plot. A 1 km accuracy radius is
depicted as a white circle around the control point of the selected aspect. Furthermore, the figures also
show the impact points using the baseline environment model as described in Table 4.1. These are
used to compare the difference in impact point before and after implementing an environment model
aspect. Since this baseline point is the same impact point in all figures, it is indicated with ’(B)’ for
reference. Figure 7.1 shows the results for each of the environment model aspects, except for wind.
The results of the pre-flight nominal trajectory model are shown as yellow circles and the results of the
in-flight IIP prediction model are shown as pink squares.

In Figure 7.1a, a slight deviation of 150 m is observed between the implementation results of the US76
atmosphere model. Upon analysis, the cause for this deviation has not been found. It is expected to
be caused by inherent differences in the model design between ASTOS and MATLAB, rather than an
inaccurate implementation of the atmosphere model. The trajectory models could not be tested without
implementation of the atmosphere model, so this hypothesis could not be tested further. Therefore, the
decision was made that this result is considered to verify the implementation of the atmospheric model
in the IIP prediction model. The observed deviation is expected to remain present in the other aspect
comparisons, since they all use the settings for this |IP prediction as a baseline.
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In Figure 7.1b, it can be observed that the implementation of an ellipsoidal Earth model in the
IIP prediction model yields very similar results to the nominal trajectory model. It does show that the
observed deviation between the two models seems to decrease when implementing the ellipsoidal
shape model. Again, it is unclear what causes this change as it is unclear what caused the deviation in
the first place. For this reason, it was decided that this result is considered to verify the implementation
of the shape model in the IIP prediction model.

In Figure 7.1c, it can be observed that the addition of the J, effect to the central gravity model in the
IIP prediction model yields seemingly identical results to the nominal trajectory model. Therefore, this
result is considered to verify the implementation of the gravitational model in the IIP prediction model.

In Figure 7.1d, it can be observed that the implementation of a constant Earth rotation rate in the
IIP prediction model yields seemingly identical results to the nominal trajectory model. Therefore, this
result is considered to verify the implementation of the rotational model in the IIP prediction model.
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Figure 7.1: Implementation of environment model aspects in the IIP prediction model, compared to its baseline IIP and the
nominal trajectory model results. Results with respect to the required 1 km accuracy radius.
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7.1.2. Local Wind Model Implementation and Scaling Factor

The implementation of the wind model is less straightforward than that of the other environment model
aspects because it requires the addition of a correction factor to represent the fact that the vehicle’s
rotational inertia is neglected in the 3-DoF IIP prediction model. This correction factor is initially set
to represent the relative atmospheric density with respect to sea level conditions. In this section, it
is evaluated whether this correction factor allows the IIP prediction model to sufficiently replicate the
effect of implementing the local wind profile from the ERA5 dataset. The effect of this local wind model
was previously presented in Figure 5.1e, where the same local wind profile was implemented into the
nominal trajectory model with its results considered verified.

The results for this initial correction factor are visualised in Figure 7.2a by the pink datapoint 'With
Wind'. This clearly shows that the initial correction factor is insufficient to produce a wind model that
approaches the nominal trajectory model results, represented by the yellow datapoints. It is not a
surprise that there is a discrepancy between the effect of wind in the pre-flight and in-flight model, as
the in-flight model considers the wind to have an instantaneous effect instead of accounting for the
delayed effect caused by the vehicle’s rotational inertia.

Updating the Wind Correction Factor

To better approach the verified and more realistic nominal trajectory model results, it was decided to
multiply the wind correction factor 6,, by an additional scaling factor. This updated correction factor was
determined iteratively by manually trying different scaling factors between 0 and 1, with intermediate
steps of 0.1. This is visualised in Figure 7.2b by the hollow black datapoints. From the IIP predic-
tions corresponding to these scaling factors, it was determined that the desired scaling factor should
lie between 0 and 0.1. In a second iterative process, it was determined that the desired additional
wind scaling factor is 0.06, leading to the updated correction factor presented in Equation 7.1. Imple-
menting this updated wind correction factor produces the pink datapoint labelled by 'Corrected Wind’
in Figures 7.2a and 7.2b.

p
S, = 0.06 — (7.1)
Po
Wind Model Comparison Wind Correction
71°33'N T T ‘ 71°33'N = ‘ i i
o ASTOS o ASTOS
2 MATLAB 2 MATLAB
8 No Wind (BO)I % lo Wind (Egl With Wind
With Wind '”
.é Ol Corre::nled Wind -*3 DO.CSrrecéed Wit
T —q0mmm | ® qonmin | B o |
—1 71°32'N —1 T1°32'N 2l og 5 With Wind
With Wind = o \E‘>-
1.0
500 m 500 m
0.5 mi 0.5 mi
10°42'E 10°44'E 10°46'E 10°48'E 10°42'E 10°44'E 10°46'E 10°48'E
Longitude Longitude

(a) Implementation of the updated correction factor in 'Corrected Wind’, (b) Determining the desired correction factor to match the results from
compared to the original correction factor in "With Wind’. the pre-flight nominal trajectory model.

Figure 7.2: Implementation of the updated wind scaling factor of 0.06 times the relative atmospheric density.

Verifying the Updated Wind Correction Factor

To ensure that this correction factor is not just valid for this specific wind profile, this updated correction
factor was tested for a different wind profile as additional verification. For this purpose, a fictitious wind
profile of constant magnitude was fabricated. This fabricated wind profile consists of winds at altitudes
between 0 and 45 km, where the Easterly and Northerly wind components were set a constant arbitrary
magnitude of +2 m/s.
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The results for this fabricated wind profile are shown in Figure 7.3. It was tested in both the nominal
trajectory model represented by the yellow datapoints as well as the IIP prediction model represented
by the pink datapoints. The pink datapoints labelled 'Constant Wind’ and 'Corrected Constant Wind’
respectively represent the |IPs before and after updating the scaling factor §,,. For this validation case,
the selected scaling factor of 0.06 again appears to produce an IIP closest to the expected value from
the nominal trajectory model IIP in yellow. Therefore, the updated wind correction factor presented in
Equation 7.1 is verified to sufficiently replicate the effects of wind on an IIP prediction. It is thus imple-
mented in all lIP predictions going forward.
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Wind’, compared to the original correction factor in 'Constant Wind'.

Figure 7.3: Implementation of the updated wind scaling factor for a fictitious constant wind magnitude of 2 m/s up to 45 km.

7.1.3. Combined Effects of the Environment Model Aspects

After determining that all individual environment model aspects have been implemented correctly, the
combined effects are evaluated. Again, the resulting IIP prediction for full environment model imple-
mentation is compared to the results of the nominal trajectory model.

Figure 7.4 shows the IIPs for full environment model implementation, as well as those for the baseline
environment model as a comparison. Again, the results are provided for both the initial and updated
wind correction factors. This figure shows that, after implementing the updated corrected wind model,
the predicted IIP for the full environment implementation lies very close to that of the nominal trajectory
model at a distance of approximately 40 m. This confirms that the updated wind scaling factor is still
valid when observing the combined effects of the full environment model. The observed deviation is
similar to that of the baseline model comparison, which was discussed earlier. The full implementation
of the environment model is therefore considered to be verified, meeting the accuracy requirements,
and will be used in all lIP predictions in the remainder of this report.

7.2. Accuracy of the IIP Prediction for a Nominal Input State Vector

The previous section showed that the nominal IIPs of the IIP prediction model and the ’'baseline + en-
vironment’ nominal trajectory model version met the accuracy requirements. However, this is not the
only factor that determines the accuracy of the IIP prediction model. In this section, the full trajectory is
observed to determine similarities and differences between the pre-flight nominal trajectory model ver-
sions and the IIP prediction model. The pre-flight nominal trajectory model results are used to estimate
the accuracy of the IIP prediction model, since no actual DART XL flight data is available. It therefore
serves as a comparison to the models created in an established software, as well as with more degrees
of freedom.
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Figure 7.4: Combined implementation of all selected environment model aspects, compared to the nominal trajectory model
results with respect to the required 1 km accuracy radius.

For all trajectory model versions, Figure 7.5 shows the ground track of each. This comparison was
already done for the three nominal trajectory model versions in Section 5.2. From the figure shown
here, in which the trajectory of the IIP prediction model was added, the ground tracks seem to closely
overlap each other. This shows confidence in the fact that the differences between the models is small.
Furthermore, this appears to verify that the IIP prediction model accurately replicates the results of the
nominal trajectory model versions. Figure 7.6 shows the horizontal distance versus altitude for all tra-
jectory model versions. Here, it can again be observed that the trajectory of the IIP prediction model is
very similar to those of the pre-flight nominal trajectory model versions.

In the highlighted boxes in both figures, a slight difference in the trajectories becomes apparent.
The trajectory of the IIP prediction model does seem to align the closest to the 'baseline + environment’
nominal trajectory model. This was to be expected, since this baseline model was used to verify the
implementation of the IIP prediction model.
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Figure 7.5: Latitude and longitude coordinate comparison for the pre-flight nominal trajectory model versions and the IIP

prediction model. The window shows a zoomed in view of the impact points of each model.
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Figure 7.6: Horizontal distance and altitude comparison for the pre-flight nominal trajectory model versions and the IIP
prediction model. The window shows a zoomed in view of the impact points of each model.

Figure 7.7 provides an overview of the IIPs with respect to each other. The ’baseline + environment’
datapoints were already confirmed to be very close at a distance of 40 m in Section 7.1.3. When provid-
ing the IIP prediction model with the initial state vector of the expanded nominal trajectory model, the
resulting IIP prediction lies further away from the expected coordinates. This difference between the
IIPs labelled by 'Expanded Model’ was calculated to be approximately 687 m. This shows that the IIP
prediction model is less accurate with respect to an expanded model of more degrees of freedom with
non-zero aerodynamic angles. However, it also shows that, despite this difference, the IIP accuracy
still falls within the required 1 km radius.
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Figure 7.7: 1IP prediction model results for an initial state vector of the baseline + environment and the expanded pre-flight
nominal trajectory models, for a step-size of dt = 0.01 s.

Overall, the figures presented in this section show that the results of the IIP prediction model are very
similar to those of the pre-flight nominal trajectory model results, and that its nominal IIP prediction
meets the accuracy requirements.
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7.3. Computation Time of the IIP Prediction for a Nominal Input
State Vector

After implementing and verifying the implementation of the environment model and equations of motion
for the nominal trajectory IIP prediction, the computation time of this model can be evaluated. All results
presented in this section are based on simulations performed on the same device'.

Figure 7.8 shows the computation time per run for a prediction from an initial state vector of the pre-
flight nominal trajectory mode. Here, each run represents an initial state vector starting from the initial
state vector at burnout, looping through each state vector until the final initial state vector immediately
preceding impact.
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Figure 7.8: Computation time per run for each initial state vector between burnout and impact, for a step-size of dt = 0.01 s.

In this figure, it can be observed that the computation time for an integration step-size of 0.01 s does
not meet the requirement of an update rate of 1 s or less. Adjustments to the model were made to
optimise for speed, for example trying a simplified version of the output map visualisation and storing
less variables in the memory. However, these adjustments did not manage to sufficiently decrease the
computation time per |IP prediction to consistently fall below 1 s. As shown, this only happens toward
the end of the simulation. Here, the initial state vector gets closer to impact and thus the remaining tra-
jectory to propagate this state vector over becomes smaller. As a result, it was decided to try changing
the integration step-size from 0.01 to 0.1 s.

Figure 7.9 shows the resulting computation time per run, evaluated for ten separate simulations.
Two are highlighted for visualisation purposes. In this figure, it can be observed that the new integration
step-size of 0.1 s does lead to a computation time that meets the requirement. In a few simulations,
a spike in computation time was observed that caused the computation time to temporarily rise above
the required 1 s. These spikes did not occur after a set number of initial state vectors, so it is not clear
what caused them. A potential cause is computer background processes causing a temporary delay
in the calculations.

These results lead to the conclusion that a change in integration step-size is required in order to meet
the computation time requirement. However, it should be taken into account that this change also
affects the model accuracy. Previously it was already determined that the development of the model
implemented the environment models and equations of motion correctly, so these factors are not re-
evaluated. To re-evaluate the model accuracy, the nominal |IPs for the baseline + environment and the
expanded model version initial state vector are predicted once more. For the new integration step-size
of 0.1 s, Figure 7.10 shows the resulting IIP predictions.

THP Pavilion - 15-cs3721nd, with an Intel Core i7-1065G7 CPU @ 1.30GHz, with 16 GB of RAM and an NVIDIA GeForce MX250
graphics card
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Figure 7.9: Computation time per run for each initial state vector between burnout and impact, for a step-size of dt = 0.1 s.
Compilation of ten prediction simulations, with highlighted simulations for visualisation purposes only.
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Figure 7.10: 1IP prediction model results for an initial state vector of the baseline + environment and the expanded pre-flight
nominal trajectory models, for a larger step-size of dt = 0.1 s.

Figure 7.10 shows a clear change in the location of the IIP predictions for both the baseline and ex-
panded version of the initial state vector, compared to the results for a step-size of 0.01 s in Figure 7.7.
However, the corresponding IIP predictions do continue to meet the accuracy requirement, as the IIP
predictions fall within their respective 1 km accuracy radius. The difference between the baseline +
environment model version IIPs was calculated to be approximately 541 m, whereas the difference
between the expanded model version |IPs was calculated to be approximately 230 m. Therefore, the
updated integration step-size of 0.1 s is accepted and implemented in the final IIP prediction model
version, because its predictions meet the computation time as well as the accuracy requirements.

7.4. Output Presentation

This section presents the IIP prediction model outputs, as they would be shown to an RSO. The outputs
were kept as minimal but complete as possible, to portray all necessary information in the most concise
way. The visual part of the outputs is presented first and the numerical aspects are presented thereafter.

7.4.1. Visual Output - Map Projection

To best show the location of the impact point prediction, a map plot is displayed. As a reference, this
map plot shows the allowable impact area boundaries and the location of the launch site. The IIP pre-
dictions are then added to this plot after each individual prediction.
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Figure 7.11 shows the map plot that the RSO would monitor during a launch, at the actual figure size.
After the first IIP prediction, based on the state vector immediately following motor burnout, the ballistic
impact probability area is depicted with this first IIP prediction at its center. This aims to show a meas-
ure of uncertainty for the trajectory that the vehicle is on at the start of the ballistic phase. Furthermore,
the most recent |IP prediction is displayed in blue, whereas previous predictions are visible in white to
allow the observation of possible trends. Due to computation time and memory constraints, only the
100 predictions immediately preceding the most recent prediction remain visible.
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Figure 7.11: Visual output representation, as displayed to an RSO. To be updated with the most recent IIP prediction in
real-time, with the previous 100 predictions visible for reference.

It was purposefully decided to have the map scaled to display the full allowable impact area, so the full
situation can be observed at once. This figure is especially helpful to determine potential trends, and
to easily observe the IIP prediction’s location relative to the boundaries.

7.4.2. Numerical Output - Distance to Allowable Impact Area Boundaries
For an IIP prediction that is close to the boundaries, the presented map plot does not provide a clear
unambiguous answer. In such a case, the provision of additional numerical information is essential.

The numerical outputs are presented in three parts, all of which are printed in the MATLAB command
window for the current iteration of the IIP prediction model. Figure 7.12 shows the numerical outputs
corresponding to the final three IIP predictions of Figure 7.11. The first line of the numerical output for
each time step provides the time since launch of the initial state vector used for that prediction. This
ensures that there is always a value that updates between predictions to show that the model is still
running, even if the distance to the allowable impact area boundary remains constant. The second line
of the numerical output for each time step provides the calculated shortest ground distance between
the current IIP prediction and the closest point on the allowable impact area boundaries. A positive or
negative sign is added as a visual indicator. Here, an |IP prediction inside the boundaries has a positive
sign and a prediction outside the boundaries has a negative sign. The third line of the numerical output
provides the word ’Inside’ or 'OUTSIDE’ for additional clarity on the IIP’s position with respect to the
allowable impact area boundaries.
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Lastly, when the IIP model detects two consecutive state vector polls returning the same vector, the
IIP prediction process is paused in 1 s intervals before polling again after each interval. This is indicated
in the command window by printing "Waiting for new input data entries. IIP prediction is paused’. If a
new input state vector is detected after pausing and waiting, the IIP prediction is resumed and printed
in the command window as before. During this process, the previous predictions remain visible for the
RSO to evaluate in the meantime.
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Figure 7.12: Numerical output presentation, as displayed to an RSO. Corresponding to the final three impact predictions of a
simulation, with a message stating that IIP prediction has been (temporarily) paused due to a lack of new input data entries.

7.5. Model Testing for a Different Launch Location

This section evaluates the IIP prediction model for an alternative launch site, to evaluate the applicab-
ility of the model. The selected alternative launch site is Whalers Way, South Australia, because this
was determined to provide the most contrast to the Andaya launch site in terms of coordinates and
launch angles.

The launch coordinates are set at (lat, lon) = (4y,Ag) = (—34.937611, 135.630045) deg for this launch
from the Southern hemisphere. The exact coordinates of the Whalers Way launch facilities are not
known, but this best estimate is considered sufficient for the current purpose. The launch angles are
arbitrarily set at (azimuth, elevation) = (x,,v,) = (180,60) deg, to again provide a meaningful con-
trast to the launch angles at Andgya by launching directly South. To provide an initial state vector, the
Whalers Way launch was first simulated using the pre-launch nominal trajectory model. This was done
for both the ’baseline + environment’ model version as well as the expanded full flight model version.

Apart from the initial state vector and launch conditions, the remainder of the IIP prediction model
is kept identical. This means that it also implements the same local wind profile that was determined
for the Andgya vicinity. The wind model implementation was already verified for a different input profile
in Figure 7.3, so it was not deemed necessary to perform an entirely new wind analysis for the Whalers
Way site. Furthermore, the updated integration step-size of 0.1 s was implemented to further verify that
this step-size yields results that meet the accuracy requirement.

Using the pre-flight nominal trajectory model initial state vectors, the accompanying nominal impact
points and IIP predictions are presented in Figure 7.13. This figure shows that, for both the baseline
and expanded model versions, the corresponding IIP predictions lie within the 1 km accuracy radius.
Therefore, the IIP prediction model is considered to be verified for operation at more than one specific
launch site.
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Figure 7.13: Impact point comparison for a launch from Whalers Way, South Australia, at an azimuth of 180 deg and an
elevation of 60 deg. Zoomed in view on the right, with respect to the required 1 km accuracy radius.






Sensitivity Analysis

After developing, validating and verifying the model, the final step is determining the robustness of the
model by performing a sensitivity analysis. This evaluates whether the results hold up when taking
into account parameter uncertainties and whether the same conclusions can be made. The sensitivity
analysis will focus on the in-flight IIP prediction model as the robustness of this model is most important
in informing a flight termination decision. The pre-flight nominal trajectory model is not considered
because this serves a more supportive role for the development of the in-flight IIP prediction model.

To perform the sensitivity analysis, the commonly used one-at-a-time (OAT) method is selected.
This chapter first describes this OAT approach, followed by the analysed parameters. Finally, it presents
the results of the sensitivity analysis as well as an evaluation of the robustness of the IIP prediction
model.

8.1. One-at-a-Time Approach

As the name implies, the one-at-a-time method varies one parameter at a time at different values,
while keeping all other parameters fixed. Whereas the Monte Carlo analysis focussed more on the
effects of different trajectories on the impact point, the sensitivity analysis aims to take a step back and
observe the effect of parameter uncertainties on these trajectories. The selected OAT method therefore
evaluates the individual effect of varying a single parameter instead of parameter interactions. Using
this method, each parameter of interest is varied over an interval of different values. This interval, as
provided in Equation 8.1, is based on the mean and standard deviation of each parameter (Johnson,
2017). This process is then repeated for each parameter of interest.

[u—30, u—20, u—1o, u, u+ 1o, u+ 20, u+ 30] (8.1)

Because this method only evaluates deviations in single parameters over an interval of few points, the
results are aimed at providing a general understanding of the influence of deviations in these paramet-
ers and the model robustness.

8.2. Parameters of Interest and their Standard Deviations

The parameters of interest to vary in the OAT analysis are divided into two categories. First, the TRU
input state vector is evaluated because it is the starting point of the trajectory prediction. Therefore, its
uncertainty is expected to be of great influence on the resulting impact point due to error propagation.
Furthermore, the Monte Carlo dispersion parameters of the ballistic model are evaluated to determine
which of these are implemented in the IIP prediction model, and which of the implemented parameters
are of interest for the sensitivity analysis. For each of the parameters presented in this section, only
the 1-¢ standard deviations is provided. The assumption is that it scales linearly, meaning that 2-¢ and
3-0 are the double and triple of 1-¢ respectively.
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8.2.1. Initial State Vector

The TRU input state vector consists of six parameters, consisting of the position and velocity vectors
in the three directions of the TRU frame. These are determined from accelerometer and gyroscope
measurements taken by the TRU during a launch. Here, high-range accelerometers are used during
the propelled flight phase, whereas high-accuracy accelerometers are used during the ballistic flight
phase (Olthof, 2020).

These sensors come with their own characteristics and sensitivities, as detailed by their respective
datasheets of which the relevant tables are provided in Appendix E. Some of the sensitivities stated
in these tables, such as temperature sensitivities and gyroscope offsets, are accounted for during the
pre-launch sensor calibrations and are therefore not relevant for this sensitivity analysis. Additionally,
the TRU implements a moving average filter to compensate for noise. Only the factors that are accoun-
ted for in the sensitivity analysis, as determined in consultation with T-Minus, are discussed below.

Table 3 of STMicroelectronics (2013), provided in Figure E.1, presents the sensitivities of the high-range
accelerometers used during the propelled flight phase. For the in-flight IIP prediction model, these
sensitivities are used to determine the uncertainty of the initial state vector as propagated throughout
the burn. The only sensitivity to account for during this propelled flight phase is the 'TyOff: Typical
zero-g level offset accuracy’. The provided sensitivity of +1 g is greatly reduced by the calibration
steps, with an approximate factor of 100, but it does not become negligible. The expected remaining
sensitivity is an offset of £10 mg, where g is the sea level gravitational acceleration. Given that it is an
acceleration offset factor, it propagates according to Equations 8.2 and 8.3.

AVFRU,i = Yoffset At (8.2)

ASrry;i = 1/2 Gofpset At? + AVrgy; At (8.3)

=3/2 Yoffset At?

Here, the subscript i represents the three directions of the TRU frame. For a propelled phase of 15 s,
this results in the expected 3-¢ uncertainties in the velocity and position of the initial state vector being
AVpgy; = 0.01-9.80665 - 15 ~ 1.4710 m/s and ASygy; = 3/2 - 0.01 - 9.80665 - 152 ~ 33.0974 m. The
1-0 uncertainties are therefore 0.4903 m/s and 11.0325 m.

Table 3 of STMicroelectronics (2017), provided in Figure E.2, presents the sensitivities of the high-
accuracy accelerometers used during the ballistic flight phase. For the in-flight IIP prediction model,
these sensitivities represent the uncertainty of the initial state vector measurement at the start of the
ballistic phase. The only sensitivity to account for during the propelled flight phase is the 'LA_TyOff:
Linear acceleration typical zero-g level offset accuracy’. The provided sensitivity of +40 mg is expected
to be reduced by an approximate factor of 10 during calibration, so the expected remaining sensitivity
is an offset of +4 mg, where g is the sea level gravitational acceleration. Again, this acceleration offset
factor propagates according to Equations 8.2 and 8.3. Because the sensitivity analysis evaluates the
first state vector of the ballistic phase, the LA_TyOff is only propagated and evaluated for the first time
step. The update rate of the TRU is 10 Hz, or 0.1 s. Therefore, the expected 3-¢ uncertainties in the
velocity and position of the initial ballistic state vector are Alpgy; = 0.004 - 9.80665 - 0.1 = 0.0039 m/s
and ASrgy; = 3/2-0.004 - 9.80665 - 0.12 =~ 0.0006 m. The 1-¢ uncertainties are therefore 0.0013 m/s
and 0.0002 m.

The sensitivity analysis will investigate how these errors in the state vector at the start of the ballistic
phase propagate along the trajectory to an error in the final IIP prediction. The total 1-o uncertainties
of the initial ballistic state vector are presented in Table 8.1. By adding the values of the propelled flight
phase to the initial error of the ballistic state vector, the totals were calculated to be 0.4916 m/s for the
velocity components and 11.0327 m for the position components. The corresponding mean velocity
and position values for each direction in the TRU frame are taken from the pre-flight nominal trajectory
full flight version. These are presented in Table 8.2 at the end of this section.
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Table 8.1: Individual components and total 1-o uncertainties of the initial ballistic state vector of the DART XL Dart payload
stage in the TRU frame.

Propelled Flight Ballistic Flight Initial | Combined Error of the
Cumulative Error | State Vector Error Initial State Vector
1-0 Velocity Error [m/s] 0.4903 0.0013 0.4916
1-0 Position Error [m] 11.0325 0.0002 11.0327

8.2.2. Selection from the Monte Carlo Dispersion Parameters

Alongside the TRU initial state vector, additional model parameters are selected from the Monte Carlo
dispersion parameters of the ballistic flight model version, which were previously presented in Table 4.3.
However, the in-flight IIP prediction model is based on a simplified baseline nominal trajectory model, in
which not all Monte Carlo parameters are implemented. Only those parameters that are implemented
in the IIP prediction model are considered for the sensitivity analysis. These are the atmospheric
density scaling, Northern and Eastern wind scaling, structural mass and ballistic drag coefficient scaling
of the Dart payload stage, as well as the launch azimuth. This section discussed each considered
parameter and evaluates whether to include them into the sensitivity analysis. The launch elevation
is not considered in this section because the IIP prediction model only takes into account the vehicle
orientation at burnout. The vehicle elevation and azimuth at the point of motor burnout are however
also not explicitly included, as these are calculated from the TRU input state vector. The mean and
standard deviations for all considered parameters are presented here in Table 8.2. These are based
on the values provided previously in Table 4.3.

Atmospheric Density Scaling

The atmospheric density used during the model development phase is based on the global US76 at-
mosphere model, meaning that it does not account for local and seasonal variations. Leading up to
a launch campaign, however, it is extremely common to perform atmospheric measurements using a
weather balloon. This would remove most of the uncertainties that remain between any location and
the global model. It is therefore decided not to include the atmospheric density scaling in the sensitivity
analysis, because most of the uncertainties can be taken into account by the aforementioned on-site
weather balloon measurements.

Wind Scaling

The wind vectors used during the model development phase are based on a local monthly average,
which does not account for daily variations or gusts. Similar to the atmospheric density, local winds
are commonly measured by weather balloon leading up to a launch campaign. However, this would
only remove some of the uncertainties. Due to the high variability in wind and its potentially large
influence on the vehicle, the Northern and Eastern wind scaling factors are included in the sensitivity
analysis. The profile that is varied is the same as was used throughout this report, based on the ERA5
database. For both the Northern and Eastern wind scaling factor, the mean and standard deviation
are 1 + 0.167. Within the IIP prediction model, the deviation of the wind scaling factor is implemented
simultaneously to the wind scaling factor itself. The scaling factor is implemented at each time step
during the equations of motion, where the estimated wind velocity components at the current altitude
are added to the vehicle velocity components.

Dart Structural Mass

The structural mass of the Dart payload stage used during the model development phase is based on
the average expected value of 14.0 kg. Therefore, this does not account for manufacturing and payload
variations, which can introduce uncertainties. During a launch campaign, however, the individual Dart
configuration that is used can be measured to determine its mass prior to launch. The value uncer-
tainty would therefore only be dependent on the uncertainty of the measuring equipment used. It is
therefore decided not to include the Dart structural mass in the sensitivity analysis, because most of
the uncertainties can be taken into account for an individual Dart prior to launch.
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Ballistic Dart Drag Coefficient Scaling

The drag coefficient of the Dart payload stage used during the model development phase is based on
data provided by T-Minus. This does not account for manufacturing and assembly variations, which
can introduce uncertainties. However, determining the precise drag coefficient of each individual Dart
is unrealistic. Due to its potentially large influence on the vehicle it is therefore decided to include
the ballistic Dart drag coefficient scaling in the sensitivity analysis. The scaling factor's mean and
standard deviation are 1 + 0.1. Within the IIP prediction model, the deviation of this scaling factor is
implemented simultaneously to the ballistic Dart drag coefficient scaling factor itself. The scaling factor
is implemented at each time step just before propagating the equations of motion, where the drag
coefficient is determined from a lookup table containing the drag coefficient versus Mach number.

Launch Azimuth

The launch azimuth determines the orientation of the TRU reference frame. Even though it is not
technically part of the ballistic phase, it can therefore still have a potentially large influence on the
predicted impact point calculation. It is therefore decided to include it in the sensitivity analysis. From
Table 4.2, its mean and standard deviation are 324.1 +1.0 deg. Itis important to note here that this only
considers the orientation of the TRU frame itself, since the actual azimuth of the vehicle orientation is
determined from the TRU measurements. Within the IIP prediction model, the deviation of the launch
azimuth is implemented only during the initialisation of the IIP prediction model. This is where the
orientation of the TRU frame is determined, which is then referenced throughout all IIP predictions.

8.2.3. Sensitivity Analysis Parameter Overview

For convenience, the table below provides an overview of all the parameters selected for the OAT
sensitivity analysis. For each parameter, the mean and 1-¢ standard deviation values are provided.
Furthermore, each parameter is assigned a parameter index, which is referenced in the figures presen-
ted in the results section.

Table 8.2: Selected parameters for the one-at-a-time sensitivity analysis of the in-flight IIP prediction model.

Parameter Index | Symbol | Unit | Mean y Std o
TRU Input State Vector
Velocity (Downrange) 1| Vrrux m/s 846.7019 | 0.4916
Velocity (Crossrange) 2 | Vrruy m/s -1.2338 | 0.4916
Velocity (Vertical) 3 | Vrruz m/s 1852.3144 | 0.4916
Position (Downrange) 4 | Srrux m 7022.5079 | 11.0327
Position (Crossrange) 5 | Srruy m 19.4980 | 11.0327
Position (Vertical) 6 | Srruz m 15648.4378 | 11.0327
Environment
Wind Scaling (Easterly) Viv.E - 1.0 0.167
Wind Scaling (Northerly) 8 | Vyn - 1.0 0.167
Aerodynamics
Ballistic Dart Drag Coefficient Scaling 9 | ACpg - 1.0 0.1
Launch
Launch Azimuth 10 | xo deg 324.1 1.0

8.3. Results

In this section, the results of the sensitivity analysis are provided. The results are presented to show
the relative difference in downrange and crossrange distance with respect to the nominal IIP, when
implementing a +10, +20 or 3¢ uncertainty for each individual parameter.
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In Figures 8.1 and 8.2, a blue indicator represents the difference cause by implementing a positive
uncertainty (+10,+20 or +30). A red indicator represents the difference cause by implementing a
negative uncertainty (—1o0, —20 or —30). Figure 8.1 represents the difference in downrange distance,
whereas Figure 8.2 represents the difference in crossrange distance. The 1 km accuracy radius is
indicated by the dashed horizontal lines.

For the sensitivity of the downrange distance, it can be observed that only the Dart drag coeffi-
cient, exceeds the accuracy limits. For the other parameters, the downrange velocity has the largest
influence, followed by the vertical velocity and the vertical position respectively. All other parameters
cause a non-observable downrange difference of less than 50 m for the +3¢ values.

For the sensitivity of the crossrange distance, it can be observed that none of the parameters
exceed the accuracy limits. However, it can be observed that the launch azimuth has the largest influ-
ence on the crossrange difference, followed by the crossrange velocity, the Dart drag coefficient and
the Easterly wind scaling factor. All other parameters cause a non-observable crossrange difference
of less than 30 m for the +3¢ values.
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Figure 8.1: The effect of parameter uncertainties on the downrange distance, with respect to the nominal IIP.
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Figure 8.2: The effect of parameter uncertainties on the crossrange distance, with respect to the nominal IIP.

Overall, the linear scaling of the standard deviations can be observed to produce a linear scaling of the
difference in IIP position. For example, the downrange difference caused by the Dart drag coefficient
(index 9) can be seen to double and triple between the +10 results and the +2¢ and +30 results re-
spectively. Furthermore, the presented results show that the Dart drag coefficient is the only parameter
expected to have an uncertainty large enough to exceed the accuracy requirements. The model can
therefore be considered to be relatively robust with respect to parameter uncertainties. This comes
with the added sidenote that the Dart drag coefficient is a very important parameter for T-Minus to in-
vestigate further, to potentially decrease its expected uncertainty.






Conclusions & Recommendations

The objective of this thesis was “to predict the instantaneous impact point of a sounding rocket’s ballistic
payload stage in (near) real-time, by creating a flight termination algorithm that predicts this impact point
considering impact probability area boundaries and accuracy requirements, in order to increase launch
safety.” The evaluated sounding rocket is the DART XL by T-Minus Engineering B.V., consisting of a
propelled booster stage containing a solid rocket motor and a Dart payload stage. In order to meet
this objective, two separate models were created. The first was a pre-flight nominal trajectory model
aimed at evaluating the nominal trajectory and thereby producing inputs and verification tools for the
second model. The second model, the in-flight instantaneous impact point (IIP) prediction model was
the main focus of the thesis work. This model is intended to run during a DART XL launch to predict
the ballistic trajectory and IIP of the Dart stage in the post-separation phase. As part of the custom
flight termination system T-Minus is developing, this algorithm will continuously update and display its
IIP predictions to a range safety officer (RSO) as a flight termination advice. This chapter will present
the conclusions gained from developing and evaluating these models, in general and with respect
to the research questions. Furthermore, recommendations for future work are provided to aid in the
expansion and improvement of the current iteration of the developed models.

9.1. Conclusions and Evaluation of the Research Questions

This section evaluates the conclusions of the thesis work in a general context and with respect to the re-
search questions. As an additional stakeholder, the requirements set by T-Minus are also considered.
Most requirements aimed to provide a framework within which to develop the pre-flight and in-flight
models. All such requirements were met, because they were integral in defining the boundaries within
which the models were developed in the first place. The remaining requirements to consider in the
model development pertained to the accuracy and computation time of the IIP prediction model.

An important element of developing both models was selecting the environment model aspects, with re-
spect to the required 1 km accuracy radius. The final environment model selection consists of a US76
atmospheric model, a central gravity model with the addition of the J, effect, the inclusion of a local
wind model and a rotating, ellipsoidal Earth model. This environment model definition was used for
both the pre-flight and the in-flight models. Compared to the environment model aspects, the model’s
number of degrees of freedom was determined to have a less notable influence on the trajectory and
IIP prediction. Here, a 3-degrees of freedom (3-DoF) model was found to predict impact points close
to those predicted using a model of more degrees of freedom. The only complication posed by devel-
oping the IIP prediction model as a 3-DoF model, was that the local wind model required a correction
factor because this excluded the influence of the vehicle’s rotational inertia causing a delay in the ef-
fects of wind. In general, it can therefore be concluded that the same overall model definitions can be
used for both the pre-flight and the in-flight models, with the slight exception of the local wind correction
factor. Additionally, it was concluded that the number of degrees of freedom does not have to be equal.

The IIP prediction model was thus developed as a 3-DoF model, implementing the selected envir-
onment model aspects. To determine whether the resulting model meets the 1 s computation time
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requirement, initially the IIP prediction model was evaluated using a step-size of 0.01 s. However, this
did not meet the computation time requirement, and modifications to the model such as simplifying the
map output did not have a large enough effect on the overall computation time using this step-size.
Therefore, it was decided to change the integration step-size to 0.1 s and re-evaluate the accuracy and
computation time of the resulting model. With the updated step-size of 0.1 s, the model computation
time was consistently smaller than 1 s with the exception of a few unidentified spikes.

To determine whether this IIP prediciton model also meets the 1 km accuracy requirement, the
nominal IIP results of the pre-flight nominal trajectory model were used as a means of verification for
the results of the IIP prediction model. By comparison, it was concluded that the accuracy requirement
was met for both the initial integration step-size of 0.01 s and the updated step-size of 0.1 s. For a
step-size of 0.01 s the distance to the verification IIP was less than 700 m and for a step-size of 0.1
the distance to the verification IIP was less than 600 m. The updated step-size of 0.1 s was therefore
used in the final IIP prediction model.

Additionally, the expected nominal impact point distribution was determined by performing Monte Carlo
simulations using the pre-flight nominal trajectory model. The input parameters to vary were determ-
ined for two trajectories: the full flight from launch to impact and only the ballistic flight from burnout
to impact. All parameters to include or exclude were carefully considered and discussed in consulta-
tion with T-Minus, with a focus on non-design parameters. From the resulting IIP distribution and 3-a
impact probability area, it was concluded that the expected uncertainty of an IIP propagated from the
beginning of the ballistic phase was much smaller than that of an IIP propagated from lift-off. This result
is in line with expectations, since the ballistic trajectory simulations exclude errors occurring during the
propelled flight and the remaining errors have less time to propagate before impact. Furthermore, the
uncertainty in the downrange direction was found to be larger than the uncertainty in the crossrange
direction, which was to be expected due to the larger influence of errors in the direction of flight.

The influence of individual parameters or combinations of several parameters within the Monte
Carlo IIP dispersion was not evaluated. The effect of varying individual parameters using a One-at-a-
Time approach was investigated in a sensitivity analysis. Out of the ten investigated parameters, only
the drag coefficient of the ballistic Dart payload stage was found to have an influence that exceeds the
1 km accuracy radius.

Finally, the IIP prediction is continuously updated and displayed to an RSO during a launch, to allow
them to monitor the vehicle’s expected IIP in near real-time. This is achieved by the development of a
map plot to visually show the location of the IIP prediction relative to the launch site’s allowable impact
area boundaries, a numerical value output representing the shortest ground distance between the pre-
diction and these boundaries, as well as a visual indicator accompanying the numerical value output
to quickly identify whether the prediction lies inside or outside of these boundaries.

In conclusion, the development of the pre-flight nominal trajectory model and the in-flight 1P prediction
model has successfully produced results that answer all research questions and meet all research
objectives. Furthermore, all requirements set by T-Minus are met when considering a nominal IIP
prediction. It should be noted that uncertainties remain in this nominal prediction larger than the desired
1 km accuracy radius, represented by for example the ballistic impact probability area and Dart drag
coefficient. However, it is unlikely that the uncertainty of the nominal IIP prediction can be decreased
below a radius of 1 km due to the inherent unpredictability of launch conditions. Overall, it is therefore
concluded that the thesis work is considered to have successfully developed a model for the near
real-time instantaneous impact point prediction of the DART XL sounding rocket’s Dart payload stage.

9.2. Recommendations for Future Work

The current research and the resulting model development was aimed at providing a first iteration of an
instantaneous impact point prediction model, custom-built for the flight termination system of the DART
XL. The focus was mostly on selecting model definitions that would allow this first iteration to answer
the research questions and meet the requirements, to provide an RSO with the minimal required data to
serve as a flight termination advice. Therefore, many model aspects and additions remain unexplored
that could guide future potential research areas. These aspects are discussed in this section.
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Investigate individual parameters influences on the IIP dispersion

To gain insight into parameter influences on the vehicle’s expected impact point, it is recommended
to investigate which parameters or combinations of several parameters have the largest influence on
the IIP dispersions resulting from the Monte Carlo simulations. This knowledge will aid T-Minus in
evaluating which parameters to focus on during the vehicle development stage, to further decrease the
expected uncertainty of the nominal IIP and the subsequent impact probability area.

Reduce uncertainty of the Dart drag coefficient

As determined in the sensitivity analysis, uncertainties of the drag coefficient of the ballistic Dart payload
stage have a large influence on the predicted IIP location, much larger than any other investigated
parameter. Gaining more detailed knowledge of this coefficient is therefore key to decrease its expected
uncertainty and thereby increase the accuracy of IIP predictions during a launch.

Investigate implementing a variable step-size integrator

The current iteration of the in-flight IIP prediction model uses an Euler integrator with a fixed step-size
of 0.1 s. Smaller step-sizes did not meet the computation time requirements. As an alternative, it is
recommended to investigate the effects of implementing a variable step-size integrator such as the
Runge-Kutta4(5) or the Dormand-Prince 4/5 used in the pre-flight model. This allows for a potential
decrease in the computation time, while simultaneously being able to implement a smaller minimal step
size and continuing to meet the accuracy requirements.

Adapt model to integrate with TRU input data

Currently, the IIP prediction model uses a substitute input initial state vector taken from the nominal tra-
jectory model, because no actual TRU flight data is currently available. Once TRU flight data does exist,
it is therefore recommended to adapt the model to implement this data and remove any subsequent
conversions that were required to implement the substitute input vector. Only after this integration with
the TRU can the IIP prediction model be implemented during a launch.

Implement additional aerodynamic data into the pre-flight nominal trajectory model

To increase the accuracy of the pre-flight nominal trajectory model, it is recommended to implement
additional aerodynamic data such as the lift coefficient and aerodynamic moments into this model. For
this first iteration, this data was not available. However, including this data into the pre-flight model can
potentially influence the validity of the in-flight IIP prediction model definitions, because this uses the
pre-flight model results as a verification tool.

Investigate how to display previous IIP predictions on the map plot

Currently, the map plot displayed to the RSO shows not only the most recent IIP prediction, but also
the preceding 100 predictions. These provide the RSO with a reference point and a means to observe
potential trends. However, this means that any predictions further back in time than the preceding 100
are no longer displayed. It is therefore recommended to investigate other ways of displaying preceding
IIP predictions. A suggestion is to display past IIP prediction at 5 second intervals following lift-off to
provide a more general overview.

Test the in-flight IIP prediction model on different devices

The IIP prediction model was developed and tested on a single device. Any computation time consid-
erations are therefore also based on the performance of this device. It is therefore recommended to
perform additional model and computation time evaluations on different devices, preferably including
the device that will act as a ground station for the RSO during launch.






Additional Model Inputs

This appendix presents additional model inputs for the DART XL trajectory model. It is therefore sup-
plementary to Chapter 3. The inputs presented are mostly in figure form, providing a variable profile
for a parameter. Furthermore, this appendix also details how the sea level thrust measurements were
converted to vacuum thrust data.

A.1. Sea Level Thrust Measurements

The sea level thrust is based on static test data for the DART XL SRM. In particular, the data used was
of the static test performed on November 30th 2020 at ASK 't Harde. The thrust that was measured
during this test, for an initial propellant mass of 99.82 kg, is provided in Figure A.1. Shown in this figure
is the calibrated and post-processed thrust data. From this, the specific impulse was calculated to be
Ispseq = 241.61 s, using Equation A.1 from Sutton and Biblarz (2010).

Isp = ——— (A.1)
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Figure A.1: Sea level thrust, measured from a DART XL SRM static test.
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A.2. Vacuum Thrust Conversion

As stated in Section 3.3.2, in order to create a trajectory model in ASTOS, the vacuum thrust and va-
cuum Isp,,. Nneed to be used as an input. The only available data for the thrust profile of the DART XL
SRM stems from sea level static tests. Therefore, this section details how the sea level thrust curve
and Ispg.,, as presented in the previous section, were converted to vacuum data. All equations used
in this section are taken from Chapter 2 and 3 of Sutton and Biblarz (2010). It is important to note here
that these equations assume an ideal gas, and therefore provide only a best estimate of the vacuum
conditions.

Before going into the equations that were used for the thrust conversion, a few additional parameters
and indices are defined that are used throughout this appendix. The indices used represent different
parts of the nozzle, as shown in Figure A.2 for a nozzle of arbitrary dimensions. The additional paramet-
ers and their values are listed in Table A.1, with parameters that are yet to be calculated listed as 'TBD’.

Ambient
index a

Chamber
index ¢

Exit Throat
index e index t

Figure A.2: Nozzle geometry for a nozzle of arbitrary dimensions.

Table A.1: Descriptions and values of variables used for the thrust conversion.

Symbol | Description Unit | Value

Cr sea Thrust coefficient at sea level | - TBD
Crpac Thrust coefficient in vacuum - TBD

D, Nozzle exit diameter mm | 140

Dy Nozzle throat diameter mm | 55

€ Nozzle area ratio - 6.48

Fiea Sea level thrust N Measured
Foac Vacuum thrust N TBD

k Specific heat ratio - 1.2

Py sea Ambient pressure at sea level | Pa 101325
Pavac Ambient pressure in vacuum Pa 0

P. Chamber pressure Pa Measured
P, Exit pressure Pa TBD

All sea level parameters are based on the static test data. Furthermore, k = 1.2 is an estimate of a
constant specific heat ratio that is based on the theoretical specific heat ratios at various locations in
the nozzle, as provided by T-Minus.



A.2. Vacuum Thrust Conversion 79

The first step of the thrust conversion is to calculate the exit pressure P,. It can be determined using
Equation A.2, where the exit pressure is the only unknown given the chamber pressure that was meas-
ured during the static test. Considering the fact that the chamber pressure is measured as a function
of time, the accompanying exit pressure is calculated for every time step to determine the exit pressure

as a function of time.
A (kAT pAYE ke (" (e=1)/k s
A, 2 P, k—1 P. (A.2)

where the ratio between the nozzle exit area and throat area is defined as

A, w02 Do\
A T 27 (D_t)

The resulting pressure ratio is a constant factor of P, /P, ~ 44.64 with an area ratio of ¢ ~ 6.48. For veri-
fication, it is determined that this value matches the the expected value from literature using Figure A.3.
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Figure A.3: Area and velocity ratios as a function of pressure ratio for the diverging section of a supersonic nozzle, with added
indicators for the DART XL nozzle in red.
[Source: Figure 3-4 from Sutton and Biblarz, 2010]

After calculating and verifying the exit pressure, the sea level and vacuum thrust coefficients can be
calculated using Equation A.4. Here, the only factor that differentiates Cr 5o, from Cr ,,4. is the ambient
pressure P,. The thrust coefficients calculated with this equation are provided in Figure A.4.

. k2 [ 9 \KFD/GE-D (" (k=1)/k PR "y
Folk—1\k+1 P. P A (A4)
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Thrust Coefficient Comparison
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Figure A.4: Calculated thrust coefficients at sea level and in vacuum as a function of burn time.

Again these parameters were verified using literature data from Sutton and Biblarz (2010). The va-
cuum coefficient Cr 4. is calculated to be constant at 1.68. This is verified when looking at Figure A.5,
given that the pressure ratio P./P, goes to infinity in vacuum and ¢ = 6.48. The sea level coefficient
Crseq lies between 1.5-1.6 for the majority of the burn. This is verified when looking at Figure A.6,
given that the pressure ratio is P./P, =44.64, k = 1.2 and € = 6.48. It is noted that this figure represents
optimum expansion conditions, which are not reached during the burn. Rather, the motor is slightly
under-expanded at sea level. The purpose of this verification is thus to determine the general credib-
ility of the estimate. Near the end of the burn a sudden drop in Cr 5., is observed. This regime clearly
shows the limitations of describing a motor test at sea level using equations considering an ideal gas.
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Figure A.5: Thrust coefficient Cr versus nozzle area ratio for k = 1.20, with added indicators for the DART XL nozzle in red.
[Source: Figure 3-7 from Sutton and Biblarz, 2010]

Finally, after determining the thrust coefficients, the vacuum thrust can be calculated using Equation A.6
as derived from Equation A.5. The vacuum specific impulse is then calculated with Equation A.1.

F = CpA.P. (A.5)

C
Fyac = K frac (A.6)

sea
CF,sea
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Figure A.6: Thrust coefficient Cr as a function of pressure ratio, nozzle area ratio, and specific heat ratio for optimum
expansion conditions (P, = P,), with added indicators for the DART XL nozzle in red.
[Source: Figure 3-6 from Sutton and Biblarz, 2010]

The resulting vacuum thrust profile is shown in Figure A.7. This shows that during the final second
of the burn, the calculated vacuum thrust experiences a sudden increase. This is not considered to
be realistic behaviour, but rather an effect of the equations not being valid in this final regime of the
burn, as previously mentioned. Therefore, a correction is applied to this final section of the burn.
This correction factor was determined by looking at the difference between the vacuum and sea level
thrust, as shown in Figure A.8. Here, the burn until t=1 s is not included to exclude ignition fluctuations.
Additionally, the burn after 13 s is not considered as this is the regime that needs correcting. By applying
a linear fit through the difference, the conversion factor for the final seconds of the burn becomes
Foac = Fseq + fit. This results in the dashed line shown in Figure A.7, representing the vacuum thrust
that is used to perform the trajectory simulations. After implementing this correction, the corresponding
vacuum specific impulse is calculated to be Isp,,. = 264.82 s.
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Figure A.7: Thrust conversion from sea level to vacuum as a function of burn time, where the dashed line represents the
corrected vacuum thrust used in the trajectory simulations.
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Figure A.8: Linear fit of the difference between the vacuum and sea level thrust as a function of burn time, to determine the
correction factor.

A.3. Center of Pressure

This section presents the curve for the center of pressure with respect to Mach number for the DART XL,
as determined by T-Minus Engineering. It is important to note here that this curve represents the center
of pressure X p with respect to the nozzle end of the vehicle’s booster.

Center of Pressure of the DART XL
2500 : T :
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1000 -

Center of Pressure Xcp [-]

0 2 4 6 8
Mach Number [-]

Figure A.9: Center of pressure versus Mach number of the DART XL.

A.4. Drag Coefficient

In this section, the drag coefficient data for the DART XL is presented, as determined by T-Minus En-
gineering. The drag coefficient C,, is presented in three different curves, with respect to Mach number.
For the full configuration of the DART XL, meaning booster and Dart, the drag coefficient curve is
given for the propelled version of this configuration as well as the unpropelled version. Lastly, the drag
coefficient curve for the Dart stage by itself is provided.
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Figure A.10: Drag coefficient versus Mach number of the Figure A.11: Drag coefficient versus Mach number of the
powered DART XL. unpowered DART XL.
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Figure A.12: Drag coefficient versus Mach number of the
DART XL Dart payload stage.






Analysis of the Full Flight Model

The results presented in Sections 5.3 and 5.4 mainly discussed the results for the ballistic flight model
version. Therefore, this appendix presents the results of the Monte Carlo analysis results for the ex-
panded full flight model version, of which the 3-a impact probability area was briefly discussed in Sec-
tion 5.4. Furthermore, it presents evidence supporting the validity of the assumption of a zero roll rate
during the ballistic flight phase, using the results of the full flight model version.

B.1. Monte Carlo Impact Point Distribution for the Full Flight

The analysis of the full flight Monte Carlo results was performed similar to the method presented for
the Monte Carlo results of the ballistic model version. This section first presents the spread of the IIP
dispersion relative to the nominal impact point, which resulted from the Monte Carlo simulations. Fur-
thermore, a convergence analysis is done along with an evaluation of the impact point distribution.

Figure B.1 shows the results of the Monte Carlo impact point dispersion, for 25000 individual runs rep-
resenting uncertainties during the entirety of the flight. Here, a large spread of the impact points can
be observed. This indicates that the effect of varying the dispersion parameters is high. Compared to
the spread for the ballistic phase, this spread is expectedly much larger as more parameters are varied
and each parameter can propagate over a longer time. Additionally, it can be seen that the spread
is higher in the downrange direction than in the crossrange direction, but that the elliptical shape is
much less eccentric than that of the ballistic phase. It does, however, show the expected elongation
in the downrange direction caused by the fact that uncertainties are generally larger in the downrange
direction than the crossrange direction. Again, it was not investigated which parameters caused the
largest spread, as acquiring data for individual parameters would require a lot of additional work that is
not directly relevant to the model moving forward and is therefore out of the scope of this project.

The impact point data forms a bivariate normal distribution with latitude and longitude as the vari-
ables, which is visualised in Figure B.2 along with a normal distribution fit of each. This figure shows
that both the latitude and the longitude are indeed normally distributed, which is to be expected given
that almost all the input dispersion parameters are normally distributed. These distributions do skew
towards lower latitudes and higher longitudes, which would indicate that there are more potential scen-
arios that negatively impact the trajectory by resulting in a below average impact distance.

The final step in presenting the Monte Carlo impact point distribution is evaluating the convergence
and confidence interval of the data. Figure B.3 shows the convergence and 3-g confidence interval for
the latitude and longitude individually. The impact points presented above are indicated in this figure
as ’1st Batch’, of which the moving average is visualised by the thick, solid black line. The red lines
represent the confidence interval boundaries, calculated from this first batch. As observed, after about
1000 runs this moving average appears to converge. However, the confidence interval is still narrowing
at this point. When taking into account all 25000 samples, the size of the confidence interval indicates
certain convergence. It is important to note that there is a slight offset between the values the model
converges to and the nominal latitude and longitude values, indicated by the dashed black lines. This
difference shows that the mean IIP of the Monte Carlo simulation has a lower latitude and a higher

85



86 B. Analysis of the Full Flight Model
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Figure B.1: Impact point distribution relative to the Andgya allowable impact area, for a Monte Carlo simulation of 25000 runs
during the ballistic flight phase.
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Figure B.2: Histogram and normal distribution fit of the impact point latitudes and longitudes for a Monte Carlo of the full flight.

longitude than the nominal IIP. This can again be attributed to the fact that the nominal case was based
on inputs for an expected minimal energy trajectory. Therefore, it is more likely for any deviation from
this nominal case to produce a less optimal trajectory that lands closer to the launch site.

Taking these results into account, the second batch was limited to 10000 runs as this was con-
sidered sufficient for convergence. The moving averages of this second batch are depicted by the thin,
solid black lines in Figure B.3 indicated as '2nd Batch’. These are not taken into account for the confid-
ence interval. It can be observed that this second batch converges to the same values as the first run,
therefore also converging to coordinates slightly below the nominal values. This also means that the
second batch has a sufficient number of runs to fall within the established confidence interval. The res-
ults of the Monte Carlo simulations are therefore considered to be verified. The 3-c impact probability
area subsequently calculated for this IIP distribution was previously presented in Section 5.4.
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Figure B.3: Convergence and confidence analysis of the impact point latitudes and longitudes.

B.2. Evaluation of the Zero Roll Rate Assumption

Throughout this report, the assumption is made to model the trajectory of the Dart at a roll rate of zero.
This section evaluates the validity of this assumption.

The assumption is tested by observing the impact point distribution of the full flight Monte Carlo sim-
ulations using ASTOS, both with and without a roll rate for the Dart payload stage. All other model
parameters are unchanged. As previously established, the purpose of the spin motors is to induce a
roll rate of the full vehicle during the propelled phase to provide the necessary stability during early
launch phases. This roll rate can then either be sustained throughout the ballistic phase, or stabilized
at the start of this ballistic phase. In reality, the vehicle’s behaviour is expected to fall in the middle, sta-
bilizing somewhere during the ballistic phase. This situation is not tested, as it is considered sufficient
to only test the two extreme cases of a fully sustained roll rate or immediate stabilization. Neither case
considers the added influence of the Magnus effect, which causes a slight deviation of the trajectory
due to unequal pressures on opposite sides of a rotating body (Hooke, 2015).

Figure B.4 shows the Monte Carlo impact point distribution for the two presented cases. The impact
point distribution for a Dart with zero roll rate is depicted in blue, which are the same 25000 points
presented in the analysis and Figure B.1 above. The red distribution represents the impact points for
a sustained roll rate throughout the ballistic phase, with its accompanying 3-¢ impact probability area
as the red ellipse. The computation time of this simulation was much higher, so only 1000 runs were
performed before ASTOS ran out of the available internal memory for a single simulation. From this
figure, it can be observed that both sets of impact points overlap, with a very similar impact probability
area. However, since the Monte Carlo for a sustained roll rate only consists of 1000 runs, additional
information is needed. Therefore, Figure B.5 provides a convergence and confidence analysis of these
results. Here, it can be observed that at 1000 runs, full convergence has not yet been achieved. How-
ever, due to the aforementioned computation time and memory issues, it was very difficult to achieve
a simulation of more runs. The confidence intervals for both the latitude and longitude do appear to be
narrowing significantly, indicating the approach of convergence. At this rate, the expected converged
values again seem to be a slightly lower than nominal latitude and a slightly higher than nominal lon-
gitude. This matches the results found for the zero roll rate Monte Carlo simulation.

Overall, due to the observed similarity in behaviour and the great decrease in model complexity and
computation time, it is decided to accept the assumption of a zero roll rate of the Dart during the ballistic
phase. This was to be expected, because the roll rate induced by the spin motors mainly acts as a
countermeasure against destabilising factors such as fin, thrust and assembly misalignments. Such
misalignment factors are not considered in the current iteration of the trajectory model, thus it is not
required to include the roll rate in the model for compensation.
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Figure B.4: Evaluating the validity of the assumption of a zero roll rate during the ballistic flight phase.

Convergence of Latitude Convergence of Longitude

13
7227} n 1 e
- ---Nominal Latitude 12.5 | —---Nominal Longitude
= 2 —— 30 Confidence Interval| | @ —— 3¢ Confidence Interval
5718 A 2 42| .
3 | § \‘\ VAN
2716 5115 W\m
3 8 e
- 714 _ ~
o § Moo T M N T 3
= " \ /o /J"W’
71 1051 A 1
70.8 : : 10 ; :
1 10 100 10C 1 10 100 10C
Number of samples Number of samples

Figure B.5: Convergence and confidence analysis of the impact point latitudes and longitudes, for a simulation with a sustained
roll rate throughout the ballistic phase.



Verification & Validation

A key factor in developing a model is to ensure verification and validation of the obtained results. Here,
validation is aimed at determining whether the right thing was developed, whereas verification is aimed
at determining whether it was developed right. Different aspects of both the pre-flight and in-flight
models were discussed throughout this report. Therefore, the table below provides an overview of
where to find these verification and validation results.

Table C.1: Verification and validation reference table.

Verification and Validation data Location

Monte Carlo convergence

Ballistic flight Section 5.3
Full flight Appendix B
In-flight model environment model aspects
Atmospheric model Section 7.1
Gravitational model Section 7.1
Rotational model Section 7.1
Shape model Section 7.1
Wind model and correction factor Section 7.1

Vacuum thrust conversion

Pressure ratio Appendix A

Thrust coefficient Appendix A
Trajectory

Pre-flight model versions Section 5.2

In-flight 1IP prediction Section 7.2

Launch from a different location Section 7.5

Ballistic phase with zero roll rate Appendix B
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Transformation Matrices between Reference
Frames

This appendix provides several transformation matrices between the reference frames that were dis-
cussed in Section 6.1. Reversing the direction of any given transformation matrix, so to go from frame
‘B’ to A’ instead of from A’ to 'B’, is possible by transposing the transformation matrix. The table below
gives an overview of the different variables and superscripts that are used throughout this appendix.

Table D.1: Descriptions of variables and frame superscripts used in the frame transformations.

Symbol Description

Angles A Longitude
A Latitude
Xo Launch azimuth angle
w Earth’s rotational speed
to Stellar time of point O

Superscripts ECEF reference frame
ECI reference frame

ENU reference frame

N =20

TRU reference frame

Earth-Centered Inertial (ECI) to Earth-Centered Earth-Fixed (ECEF) frame:
The transformation from the ECI to the ECEF frame accounts for the rotation of the Earth around the
Z-axis.

X¢ coswty, sinwty, 0 |[ X’
Y¢ | =] —sinwty, coswt, 0 Y! (D.1)
zZ¢ 0 0 1 VA
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East-North-Up (ENU) to Earth-Centered Earth-Fixed (ECEF) frame:

The transformation from the ENU to the ECEF frame accounts for the change in frame origin from the
launch location to the center of Earth, and the orientation change from local ‘'up’ to North along the
Earth’s rotation axis.

X¢ —sinA —cosA sind cosA cosl 'l
Y¢ |=| cosA —sinA sind1 sinA cosi YN (D.2)
A 0 OcosA sin A ZN

Trajectory Reconstruction Unit (TRU) to East-North-Up (ENU) frame:

The transformation from the TRU to the ENU frame accounts for the orientation change between two
local frames with their origin at the launch location. It does so by rotating around the local z-axis with
the magnitude of the azimuth angle. The x-axis changes from pointing along the downrange direction
to pointing toward local North. The y-axis changes from the cross-range direction to local East.

XN siny, cosy, O XT
YN | = cosy, —siny, 0 YT (D.3)
ZN 0 0 1 zT



Accelerometer Mechanical Characteristics

This appendix provides the tables of mechanical characteristics from the datasheets for the high-range
accelerometers used during the propelled flight phase and the high-accuracy accelerometers used
during the ballistic flight phase. Both types of accelerometers are used in the Trajectory Reconstruction
Unit (TRU). These tables are referenced in Chapter 8 to determine the uncertainty of the TRU input
initial state vector.

Table 3. Mechanical characteristics

Symbol Parameter Test conditions Min. | Typ." | Max. Unit
FS bit set to 00 +100
FS Measurement range(z) FS bit set to 01 +200 g
FS bit set to 11 +400

FS bit set to 00
12-bit representation

i (3) FS bit set to 01 ..
So Sensitivity 12-bit representation 98 mg/digit

FS bit set to 11

49

12-bit representation 195
Tcso | Sensitivity change vs. FS bit set to 00 £0.01 %/°C
temperature
Typical zero-g level offset .
TyOff () FS bit set to 00 +1 g
accuracy
Tcoff | 48ro-g level change vs. Max. delta from 25 °C +5 mg/°C
temperature
An Acceleration noise density | FS bit set to 00 15 mg/ JHz
FS bit set to 00
NL Non-li it 2 %FS
on-iinearty Range -70g .. +70g °
Top Operating temperature range -40 +85 °C
Wh Product weight 20 mgram

Typical specifications are not guaranteed.
Verified by wafer level test and measurement of initial offset and sensitivity.
Factory calibrated at +1 g

L bdh =

Offset can be eliminated by enabling the built-in high-pass filter.

Figure E.1: Table of mechanical characteristics of the high-range accelerometers used in the TRU.
[Source: Table 3 from STMicroelectronics, 2013]
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Table 3. Mechanical characteristics

Symbol Parameter Test conditions Min. Typ.(” Max. Unit
12
i ; 4
LA FS Linear acceleration measurement g
range +8
+16
+125
+250
Angular rate
G Fs | nouer 500 dps
measurement range
+1000
+2000
FS =412 0.061
FS=1%4 0.122
LA_So |Linear acceleration sensitivity mg/LSB
FS =418 0.244
FS =116 0.488
FS =125 4.375
FS = +250 8.75
G_So |Angular rate sensitivity FS = +500 17.50 mdps/LSB
FS =+1000 35
FS = +2000 70
Linear acceleration sensitivity from -40° to +85° o
LA_SoDr change vs. temperature(@ delta from T=25° *1 Yo
Angular rate sensitivity change from -40° to +85° o
G_SoDr | /o temperature® delta from T=25° 1.5 g
Linear acceleration typical zero-g
LA_TyOff level offset accuracy(3) +40 mg
G_TyOff Angu(lse;r rate typical zero-rate +10 dps
level
LA_OffDr Linear acceleration zero(-zg)y level 105 mg/°C
change vs. temperature
G_OffDr Angular rate typical zero-rate(z) +0.05 dps/°C
level change vs. temperature

(a) Part 1 of the table of mechanical characteristics.
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Table 3. Mechanical characteristics (continued)

Symbol Parameter Test conditions | Min. Typ.(" Max. Unit
Rate noise density
Rn in high-performance mode*) 7 mdps/\/Hz
RnRMs | GYroscope RMS o 140 mdps
in low-power mode
FS=#2g 90 ugiHz
An Acceleration noise density FS=+4¢ 90 ug/\Hz
in high-performance mode(® FS=18¢ 110 ugNHz
FS=116g 180 g/ NHz
FS=+2¢g 1.7 mg(RMS)
RMS | Acceleration RMS noise FS=t4g 2.0 mg(RMS)
in normal/low-power mode(”) FS=18¢ 27 mg(RMS)
FS=t16¢g 4.4 mg(RMS)
12.5
26
52
104
LA ODR | Linear acceleration output data 208
- rate 416
833
1666
3332
6664 Hz
12.5
26
52
104
G_ODR [Angular rate output data rate 208
416
833
1666
Linear acceleration
FS=2 90 1700
self-test output change(s)(g) g mg
Vst o
ngular rate
FS =2000 d 150 700 d
self-test output change(10X("") ps ps
Top Operating temperature range -40 +85 °C

I

Typical specifications are not guaranteed.

Values after soldering.

(b) Part 2 of the table of mechanical characteristics.

Measurements are performed in a uniform temperature setup.

RND (rate noise density) mode is independent of the ODR and FS setting.
Gyro noise RMS is independent of the ODR and FS setting.
Noise density in HP mode is the same for all ODRs.

Figure E.2: Table of mechanical characteristics of the high-accuracy accelerometers used in the TRU.

[Source: Table 3 from STMicroelectronics, 2017]
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