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Executive summary

The installed offshore wind energy capacity in Europe has been increasing rapidly over the past years,
this trend is expected to continue thanks to the European green deal. In order to meet the future energy
demand, new wind energy solutions such as increasing wind turbine size but also floating structures are
beingdeveloped. This meansthatstability phenomena and their effects onwind turbine fatigue and energy
yield are becoming increasingly important.

Theaimofthisthesis projectistodefine and quantify the applications andlimitations ofthe Dutch Offshore
Wind Atlas forwind energy purposes by usingitto calculate the energy yield and fatigue damage of two ref-
erence wind turbines at multiple locations in the North Sea, with special attention for atmospheric stability.

Theory overview

The Dutch Offshore Wind Atlas (DOWA) project ran from July 2017 until December 2019, although new
data is still being generated to add to the dataset. The atlas uses ERA5 reanalysis data as input for the
HARMONIE model developed by the KNMI in order to simulate data on a 2.5km by 2.5km grid. One of the
main focus points of the DOWA project were wind energy applications, which is why an LES model was
nested in HARMONIE to more accurately model the regions around wind farms with a temporal resolution
of 10 minutes.

The atmospheric stability can be quantified using the potential temperature at two heights, or the wind
shear exponentbased on the wind speed attwo different heights as input. Athird atmospheric stability pa-
rameter is the Obukhov length. This parameter is calculated through the Richardson number, which takes
as input the wind speed and virtual potential temperature at two heights. The turbulence intensity is also
animportant stability parameter. Related to stability is the low level jet phenomenon, this can have severe
consequences on the loading of a wind turbine. When calculating the annual energy yield of a wind tur-
bine, itis important to correct the wind speeds for air density, wind shear and turbulence intensity as these
parameters all affectthe energyyield. Especially forwind turbines with large diameters, wind shearcanbe-
come a significant source of error when only the wind speed athub heightis used. For fatigue calculations,
the mostimportant aspects to consider are the effects of the rainflow counting algorithm, the limitations of
Miner’s rule and finding the correct material properties. These material properties are ofimportance when
trying to read the fatigue life off an S-N curve or a Goodman diagram. When calculating fatigue damage,
the IEC standards always have to be taken into account. This is already partially implemented in FAST,
the simulation tool used to obtain the time domain loads on the reference wind turbines.

Description of the dataset

The following variables are of importance for the calculations in this project: wind speed, wind direction,
temperature, pressure, humidity and wind speed standard deviation. The latter is not available in DOWA.
The DOWA data is available for 17 heights ranging from 10m to 600m for 234x217 grid point. Measure-
ment data is used for the locations of Borssele and HKZ using buoy measurements with a floating LiDAR.
For the MMIJ location, met mast data is used.

Method

The analyses in this report will be performed for both the NREL SMW offshore reference turbine and the
IEA 15MW offshorereference turbine. Alow level jetis identified when the absolute and relative difference
between the maximum and minimum wind speed above and below the maximum wind speed is 0.5% and

5%, respectively. Then, the wind shear exponent can be calculated by fitting a power law to the vertical
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wind speed profile for each simulation hour. The instances atwhich a LLJ occurs or where the power law fit
has an error larger than 5% are excluded from the results. The Obukhov length takes both the wind speed
and virtual potential temperature as input. Again, the low level jets are excluded. The temperature profile
approach does not exclude low level jets, but assigns a score to each temperature change with height.
Based on the sum of the scores, the profile is then classified as stable, neutral or unstable. Finally, turbu-
lence intensity is calculated for the three wind farm locations based on LES outputs of wind speed mean
and standard deviation. The method used to calculate the annual energy yield of a wind turbine is shownin
the form of aflowchartinfigure 1 while the method used to calculate fatigue damageis visualised in figure 2.

Wind speed
Densm.r Shear Tprbulerwce . ' Power Annual
Pressure . intensity Weibull fit X energy
correcnon carrection . calculation .
correction yield
Temperature

Figure 1: Method used to calculate the annual energy yield of a wind turbine

'.:AST FAST Stress Rainflow Damage Fatigue Tl?tal
input simulations calculation countin fraction damage e
files J calculation calculation damage

Figure 2: Method used to calculate the lifetime fatigue damage of a wind turbine

Results and validation

The results and validation for the SMW reference turbine are shown in table 1 and table 2 for energy yield
and fatigue, respectively.

Table 1: Validation of 5SMW turbine energy yield results

Site DOWA | LES DOWA/ LES/
Location | Parameter | measure- | 1 hour | 10 minute | measure- | measure-
ments values | values ments ments
al-] 10.7 10.5 10.1 0.98 0.95
Borssele | k[-] 2.1 2.1 2.0 1.01 0.93
Energy yield
[GWh] 23.7 23.1 21.8 0.98 092
al-] 9.8 9.8 9.7 1.00 0.99
HKZ kI[-] 2.2 2.2 2.1 0.98 0.96
Energy yield
[GWh] 21.3 21.3 20.7 1.00 0.97
Table 2: Validation of 5MW turbine energy fatigue results
Site DOWA LES DOWA/ LES/
Location | Parameter | measure- 1 hour 10 minute measure- | measure-
ments values values ments ments
Edgewise
Borssele fatigue 2.5354e-10 | 2.4564e-10 | 1.7985e-10 | 0.97 0.71
damage
Flap-wise
fatigue 1.9075e-11 | 1.7036e-11 | 2.6675e-13 | 0.89 0.01
damage
Edgewise
HKZ fatigue 2.1292e-10 | 2.1227e-10 | 1.6448e-10 | 1.00 0.77
damage
Flap-wise
fatigue 1.0453e-11 | 1.0914e-11 | 1.2485e-13 | 1.04 0.01
damage
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Conclusions and recommendations

The DOWA has many applications for wind energy such as a comparison of locations across the North Sea
to determine potential new wind farm sites. It can also be used to obtain afirst estimate for the energy yield
ofawind turbine orwind farm, orto geta general idea of the required wind farm lay-out to limit wake losses.

However, there are some limitations regarding the atmospheric stability and fatigue analysis that should
be addressed before being able to get accurate results. Additionally, the full ten years of data should be
included in the analyses and turbulence intensity values should be made available in the DOWA.






Introduction

Over the past 10 years, Europe’s installed offshore wind turbine capacity has increased from 2GW to
22.1GW and it is expected to rise even more in the coming years. Of this total capacity, 77% (16.9GW) is
installedinthe North Sea. With this upward trend of installed capacity, the size of turbines and wind farms is
increasing as well. The yearly average of the rated power of the newly installed wind turbines was 7.8 MW
in 2019, while this was only 3MW 10 years earlier. In terms of wind farm size, the capacity of a wind farm
almost doubled from 313MW in 2010 to 621MW in 2019. The largest wind farm constructed in 2019 is the
Hornsea One farm in the UK, with a 1.2GW capacity containing 171 turbines with a rated power of 7MW
each [1]. Other trends in the offshore wind energy industry are the fact that wind farms move further from
the coastline and the cost of energy is reducing. These trends are expected to continue overthe nextyears
as a consequence of the European green deal. In the green deal, special attention is paid to offshore re-
newable energy. The current planis to increase the installed offshore wind capacity to 60GW by 2030 and
300GW by 2050 [2]. To achieve this, the European commission recommends complementing traditional
wind energy with other technologies like floating wind energy. Floating wind energy is seen as the solution
to build wind farms in far offshore locations that cannot be utilised by traditional bottom-fixed wind turbines
due to large depths and soil conditions. With this development of floating wind energy, vertical axis wind
turbines are actively being researched [3].

Although these trends are beneficial for the transition to green energy, they also pose some engineering
challenges. Firstof all, the utilisation of floating wind turbines means more locations become available for
a potential wind farm to be installed. These locations tend to be further offshore, meaning more data is
neededinordertodesigntheseturbinesand wind farms. Secondly, research onthesefloatingapplications
has revealed the potential of vertical axis wind turbines. This type of wind turbine is more susceptible to
fatigue, meaning fatigue can become a design driver [3]. This increases the need for accurate fatigue cal-
culations. Thirdly, the increasing size of wind turbines and even technological advances in non-traditional
forms of wind energy like kite power requires data atlarger altitudes than meteorological masts in the North
Sea can currently capture. Finally, the offshore environment tends to differ from the onshore environment
in terms of stability. This is why special attention should be paid to its effect on wind turbines and the wind
conditions in general.

Forthese design problems, extensive research is performed and models exist to perform accurate cal-
culations regarding atmospheric stability, fatigue and energy yield. The problemis thatthese models need
inputs for atmospheric conditions such as wind speed and turbulence intensity that match as closely as
possible the conditions that will be encountered during the wind turbine lifetime. This data can be obtained
by performing site measurements or other sources like wind atlases. Performing site measurements is
expensive and can only cover a limited area in order to remain accurate. Many wind atlases exist, like
the DOWA (Dutch Offshore Wind Atlas) and the NEWA (New European Wind Atlas). These atlases are
relatively new but could have some important wind energy applications.

This thesis project aims to define and quantify the applications and limitations of the Dutch Offshore

Wind Atlas for wind energy purposes by using it to calculate the energy yield and fatigue damage of two
reference wind turbines at multiple locations in the North Sea, with special attention for atmospheric sta-
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2 1. Introduction

bility. The results of this analysis will then be validated against site measurements at multiple locations in
order to draw conclusions on the accuracy and applicability of the DOWA.

In order to achieve this goal, an overview of the theory that will be used throughout the thesis work will
be given in chapter 2. An overview of the datasets used for the analyses is provided in chapter 3. Once
the theory and data is discussed, a method will be described for the analysis of the data. This method
can be found in chapter 4 and is divided into three sections corresponding to the methods for atmospheric
stability analysis, energy yield analysis and fatigue analysis. The results obtained with these methods are
presented in chapter 5 and are primarily focused on the DOWA. Chapter 6 will then discuss the validation
of these results against site measurements. Finally, the main conclusions and recommendations will be
summarised in chapter7.



Theory overview

This chapter will provide an overview of the theory that is used in the analyses that were performed during
theresearch. Insection2.1, some ofthe mostrelevant North Seawind atlases will be outlined. The chapter
will then continue with a summary of the theory used for the atmospheric stability analysis in section 2.2
and related to this stability analysis, low level jets will be discussed in section 2.3. The theory behind the
energy yield and fatigue analyses can be found in section 2.4 and section 2.5, respectively. Finally, as an
extensiononthetheorybehindfatigue, FAST willbe discussedin section 2.6. Inthis section, the simulation
tool will be summarised that will be used for the fatigue analysis.

2.1. North Sea Wind Atlases

In this section, an overview is given of wind atlases that cover the North Sea. The KNW (KNMI North Sea
Wind) atlas will be discussed in subsection 2.1.1 while an overview of the DOWA (Dutch Offshore Wind
Atlas) will be given in subsection 2.1.2. The section will conclude with the NEWA (New European Wind
Atlas) in subsection 2.1.3. Several other wind atlases exist like the OWA-NEEZ (Offshore Wind Atlas of
the Netherlands’ Exclusive Economic Zone) or the NORSEWInD (Northern Seas Wind Index Database),
butthe three atlases discussed in the section are considered sufficient to present an overview of the state-
of-the-art on this topic.

2.1.1. KNMI North Sea Wind Atlas

Figure 2.1 shows the flowchart of the KNW atlas. First of all, the ERA-Interim re-analysis data is obtained
using global measurements. In this case, data is used of over 40 years. This gives a dataset with ares-
olution of 80km by 80km for each 6 hour period. This data is used to initialise the HARMONIE model,
which outputs hourly data on a 2.5km by 2.5km grid. After that, the outputs of HARMONIE are checked
with measurements from the Cabauw meteorological mast and it was found that the vertical shear of the
horizontal wind speed is underestimated by about 15% in the HARMONIE model. This is corrected which
then gives the final data to be used for the KNW atlas [4].

Cabauw
measurements

Hourly data
Vertical shear
20 x 80 km 2.5 2.5 km ~gormrection

resolution resolution
Figure 2.1: Flowchart of KNW atlas

Data every
6 hours

Global
measurements
1879-2019

HARMONIE

KNW Atlas
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4 2. Theory overview

This flowchart will be discussed in more detail in the following subsections. These subsections will dis-
cussthedomainandgrid ofthe KNW atlas aswell as the ERA-Interim datasetituses asinput. Furthermore,
the HARMONIE model will be presented as well as a brief description of the dataset. This subsection will
conclude with the validation of the KNW atlas.

Domain and grid

The KNW atlas is awind atlas that covers the part of the North Sea starting at the Dutch and Belgian coast-
line and going north. This is shown in figure 2.2 with the enlarged version of the resolved atlas in figure
2.3. The blue square is the domain of HARMONIE, the weather forecasting model used in this atlas. The
coloured domain is the domain of which the values are actually used for the analysis. The reason why the
domain of HARMONIE is so much larger is to reduce the error in the initialisation.

KNMI North Sea Wind F100 (1979-2013)
mean wind spee

3 4 5 6 7

el

=1._KNMI

Model domain/cutout of Harmonie simulation
with ERA-Interim grid
' LT

¥

e SESRRRRREL s SuupRE

Figure 2.2: Domain of HARMONIE and KNW atlas [5]

4.0 6.0 Y T 12.0
Figure 2.3: Mean wind speed output of the KNW atlas [4]

The ERA-interim reanalysis data has a grid with a resolution of 80km by 80km while the HARMONIE
model has a resolution of 2.5km by 2.5km. Because of this, the ERA-Interim data is used to initialise the
HARMONIE model. This model is then run in order to give results with a resolution of 2.5km by 2.5km.
The outputis a three-dimensional domain, meaning the results also vary with height. In the KNW atlas, 60
vertical grid points are available [5].

ERA-Interim

The basis of this atlas is ERA-Interim reanalysis data thatis used to initialise the HARMONIE model. ERA-
Interim is a reanalysis containing data from 1 January 1979 until 31 August 2019. This means that over40
years of data can be accessed. A reanalysis describes the atmospheric state based on measurements
and models that account for multiple factors including laws of physics [5][6]. The ERA-Interim projectwas
stopped in August 2019 and replaced by ERA5. More information about this will be given in subsection
2.1.2 where the Dutch Offshore Wind Atlas (DOWA) will be discussed.
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ERA-Interim is a global reanalysis released by the ECMWF (European Centre for Medium-Range
Weather Forecasts). This reanalysis project was created to replace the ERA-40 reanalysis with ERA5,
where ERA-Interim was used to prepare for this new project as an intermediate step [7]. The data that is of
interest for this paper are the upper-air parameters, which are available for every six hour period. This is of
interest since this limits the HARMONIE model, meaning it has to run for at least a six hour period before it
can again be initialised with new data from ERA-Interim. However, surface parameters are also available
for every three hour period.

The main goal of ERA-Interim was to improve the data assimilation with respect to the use of satellite
data, as there were some problems in this regard during the ERA-40 project. ERA-Interim proved to be a
significantimprovement over ERA-40.

HARMONIE

The HIRLAM ALADIN Research on Mesoscale Operation NWP in Euromed (HARMONIE) model, also
known by the name AROME, is a non-hydrostatic Numerical Weather Prediction (NWP) model used for
mesoscale predictions, it has been used by the KNMI since 2012 [8][5].

Without going into the equations in too much detail, a NWP model aims to solve seven equations, the
so-called equations of motion. Three of these equations describe the conservation of momentum (inthree
directions of the Cartesian coordinate system). There is also an equation for conservation of heat, conser-
vation of moisture and conservation of mass. These six equations all describe a change intime of a certain
variable based oninputvariables. Thatleaves one equation thatdoes notchange intime; theideal gas law
[9]. Itwas mentioned that HARMONIE is a non-hydrostatic NWP model. ‘'Non-hydrostatic’ means that the
hydrostatic approximation is not used and the full vertical momentum equation is solved. In a hydrostatic

model, the full verticalmomentum equation would be simplified by removing the total derivative ‘;—':. Thisfil-

ters outvertically propagating acousticwaves such thatalargertime step can be used. Asthe HARMONIE
model does not use this simplification, itis computationally more expensive than a hydrostatic model [10].

Solving the seven equations of motion cannot be done analytically, since these equations are coupled,
meaning they have to be solved simultaneously. That is why a numerical computer model is used. This
modelapproximatesthe equations of motion by anumerical solution. ltdoesthis byfirstdividingthe domain
intogrid cells. These are’boxes’ with afinite volume, within a cellone averaged valueis calculated torepre-
sentthe state inthe box. The numerical modelthen steps through time with afinite time step, tryingtofinda
solution for the numerical approximations of the equations of motion for every grid cellin the domain. Anis-
suehereisthatthe numerical solutions are based on an equilibrium with neighbouring cells and some infor-
mation is needed about the initial state of the system. This means thatboundary conditions and initial con-
ditions have to be specified in order forthe NWP model to startthe numerical run. Inthe HARMONIE model
used for the KNW atlas, these boundary and initial conditions come from ERA-Interim reanalysis data.

The HARMONIE model divides the domain into grid cells of 2.5km by 2.5km with a certain height. Then,
it calculates a volume-averaged wind speed for every grid box. After a six hour period is simulated, the
model is initialised with new ERA-Interim data, this is known as a ’cold start’. This means that for every six
hour period, data is generated based on boundary conditions without taking into account the final value of
the previous six hour period.

It was found that the HARMONIE model, just like the ERA-Interim data and most modern weather fore-
casting models, overestimates the vertical mixing of the wind especially under stable atmospheric condi-
tions. This means that the increase of wind speed with heightis underestimated. Thatis why awind shear
factor is reduced by 15% in the HARMONIE model. Equation 2.1 gives the formula that is used for this
correction. Inthe equation, FF, is the wind speed ata height of 20m, FF, is the wind speed at heighth and
FF, . isthe corrected wind speed at height h. Figure 2.4 shows a graph of the wind speed before (red dots)
and after (blue squares) the shear correction is applied for a certain location and time. On the graph, the
horizontal axis shows the wind speed and the vertical axis represents the height [5].

FE,~FFy

FFh’C:FF20+ 085

2.1)



6 2. Theory overview

Wieringermeer
200 F —_ observations ' [
150 L —— HARMONIE , -
—a— HARMONIE (gecorrigeerd el

100 Py

@
o o
A

\‘

o
o
h
)

hoogte [m]

20 e

a
10/

5 55 6 65 7 7.5 8 85 9 9!
windsnelheid [m/s]

Figure 2.4: Wind speed vs height before and after shear correction [5]

Description of the dataset

As mentioned before, the grid cells of the KNW atlas have a size of 2.5km by 2.5km. The latitude consists
of 188 grid cells while the longitude has 170 cells. Each cell contains data for eight different altitudes which
are 10, 20, 40, 60, 80, 100, 150 and 200m. This gives a three-dimensional dataset. To make it 4D, data
is available for every hour, meaning for every grid cell and every altitude, there are 24 outputs per day per
variable. As mentioned earlier, over 40 years of data is available.

Now that the size of the data set is known, the contents of the dataset can be discussed. The variables
that are available as output of the KNW atlas are pressure, specific humidity, wind speed, wind direction
and temperature.

All data is available on the KNMI data platform. The data itself has already been used to make certain
images. Useful images could be the 2D figures for certain altitudes of e.g. Weibull parameters, average
wind speed or extremes. Furthermore, wind speed distributions and wind roses can be accessed [4].

Validation

The KNW atlas has been validated extensively. It was validated against the offshore wind masts OWEZ,
FINO1 and MMIJ. These are the masts of the Dutch offshore wind park Egmond aan Zee, the German
Forschungsplattformen in Nord- und Ostsee and the Meteorological Mast IUmuiden, respectively. Their
locations are shown in figure 2.5. Furthermore, some LiDAR measurements were used of both platform-
mounted and floating devices.

Because of the volume-averaged values, the values that HARMONIE outputs will vary less than for
example an anemometer measurement. This is why anemometer measurements should be averaged
over time in order to get comparable results. It was found that the time over which should be averaged is
60 minutes [5]. This means that when comparing a measurement station with a HARMONIE output, the
measurements are averaged from 30 minutes before to 30 minutes after the time of the HARMONIE out-
put value. For validation however, the measurements are not averaged. Since HARMONIE outputs one
value for every 60 minutes, there are 6 momentary measurements to be compared to every HARMONIE
output. When taking the difference between these 10 minute average (momentary) measurements and
the HARMONIE values and doing this for a large number of values, the differences will become exactly the
same as the difference between the hourly averaged measurements and the HARMONIE output. Note
thatextreme wind speeds cannotbe validated as they are not part of the dataset. Thisis because a 50-year
extreme value would require 50 years of measurements. Instead, these values are extrapolated based on
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the available measurements.

It was found that the KNW results for the wind speed error at hub height for all masts and all heights
does not exceed 0.2?. This would mean that long term variables of the KNW atlas such as averages or
extremes will be comparable to the measurements [4]. Furthermore, the mean wind speed bias was found
tobe 1.53% [11]. The bias is a measure of magnitude of the difference between the output variables and
the validation data. The lower the bias, the more accurate the simulation results.

It was also found that at a height of 10m, the KNW atlas overestimates the wind speeds with 0.3 — 0.4?

for the northern part of the North Sea, while for the southern part of the North Sea it underestimates the
wind speeds by 0.1—0.3% [5].

e i-._‘ \
=i B2 ] i
Figure 2.5: Validation mast locations KNW atlas [4]

2.1.2. Dutch Offshore Wind Atlas

The Dutch Offshore Wind Atlas is a project that ran from July 2017 until December 2019. The main goal
of the project was to create a wind atlas that was more accurate than the KNW atlas, with special attention
to wind energy applications. This was done by using the new version of ERA-Interim, ERA5, of which 11
years of data was used to run the HARMONIE model. In addition to that some changes were made to the
HARMONIE modelin order to use its full potential. In terms of measurements, some additional measure-
ment platforms were used in the North Sea and some wind energy applications were already included in
the project. Even kite power was part of the project, requiring data at larger altitudes. Additional satellite
and aircraft measurements were used and low level jets were also part of the DOWA project [11]. The flow
chart of the DOWA is shown in figure 2.6.

Satellite and aircrait
wind profile
measurements

Hourly data Hourly data

Global
measurements
1979-present

HARMONIE
31 % 31 km 2.5x25km

resolution resolution
Figure 2.6: Flowchart of the DOWA
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The following paragraphs will discuss the domain and grid, the ERA5 input data, the HARMONIE model
and some wind energy applications. Validation work that has been performed will be presented as well.

Domain and grid

Figure 2.7 shows a comparison between the domain of DOWA and the KNW atlas. Recall that in the
KNW atlas, ERA-Interim data was used corresponding to the green domain. After downscaling with HAR-
MONIE, the subdomain that was used in the atlas itselfis the blue domain, this was already shown infigure
2.2. Infigure 2.7, the domain that DOWA uses in terms of ERA5 datais visualised as a yellow area while the
datathat was used in the atlas itself is shown in red. It can be seen that the data used to make the DOWA
stems from a significantly larger domain, meaning there is a lower chance of initialisation error when the
datais downscaled by HARMONIE. Furthermore, the resulting data that can be used for the atlas covers
alarger domain. Interms of resolution, not much changes as the resulting grid size is still 2.5km by 2.5km
[11]. Asmallchangeis the fact thatthe resolution of ERAS is 31km by 31km, while thiswas 80km by 80km
for ERA-Interim [12].

DOWA and KNW domains

.

5°W 0° 5°E 10°E 15°E

DOWA full model domain = KNW full model domain
—— DOWA project subdomain === KNW project subdomain

Figure 2.7: Comparison of DOWA and KNW atlas domains [11]

ERA5

ERAS5isthe ECMWEF’s successor of ERA-Interim and thus uses a newer version of the ECMWF Numerical
Weather Prediction model. The main differencesinclude a spacial resolution upgrade from 80km by 80km
to 31km by 31km and an increase in temporal resolution from 6 hours to 1 hour [11][13][14]. The ERA5
datasetcontainsdataat 137 altitudes, while there are only 60 altitudes available in the ERA-Interim dataset
[13]. It uses data starting from the year 1979 and is updated to 5 days from real time. The ERA-Interim
program was stopped at 31 August 2019, at which point it was fully replaced by ERAS5 [12].

HARMONIE

Inthe KNW atlas, HARMONIE was not used at its full potential as ERA-Interim data was used to cold start
a HARMONIE simulation every 6 hours. Inthe DOWA, an updated version of HARMONIE is used (Cycle
40h1.2.tg2). Additional satellite and aircraft wind profile measurements are used for every 3 hour interval
in addition to the ERAS reanalysis data. This improves the output of HARMONIE. The ’'cold start’ that was
used for the KNW atlas is eliminated by making use of the latest forecast of the previous cycle as initial
values. ERAS data is used as boundary condition of the domain for every hour of simulation [13].
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Wind energy applications

A major part of the DOWA project was its applications for wind energy. First of all, an LES-model was
nested in the HARMONIE model to downscale the data even further. This LES model is called GRASP
and was used to simulate the DOWA parameters around three Dutch offshore wind farm locations (Bors-
sele, Hollandse Kust Noord and Hollandse Kust Zuid) on a finer grid and higher temporal resolution. This
allows foramore accurate wind farm analysis. Todothis, awindturbine parametrisationis usedin GRASP.
The power production estimation of wind farms were also considered as an application of the DOWA. This
was done using FarmFlow and the OWEZ wind farm was used as a test case [11]. Secondly, the loads on
turbines in extreme events like low level jets have been analysed using AeroModule. These low level jet
events make it difficult to estimate atmospheric stability and can have an impact on fatigue performance
and energy yield. Thirdly, even without the LES nesting the DOWA output can analyse wind farms. More
specifically, the output of the HARMONIE model can be used to analyse mesoscale effects of wind farms.
In order to do this, a wind farm parametrisation is introduced into the HARMONIE model. This allows for
calculations of the wake of wind farms in the North Sea. Finally, data was produced for high altitudes in
order to allow not only for analysis of taller wind turbines but also e.g. kite power.

Validation

The DOWA was validated using 10 years of measurements atthe Cabauw site using a mast equipped with
cup anemometers and wind vanes to measure wind speed and direction. Data is available for six heights
ranging from 10mto 200m. ltcan be seeninfigure 2.8 that the results of the DOWA and KNW atlas are very
similar and very close to the measurements. Taking into account the accuracy of the measurements of
0.1 ? itisassumed thatany bias below 0.2 ? isinsignificant. This means thatboththe DOWA and KNW at-
las have awind speed bias of almostzero. ltcanbe seen howeverthatatheights of 10mand 20m, the KNW
atlas outperforms DOWA. Zooming in on the seasonal variations and the height of 20m, some bias can be
seenin both DOWA and KNW especially during the winter months where the value for the wind speed bias
canbeashighas 0.5% asshowninfigure2.9. Duringthese months, DOWAwas found tounderestimate the
wind speed while the KNW atlas overestimates the wind speed, meaning their bias is opposite in sign [15].

(@) 500

W ERA-Interim
A ERA5
=== KNW-wowsc
- KNW
-~ DOWA
-4~ mast
4 5 6 7 8 00 0.5 10 15

mean wind speed (m/s) mean bias (m/s) std. dev. (m/s)

Figure 2.8: Mean wind speed (a),

mean bias (b) and standard deviation of the bias (c) of different models and wind atlases for different heights [15]
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Monthly Mean Wind Speed at 20 m
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Figure 2.9: Mean wind speed and bias at a height of 20m [15]

Table 2.1 shows the wind speed correlation results of the DOWA and KNW atlas by means of a linear
regression fit. It can be seen that DOWA performs slightly better than the KNW atlas, especially at higher
altitudes, but no significant differences were found [15].

Table 2.1: Correlation results for DOWA and KNW [15]

Height (m) Slope Offset (m/s) R?

DOWA KNW DOWA KNW DOWA KNW
10 0.91 0.90 0.20 0.46 0.87 0.84
20 0.88 0.89 0.25 0.48 0.87 0.84
40 0.91 0.92 0.51 0.53 0.87 0.84
80 0.92 0.90 0.55 0.70 0.87 0.84
140 0.93 0.90 0.58 0.90 0.88 0.85
200 0.94 0.90 0.61 0.95 0.90 0.86

The same validation analysis is performed for the wind direction of the DOWA and KNW atlas compared
to the Cabauw measurements. It was found that the bias is as large as —6° for lower heights and —2°
at larger altitudes. The KNW atlas performs slightly better at the largest heights. Furthermore, it was
concluded that DOWA is better at capturing the diurnal cycles than the KNW atlas [15].

In the original DOWA report, some validation was already included as well. In terms of results at the
Cabauw meteorological mast, the same conclusions are drawn in the DOWA final report as for the valida-
tionreportdiscussed earlier. Inthe DOWA final reporthowever, LIDAR and meteorological mast measure-
mentswereused. These LiDAR measurements werebothfloatingand platform-mounted. Thisisthesame
as for the KNW atlas. The DOWA was then further validated using additional Advanced Scatterometer
(ASCAT) measurements. For this validation, measurements at 10 different sites are considered [11].

2.1.3. New European Wind Atlas

The New European Wind Atlas (NEWA)is awind atlas issued by the European commission and itis funded
by its participating member states. Itis the improved version of the European Wind Atlas that was pub-
lished in 1989. The flowchart of the NEWA is shown in figure 2.10. The initial and boundary conditions
that serve as input for the numerical weather prediction model are the same as for the DOWA, meaning
ERAS reanalysis data is used. The numerical weather prediction model itself is different however. In the
NEWA, the Weather Research and Forecasting (WRF) model is used to perform the simulations. Using
this model, the temporal resolution of 3 hours from the ERA5 datais downscaled to 30 minutes. The spatial
resolution of 31km by 31km of the ERAS data is downscaled to three different resolutions, which will be
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further explained in the following paragraphs. The outputs of WRF are then further downscaled, reducing
the spatial resolution to 50m by 50m to capture local flow phenomena [16].

Data every

Global 3 hours 30 min data
measuremenis ERAS WRF - WAsP NEWA
1979-present 313 31 km 3x 3km 50 x 50 m
resolution 9x 9 km resolution
27 % 27 km
resolution

Figure 2.10: Flowchart of the NEWA

In the following paragraphs, the domain and grid, WRF model and WAsP model will be discussed in
more detail. This is followed by a description of the dataset and an overview of the validation performed
onthe NEWA.

Domain and grid

The NEWA covers the full domain of Europe as shown in figure 2.11, extending 100km from the European
coasts to include offshore sites. The resolution of this domain is 27km by 27km, which is the output of the
WRF model. The domain has a nested mesh however. A nested meshis amesh that has afinerresolution
at certain locations. There are five regions that are resolved in a higher resolution, shown by the square
regions in the figure. These regions have a resolution of 3km by 3km. Note that there is a larger square
region around each high resolution nested region. This is a transition region and has a resolution of 9km
by 9km. This is because a nested mesh has an ideal resolution ratio of 1: 3, so the resolution of 27 km first
has tobe downscaled to 9km and canthenbe nested to 3km according totheideal ratio. The nestingin this
atlasisaoneway nest. This meansthatthe coarser meshisresolvedfirstand the input ofthis coarser mesh
isthen used to create the finer mesh. In atwo-way nest, the finer mesh would be resolved together with the
coarse grid butthisis computationally more expensive [9]. Thisatlasisfurtherdownscaledtoa50mby50m
resolution using a WAsP model, however this data is only available for three different heights: 50m, 100m
and 150m above ground level and the aim of this microscale model is to incorporate local terrain effects.

WRF, DOMAIN 1, Ax=27.0 km
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Figure 2.11: Domain of the NEWA [17]
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WRF

The numerical weather prediction model that is used to make the NEWA is the Weather Research and
Forecasting (WRF) model. Note that in the KNW atlas and the DOWA, HARMONIE was used. This is
one of the major differences between the atlases. The WRF model, like HARMONIE, does not use the
hydrostatic assumption. The implications of this assumption were already explained in subsection 2.1.1.
The original version of the WRF model is slightly modified to fit the needs of the NEWA. For example, some
changes were made in the planetary boundary layer scheme and a module for ice accumulations was
added to take this phenomenon into account.

The ERAS5 data was downscaled through the WRF model by running simulations. ERA5 data was used
toinitialise the model and to provide boundary conditions after which an 8 day simulation was run. The first
day of this simulation is used as a spin-up period, meaning that ERA5 data is still fed into the model during
this day in order to nudge the model in the right 'direction’, making sure that the model does not drift away
fromthe observed atmosphericpatterns. Thisisimportantbecause the modelneeds sometimetoreachan
equilibriumin order to produce viable data. This spin-up day is then discarded, leaving 7 days of data after
arun. Each 7 day period was simulated independently, saving computational time since the full 30 year
temporal domain of the NEWA could be simulated simultaneously in 7 day periods (+ 1 spin-up day) [16].

WAsP

WASP is a linearised flow model thatis based on the Jackson-Hunt theory. Itis relatively fastto run since it
solves the equations of continuity and momentum, but notthe energy equation. lts main purposeis to take
outsmallscale terrain effects that cannotbe modeled by the relatively large resolution numerical prediction
models. Note that the WAsP model is not suitable for complex terrain. If complex terrain features are to be
resolved, CFD models are required although they are computationally much more expensive.

The Jackson and Hunt theory behind this WAsP model is a theory that allows the flow over a 2D hill to be
solvedanalytically with linearequations. Thetheorywasthenextended by Masonand Sykestoallowforthe
flowovera 3D hilltobe solved. Arepresentation ofa 2D hillisshowninfigure 2.12. Jacksonand Huntdivide
the air above the hill into two regions. There is an inner layer for z < [ with z the height above the hill. This
innerlayeris dominated by shear stresses as a result from contact with the surface. The layerforz > listhe
outerlayer, thisisdominated by the pressure gradientandis barely affected by shearforces. Thelinearised
boundary condition given by equation 2.2 is applied. Here, g is the slope of the hillwhere S is the vertical
distance and x is the horizontal distance. U,(z) is the wind speed as a function of height. It is because of
this boundary condition that the terrain cannot be too complex. Ifthe hillis too steep, turbulence is created
behind the hill since the flow is no longer fully attached, this is where the linear boundary conditions break
down. Some linearised equations are then formulated to solve the flow within both the inner and outer
layer separately and they are solved after having applied a Fourier transformation [18].

Figure 2.12: Jackson and Hunt theory 2D hill [18]
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Description of the dataset

The output of the WRF model contains data at 61 different heights. The heights that are relevant to wind
energy applications are the 10 lowest: 6, 22, 40, 57, 73,91, 113, 140, 171 and 205m above ground level.
It outputs parameters like wind speed, Weibull parameters, humidity and temperature. As mentioned be-
fore, after applying the WAsP model to resolve the microscale phenomena, only three heights remain at
which data is available: 50, 100 and 150m. Only the wind speed, Weibull parameters and air density are
available for these microscales. Note that for offshore locations, microscale effects that the WAsP model
accounts for do not play a very important role since the terrain is very flat.

Validation

It is difficult to validate the NEWA because compared to the domain of the atlas, there are very few met
masts available. Especially in regions with complex terrain additional measurements would be required.
Furthermore, the met masts that are available do not cover exactly the same heights and not every mast
covers the same period of time as the NEWA which is the period of 1989-2018.

However, measurements of 291 meteorological masts across Europe have been used in an attempt to
validate this wind atlas. It makes sense that the erroris related to the complexity of the terrain surrounding

the mast. It was found that the average wind speed bias is 0.05 + 0.49% for the WRF model while it is
0.28+ 0.76% for WAsP. The ERA5 reanalysis data is slightly less accurate with a mean wind speed bias
of—1.50¢1.30? [16].

2.2. Atmospheric stability

With this background information on the models behind the wind atlases in mind, the remainder of this
chapter will focus more on the theory used to analyse the data of the DOWA, starting with atmospheric
stability. Atmospheric stability is an important aspect to consider in any wind energy project, especially
offshore. Stability can have significant effects on the power production and fatigue damage of a wind tur-
bine [19]. The most straightforward method to describe atmospheric stability is with a vertical potential
temperature profile. The boundary layer is statically stable when the change of potential temperature with

height % >0 and statically unstable when % <0. For % =0, the boundary layer is neutral [20].

Different methods have been established to estimate atmospheric stability in the boundary layer. The
most relevant stability parameters for wind energy applications are the wind shear exponent, Obukhov
length and turbulence intensity. These parameters will be explained in more detail in subsection 2.2.1,
subsection 2.2.2 and subsection 2.2.3, respectively. Based on these parameters, the data can be as-
signed to stability classes in order to provide a more detailed overview of the stability distribution at a
specific location [21].

2.2.1. Wind shear exponent

The wind shear exponent is a stability parameter thatis used in the power law fit of the vertical wind profile.
The power law expression is given by equation 2.3 [20].

U(z):UR<i> (2.3)

ZR

In this equation, U(z) is the wind speed at height zand Uy, is the wind speed at height z;, where zy is the
lowest of both heights. The parameter m is the wind shear exponent. This parameter can be calculated
using equation 2.4 when the wind speed at two heights is known.
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The value of the wind shear exponent is used to assign a stability class to the measured wind profile,

these can be found in figure 2.13. The data from this figure was obtained using Cabauw measurements,
making it applicable to the DOWA simulation data as itis centered around the same measurement station.

m=

(2.4)

Pasquill class Name Shear exponent range Typical value of shear exponent
A-C (very—slightly) unstable m<0-1 0-07-0-10

D (near) neutral 0-1<m<02 0-15

E slightly stable 02<m<04 0-35

F (moderately—very) stable 04 <m 0.55

Figure 2.13: Stability classes with corresponding shear exponent values [22]

2.2.2. Obukhov length

The Obukhov length L was defined by Monin-Obukhov in 1954, where L is the ratio of mechanical shear
forces to thermal buoyantforces. This ratio of shear forces and buoyantforces is parametrised in equation
2.5[23].

3

I =
kB

(2.5)

In the equation, B is the buoyant force, calculated using equation2.6. Equation 2.5 and equation 2.6
combine to equation 2.7. Here, u, is the friction velocity, k is the Von Karman constant, C,, is the specific
heat of dry air, p is the air density, T is the absolute temperature, g is the gravitational acceleration and H
is the heat flux.

gH

B=re (2.6)
u3CppT
L= 2.7)

The Obukhov lengthis used to perform a stability correction to the logarithmic wind profile given by equa-
tion 2.8, where 1/1(%) represents the stability correction as a function of % The parameter zrepresents the
height above the ground and U is the wind speed.

U=%[ln<%>+¢(%)] (2.8)

Figure 2.14 shows the stability classes with corresponding Obukhov length intervals. Note that many
different versions of this exist in literature and values should be modified based on the chosen site.
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Class name Class boundaries Value for load calculations
Very Unstable (VU) -200 < L <0 L =-100

Unstable (U) -500 < L < -200 L = -350

Neutral (N) |L| > 500 L =110

Stable (S) 200 < L <500 L = 350

Very Stable (VS) 0 < L <200 L =100

Figure 2.14: Stability classes with corresponding Obukhov length values [24]

Table 2.2 shows how ) is calculated as a function of atmospheric stability and elevation relative to the
Obukhov length. Note that the Obukhov length is assumed to be a single parameter for a certain location,
it does not change with height. In terms of the parameter f the atmosphere is stable for % >0, unstable
for % < 0 and neutral for % = 0 since z is never negative. Note again that this table provides one of many
stability correction functions that can be found in literature.

Table 2.2: Stability correction functiony fora given atmospheric stability and elevation relative to Obukhov length [23]

Atmosphere | Stability correction function | z/L
Neutral P=0

Stable P =4.5(z/L) z<L
Stable Y =4.5[1+In(z/L)] z>L
Unstable P =-0.5(z/L) z<L
Unstable Y=-0.5[1+In(z/L)] z>L

In practise, it is difficult to calculate the Obukhov length based on equation 2.7. This is why an approx-
imation is often used through the Richardson number. The gradient Richardson number is often used to
estimate the Obukhov length if data is available for several heights, the formulafor this is given in equation
2.9[25]. Itcan be seenin the equation that this method uses data at two different heights that contain both
wind speed and temperature.

A6, Az
RI= g—”

= 29
0, (A)? (2.9)

The variable 6, is the virtual potential temperature. The conversion from absolute temperature to virtual
temperature is given by equation 2.10, where r;, is the mixing ratio in units of :—g ande=0.622. The conver-

sionfromabsolutetemperature Ttopotentialtemperature 6 isgivenbyequation2.11[26]. Combiningthese
two equationsyields equation 2.12, which gives the conversion from absolute temperature to virtual poten-
tial temperature. Here, p, is the reference pressure of 1 barand k = 0.2854(1—0.24r,) is the poisson con-

stant. The factor 0.2854 is the ratio of the gas constant and specific heat of dry air at constant pressure; Iz—d.
D

Ty

1+2
Ty =T (2.10)
K
9=T(%0> 2.11)
142 K
_ e (Po
6, = 1+n,<p) (2.12)

The mixing ratio r,, is the ratio of water vapor mass to the ratio of dry air mass in the air. The mixing ratio
can be calculated as the product of the saturation mixing ratio and the relative humidity. The saturation
mixing ratio can be looked up in literature as itis a function of temperature while the relative humidity is an
output of the DOWA.
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Once the gradient Richardson number described in equation 2.9 is obtained, the % parameter can be

estimated according to equation 2.13. Here, the Richardson number is valid for height z’' = lzrj(_zf) [25].
Z2

LA if0.22RIZ0
Lgragient =9 (2.13)

= ifRI<O0
RI

2.2.3. Turbulence intensity

Turbulence intensity is defined as the ratio of standard deviation of the wind speed to the mean of the wind
speed given by equation 2.14, where U is the mean wind speed and gy, is the standard deviation of the wind
speed [20].

T1=-2 (2.14)

2.3. Low level jets

Strongly related to the atmospheric stability topic is the low level jet. A low level jet (LLJ) is an event that
occurs when the wind speed reaches a maximum in the lower troposphere. Itis usually observed at night
under stable atmospheric conditions. There are severaldifferentmechanismsthatcancause the formation
of alow level jet. These mechanisms range from diurnal variations, where stable stratification occurs and
the mixed boundary layer decouples from the surface [27]. Another mechanism is a change in surface.
Forwind energy, usually the difference in surface friction isimportant due to the development of an internal
boundarylayer. Butthe differentialheating ofthese surfaces should alsobe considered as this can produce
strong low level jets. An example of this is a coastal area, where the surface changes from sand to water.

In order to identify a LLJ, certain criteria have to be met. First of all, a maximum wind speed has to occur
in the lower part of the boundary layer. Secondly, the wind speeds above and below this maximum wind
speed have to be significantly lower. The term ’significantly’ can be interpreted in different ways and is
largely dependent on the data and the purpose of the research. The threshold can range from a difference
of 0.52 to 22, Furthermore, a relative difference of e.g. 5% could be specified to avoid mistakes in the

identification of LLJs [27].

At Cabauw, which is the center of the DOWA, significantly more LLJs are observed during the summer
months. Jet speeds range from 6? to 10% and jet heights range from 140m to 260m [27]. Note thatthese

are results for the Cabauw meteorological mast which is located onshore. For offshore calculations these
numbers might differ. The problem of a low level jet is the fact that it makes it harder to quantify stability
according to the parameters described in section 2.2. This is because a low level jet wind profile does not
follow the logarithmic of power law vertical wind profile. Richardson numbers and corresponding Obukhov
lengths or shear exponents calculated during the occurrence of a LLJ will not be valid. Usually under sta-
ble atmospheric conditions, the turbulence intensity decreases which has a positive effect on the loads
experienced by awind turbine. But during a LLJ event, significant shear is observed above and below the
LLJ height, increasing wind turbine loading. It is therefore important to treat low level jets as a separate
class due to their significance for wind energy, because they can occur around hub height. This can have
severe consequences for the energy yield and fatigue calculations.

2.4. Energy yield

This section will provide an overview of some of the theory used during the energy yield calculations.
Subsection 2.4.1 will discuss the density correction for wind speed, while a correction for wind shear will
be discussed in subsection 2.4.2. Finally, an overview of the theory regarding the turbulence intensity
correction is given in subsection 2.4.3.
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2.4.1. Density correction

The wind speed should be corrected for air density according to equation 2.15. In the equation, U, om is
the normalised wind speed, U is the wind speed according to the data and p is the density according to the

data. The parameter p, is the reference density of 1.225 % [28].

) 1/3
Unorm =U'<_) (2.15)
Po

2.4.2. Wind shear correction

There are several possibilities to correct the power curve for wind shear. Equation 2.16 describes vertical
averaging of the horizontal wind speed while equation 2.17 describes the procedure to average the wind
speed overtherotor plane. Both methods assume the vertical wind profile follows the power law with shear
exponent « [28].

1 H+D/2 1 3 a+1 1 a+1
Uavevert zﬁfH b2 U(Z)dz=U(H)'a—+1'<(E> _<E> ) (2.16)
1 H+D/2 2 1 1 a
Vo =7 | vraa=van- . [ VI (3] @y (2.17)
- -1

Another option, if a sufficient number of measurements is available, is to use the rotor equivalent wind
speed. The formula to calculate rotor equivalent wind speed is given by equation 2.18. Itis based on the
principle that the rotor swept area is vertically divided into sections. Each section has its own area and
wind speed. The rotor equivalent wind speed is then the wind speed at hub height normalised according
to energy flux [29].

(2.18)

2.4.3. Turbulence intensity correction

Equation 2.19 shows the wind speed correction for turbulence intensity, where TI = %” [28]. This ex-

pression is obtained from the cubical dependence of power on wind speed. This expression is verified in
appendix B using FAST simulations.

1/3

oy \?
Ucorr = Unorm * 1+3'<7) (2.19)

2.5. Fatigue

Another important aspect to consider in any wind turbine project besides energy yield is fatigue. Since a
turbine is arotating machine operating for 20 years ormore, a very high amount ofload cycles will be experi-
encedduringitslifetime. Windturbines generally experiencelowcyclefatigue, meaningaveryhighnumber
of cycles with a relatively low stress amplitude will occur. The main focus point for wind turbine fatigue is
the blades, as they are designed to be as low weight as possible while being a rotating component [30].
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2.5.1. Rainflow counting and Miner’s rule

The basics of fatigue analysis are rainflow counting and Miner’s rule. Usually when assessing fatigue, the
input is a series of stresses in time. Figure 2.15 represents how rainflow counting is applied to a larger
series of stress values. The algorithm to take out small amplitude cycles is repeated until no more cycles
can be removed. That leaves the residue stress spectrum. These are the main load cycles that will be
used in the fatigue analysis.

(a)

5 small cycles counted

3 cycles counted

2 cycles counted

(d)

residue

Figure 2.15: Rainflow counting applied to a larger series of stress values [31]

Whentheseload cycles are obtained, the fatigue damage of eachload cycle is summedin orderto obtain
the total fatigue damage. There are several ways to do this, but the most commonly used method is the
application of Miner’s rule given by D = Z% Here, D is the total fatigue damage, n; is the number of cycles

experienced by the specimen at a certain stress amplitude and N; is the number of cycles to failure of the
specimen at that stress amplitude.

Like all methods, Miner’s rule has its limitations. This rule assumes that partial damage accumulated
due to aload cycle with a certain amplitude can be linearly added to the partial damage due to aload cycle
with a different amplitude. This is not entirely correct as the partial damage is determined based on tests
on a specimen under the application of a constant amplitude load cycle.

Consider figure 2.16, where a variable amplitude load spectrum is shown. The specimen experiences
load cycles until failure, where the first half of the cycles has a larger amplitude than the second half. Ac-

cording to Miner’s rule, % + Z—Z =1is true for this case, as the sum of the partial fatigue damages should
1 2
equal one in case of failure.
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Figure 2.16: Variable amplitude load spectrum [31]

If now S, is considered to be below the fatigue limit, the material should never fail according to Miner’s
rule due to the fact that z—z = % = 0. In reality this proves to be inaccurate because the value of N, = o

comes from constant amélitude testing and is based on the fact that a crack cannot be initiated below the
fatigue limit. However, a crack may have already initiated under the loading amplitude of S, , meaning the
crack canstillgrow underthe loading amplitude of S, , butno new cracks will be initiated. This crack growth
during the second half of the cycles when a load amplitude below the fatigue limit is applied is completely
neglected in Miner’s rule, which is why this rule underestimates the fatigue damage in case of variable
amplitude loading. This means that the material will fail at D < 1 as calculated by Miner’s rule [31].

Another limitation to consider for the application of Miner’s rule is the effect of notch root plasticity. Con-
sider again figure 2.16 but in this case, S, is below the ultimate strength but above the yield strength of
the material and S, is below the yield strength but above the fatigue limit of the material. In this case, a
load above the yield strength is applied first, meaning there will be plastic deformation of the material. A
consequence of this is the presence of plasticity during the application of smaller amplitude load cycles,
also referred to as notch root plasticity. This plasticity will improve the fatigue response of the material,
meaning the material will fail at D > 1 as calculated by Miner’s rule. If the spectrum were reversed, mean-
ing smaller amplitude load cycles are applied first and large amplitude load cycles are applied after that,
Miner’s rule would be correct since this plasticity is not present during the smallamplitude load cycles. Fig-
ure 2.17 shows the error that Miner’s rule makes when applied to differentload spectra. Itis clearthatwhen
a small amplitude load is preceded by a large amplitude load, the material will fail later than expected due
to notch root plasticity. When the spectrum is reversed, the material fails sooner than expected. When the
specimenis notched, these differences can become very large. This shows how importantitis to critically
analyse the load spectrum to which Miner’s rule is applied before drawing conclusions on the fatigue life
ofthe material [31].
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Figure 2.17: Error of Miner’s rule for different load spectra [31]

2.5.2. S-N curve

A commonly used tool in fatigue analysis is the S-N curve. These curves are generated through specimen
testing. During these tests, a constant amplitude load cycle is applied to the specimen and the number of
cycles until failure is recorded. It takes a lot of specimen to be tested at a large number of different ampli-
tude load cycles to generate areliable S-N curve. For metals, the database is quite extensive. Composite
specimen have not been as thoroughly tested as metals although relatively large databases such as the
DOE/MSU database exist. Additionally, composite materials have more design parameters than metals
like fibre content, fibre orientation, layer thickness and type of resin used. This makes it more difficult to
provide S-N curves as a change in one of these parameters can change the fatigue life of the material.
An example of a composite S-N curve is shown in figure 2.18 while an example of a metal S-N curve can
be seenin figure 2.19, both of these curves have a log-log scale. Note that steel has a fatigue limit so the
stress amplitude will never drop completely to zero. The fatigue limit is the stress amplitude below which
no fatigue failure will occur. Equation 2.20 gives the S-N curve in the form of an equation. Here, o is the

stress amplitude, N is the number of cycles until failure and —% represents the slope of the curve [30].

(2.20)
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Figure 2.18: S-N curve of the composite blade material
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Figure 2.19: S-N curve of the tower material
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2.5.3. Goodman diagram

A more accurate tool for fatigue assessment and mostly used in design projects is the Goodman diagram.
An example of a typical Goodman diagram is shown in figure 2.20. The vertical axis plots the ratio of stress
amplitude to ultimate stress, while the horizontal axis contains the effect of mean stress. Constant life
arcs are shown in the figure to easily analyse the effect of parameter changes on fatigue life. Constant
R ratio lines are plotted as well, where R = Z’"i meaning the minimum stress to maximum stress ratio.

In fully reverse bending, R = —1 and the megﬁxstress is zero. It can be seen in the figure that the effect
of mean stress can have a significant impact on the fatigue life. This is why a Goodman diagram is more
accurate than an S-N curve. Butin order to obtain such a diagram, a considerate amount of specimen
testingis needed. The reason for this is thata Goodman diagram is essentially a graphical representation
of a family of S-N curves for different mean stresses. The Goodman fitis given by equation 2.21. Here, g,
represents the alternating stress, o, is the mean stress, g, is the equivalent zero-mean alternating stress
and ag,,;; is the ultimate stress which can be replaced by the yield stress depending on the nature and goals
oftheanalysis. The constantcisusually takentobe equalto 1, butcanbe changed dependingonthefit[30].
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Figure 2.20: Example of a Goodman diagram [30]
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2.5.4. |[EC standards

Table 2.3 shows the basic parameters foreach IEC wind turbine class. There are nine classes, where each
class consists of a number between I-Ill corresponding to the wind speed at hub height, and a letter from
A-C corresponding to the turbulence intensity atawind speed of 15 % . The parameter U, isthe reference

wind speed equal to Uy, = 50, where U is the average 10-minute wind speed at hub height[32].

Table 2.3: IEC wind turbine class basic parameters

| Wind turbine class [ I [ I [ o |
Ure (m/s) | 50 | 42,5 | 37,5
A It (—) | 0.16

B It (=) | 0.14
C It (=) | 0.12
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For fatigue calculations, the most important model to consider is the Normal Turbulence Model (NTM).
For this model, equation 2.22 gives the standard deviation of the wind speed, corresponding to the 90%

quantile for the given wind speed at hub height. The turbulence intensity is then given by TI = —” . Values

of I,y are provided in table 2.3. Figure 2.21 shows the turbulence intensity vs wind speed at hub height
for the different IEC classes [32].

oy =1t (0,75Ug +const); const=5,6m/s (2.22)
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Figure 2.21: Turbulence intensity vs wind speed for IEC classes [32]

For fatigue calculations, several load cases have to be assessed. These load cases include a NTM
analysis in power production with and without the occurrence of a fault, a NWP during start and normal
shutdownandaNTMforparked conditions. The NWPisthe Normal Wind Profile modeland uses the power
law approximation to approximate the average wind speed where the exponentis assumed to be a =0.2.

According to IEC standards, two partial safety factors have to be applied to fatigue calculations. The
first partial safety factor relates to the accuracy of the S-N curve data of fibre composites. A safety factor of
1.2 is applied to account for uncertainties in this area. The second safety factor is about the consequence
of failure. For class 2 components like wind turbine blades, this safety factoris 1.15 [32].

2.6. FAST

FAST (Fatigue, Aerodynamics, Structures and Turbulence) is a model developed by NREL. Itis an engi-
neering tool that can simulate a horizontal axis wind turbine with either two or three blades [33]. Figure
2.22 gives an overview of all of the solvers that are coupled to the FAST driver. Note that this discussion
relates to version 8 of FAST, this is the last version of the software before its transition to OpenFAST. All of
these coupled solvers allow for an extensive wind turbine simulation. The interactions between different
modules of the tool is shown in figure 2.23. External conditions are specified using InflowWind. These
conditions are then fed into the aerodynamic solver AeroDyn. The aerodynamic solver interacts with the
structural solver ElastoDyn in order to iterate structural and aerodynamic solutions. The structural solver
requires input from and interaction with ServoDyn, which is responsible for the wind turbine control spec-
ifications and the drive train dynamics. These results can then be expanded to the foundation of the wind
turbine using SubDyn, which performs calculations on either the part of the tower thatis below the water or
the floating structure. For this, SubDyn requires inputs from and interaction with both the structural solver
forthe tower and the external conditions solver for waves and currents which is called HydroDyn. Usingall
of these interactions and assuming all inputs are properly specified, a wind turbine can be simulated [34].

This means that the software takes as input the external conditions and the specifications of a turbine.
Turbine specifications include control strategy, power curve, blade and tower dimensions, generator spec-
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ifications etc. Simulations canthen be performed forfatigue, extreme loading and energy yield to generate

the desired results.
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Figure 2.22: Overview of the structure of FAST [34]
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Description of the dataset

In this chapter, a brief description of the dataset will be provided. This data will be analysed in the following
chapters of the report. Section 3.1 will describe the DOWA dataset while section 3.2 will discuss the site
measurement data that will be used for the validation procedure.

3.1. DOWA

The DOWA simulation outputs are stored in the KNMI data platform ! and can be downloaded from the
data catalogue directly or through a script. The data is stored in NetCDF format and can be opened using
MATLAB. Datais stored both in the form of daily 3D files and in 10 year time series. In the daily 3D files, the
data of all grid points for one day can be downloaded as a single file, the temporal resolution is one hour. In
the 10-year time series, the same data can be downloaded but organised per grid point. This means that
every file contains the full 10-year time series of a single grid point. Both types of formats contain exactly
the same data, but depending on how the data is used, a different format could be more convenient. For
the purpose of this research, the 10-year time series files seem to be the most convenient. In order to
download allfiles in this dataset, example scripts in Python for bulk dataset downloads are provided on the
KNMI data platform under the ’developer portal’ tab.

There are 217x234 grid points in the DOWA, meaning the 10-year time series dataset contains 50.778
files with a size of 53M B each. This is around 2.6 terrabytes of data. Note that this is the temporary space
needed to store the files. The relevant parameters are humidity, pressure, temperature, wind speed and
wind direction. When these five parameters are extracted in MATLAB and converted into .mat files, the
size of the datais reduced to 1.13TB.

Uponopening the netCDF file containing the fulltime series ofa single grid point, some things can already
be noted. First of all the general attributes are listed in the description. It states the version of HARMONIE
that is used to generate this data, which is harmonie-40h1.2.tg2. ERA5 is the driving model and the cre-
ation date of this dataset is September 11, 2018. Secondly, the dimensions of the variables are stated.
Forthis format, the xand y dimensions are both 1 as it contains data for a single grid point only. The height
dimensionis 17, which is the number of heights for which data is available. These heights are 10, 20, 40,
60, 80, 100, 120, 140, 150, 160, 180, 200, 220, 250, 300, 500 and 600m. There is also a time vector which
contains 87673 values. This corresponds to the amount of hours in the period starting on 01/01/2008 at
00:00h with as final value 01/01/2018 at 00:00h. There were 3 leap years during this period, meaning the
amount of hours is as calculated in equation 3.1.

(7-365+3-366)-24+1=87673 (3.1)

Finally, the variables in the file are of importance. The first variable to be verified is the time variable. As

"https://dataplatform.knmi.nl/catalog/index.html
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calculated above, it contains 87673 values with as unit the amount of days since the start of the dataset.
The x and y variables contain just 1 value each with the projected x and y coordinate, respectively. The
units ofthesevariables are metres. The nextvariablesare’lon’and’lat’, these arethelongitude and latitude
in degrees east and degrees north, respectively. These variables also contain just one value each. The
nextvariable of interestis the height. As mentioned earlier, it contains 17 values expressed in a number of
metres above mean sealevel. The variables 'wdir’ and 'wspeed’ are also part of the dataset, representing
wind direction and wind speed, respectively. They each have dimensions of 1x1x17x87673, meaning
there is a value for every height for every hour. Wind direction is expressed in degrees and the unit of

wind speed is % There are three more variables to be discussed: 'ta’, ’p’ and 'hur’. They have the same

dimensions as wind speed and wind direction and represent the air temperature, pressure and relative
humidity, respectively. Keep in mind that these last three variables have not been validated yet.

In addition to the data described above, the DOWA also provides data for three offshore wind farm lo-
cations. The same parameters are included as for the full domain with as extra parameter the standard
deviationofthe wind speed. Furthermore, the values provided forthe wind farmlocations have a 10-minute
temporal resolution instead of the one hour resolution in the rest of the domain. The data for the wind farm
locations is provided both for the presence of the wind farm and for free-stream conditions. The Borssele
wind farm contains data for the years 2015, 2016 and 2017, the Hollandse Kust Noord wind farm location
contains dataforthe years 2009, 2010 and 2017 and Hollandse Kust Zuid contains data for the years 2016,
2017 and 2018, where the year 2018 only has data up to and including July 30. Some days are missing
in the datasets, which is extensively described in the report describing and validating the GRASP model
used to perform the LES at these locations [35].

3.2. Measurements

On the Wind @ Sea website 2 by TNO, data can be requested for the following meteorological stations:

* Lichteiland Goeree (LEG)

 Europlatform (EPL)

+ K13A

» Meteomast IJmuiden (MMIJ)

+ Offshore wind park Egmond aan Zee (OWEZ)
» Borssele wind farm zone (also in DOWA)

» Hollandse Kust Zuid (HKZ, also in DOWA)

The locations and types of these measurement stations are visualised in figure 3.1.

2https://www.windopzee.net/
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The first measurement location to be analysed is the Borssele wind farm zone. Measurements have
been performed for this zone in two different locations. The firstlocation is ’lot 1’ with coordinates
51°42.41388’N,3°2.07708’E and the second location is 'lot 2’ with coordinates 51°38.778’N,2°57.0846’E
[37][38]. Forlot 1, the location with the longest period of available data, monthly data is publicly available
for the period of 11 June 2015 until 18 July 2016. In this period, there is no data for: 15 September 2015
- 11 November 2015 and 15 December 2015 - 11 February 2016. This means that some data is missing,
which has to be taken into account when analysing the data because some seasonal fluctuations may not
be captured. Note that for lot 1, measurements were performed up to and including February 2017, but
this data is not publicly available.

Measurements are performed using the Seawatch Wind LiDAR buoy, equipped with a variety of instru-
ments to measure wind and wave parameters. The parameters that are of interest for this project are wind
speed, wind direction, air pressure, humidity and temperature. Wind speed and direction are measured
with a LiDAR for the following heights: 30m, 40m, 60m, 80m, 100m, 120m, 140m, 160m, 180m and 200m
withasamplinginterval of approximately 17.4s. Airpressure, humidity and temperature are only measured
at the location of the buoy. This means it will be impossible to perform calculations regarding Obukhov
length and temperature profile for stability estimations.

The measurements atthe HKZwind farmzone are obtained using two buoys located approximately 2km
away from each other. The choice of buoy measurements to be used for the DOWA validation is therefore
irrelevant of location since the DOWA spatial resolutionis 2.5km by 2.5km. The buoys and corresponding
measurement parameters and heights are identical to the buoy deployed at the Borssele wind farm. Mea-
surements are publicly available for the period of June 2016 up to and including May 2017. There are no
missing months in this dataset, but some availability issues were encountered that need to be filtered out
before starting the calculations [39].

The Meteomast IUmuiden (MMIJ) will be used for stability validation because its output contains pres-
sure, humidity and temperature data at heights of 27m and 90m. Additionally, the output data contains
wind speed and wind direction at heights of 27m, 58m and 90m with a temporal resolution of 0.25s. Data
is available through the Wind @ Sea website for the full year of 2015.






Method

Based on the theory discussed in chapter 2 and the dataset presented in chapter 3, some methods can be
described to perform the required analyses in orderto meet the projectgoals. The methods to estimate the
parameters relevant for atmospheric stability classification can be found in section 4.1. The energy yield
and fatigue calculation methods will then be discussed in section 4.2 and section 4.3, respectively.

4.1. Atmospheric stability

Atmospheric stability can be quantified and classified using different parameters, this was already de-
scribed in section 2.2. The method to calculate most of these parameters based on the available data will
be described in this section. The method used to find low level jets and estimate the wind shear exponent,
Obukhov length and temperature profile are described in subsection 4.1.1, subsection 4.1.2, subsection
4.1.3 and subsection 4.1.4, respectively. The turbulence intensity will then be discussed in subsection
4.1.5.

4.1.1. Low level jets

Tofind low level jets, some conditions have to be fulfilled depending on the purpose of the study. The input
forthe procedure are the wind speed values of the DOWA for all heights except 10, 500 and 600m as these
are notrelevantforthe purpose of this research. Ifthe low level jet would be above 300m, the wind turbines
under consideration in this report would simply see a logarithmic wind profile. It was decided to discard the
height of 10m due to concerns about the accuracy of the data as was already established by the DOWA
validation report[11], while starting the analysis at a height of 20m is still considered sufficient as this is
below the rotor swept area of both reference turbines. The procedure to find instances containing a low
level jetis as follows:

1. Find each instant with a maximum wind speed that occurs below 300m

2. For each of these instances, find the absolute and relative difference between this maximum wind
speed and the minimum wind below and above the height of the maximum wind speed

3. Ifthe absolute difference is larger than 0.5? and the relative difference is larger than 5%, the instant

is marked as a LLJ event. Note that these differences must apply both below and above the height
of the maximum wind speed as indicated in figure 4.1

Note that in literature, usually a threshold of 2% is chosen[40]. The threshold values chosen here for

the absolute and relative difference are based on an iterative approach using visual inspection of the ver-
tical wind profile. This means that during the atmospheric stability analysis, it was found that a significant
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number of wind speed profiles that were not marked as a LLJ was discarded due to the fact that they did
not follow the power law profile. Upon visual inspection, it was seen that most of these discarded profiles
resemble a low level jet, meaning the criteria for LLJ identification had to be iterated. An example of such
adiscarded shear exponent wind speed profile that should have been identified as a low level jetis shown
in figure A.3 in appendix A.

Wind speed profile of low level jet
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Figure 4.1: Low level jet identification criteria. Absolute and relative difference have
to be larger than 0.5? and 5%, respectively. This applies both above and below the maximum wind speed height.

4.1.2. Wind shear exponent

The wind shear exponent is calculated using a power law fit. The only input it needs is the wind speed
at two heights. The wind shear exponent is obtained using equation 2.4. Two wind shear exponents are
calculated for each hour of simulation data, where each exponentis tuned to one of the reference turbines.
Both shear exponents are calculated with the height of 20m as lowest value. The second heightis chosen
to be 100m for the first reference turbine and 150m for the second. This gives two power law fits for the
same vertical wind profile.

The next thing to do is divide the wind shear exponents into stability classes according to figure 2.13. A
problemwith thisapproachisthatitincludesthe instances where the vertical wind profile does notfollow the
powerlawduetoforexamplelowleveljets, whichiswhythelowleveljetsfound previously areremovedfrom
the data. The powerlaw is plotted according to equation 2.3, where z is chosen to be 150m for the 15MW
turbineand 100mforthe 5SMW turbine. Thisdataisthenplottedand comparedtothe DOWA simulationdata.
Foreach wind turbine, the relevant heights, meaning the heights in the rotor swept area, are used to calcu-
late the error of the power law fit compared to the DOWA data. The absolute value ofthis errorisusedto cal-
culate the error ofthe power lawfit, expressed in percentages relative to the wind speed at height z, , where
the erroris 0. Thisis why zz was chosen around hub height. Ifthe average ofthe absolute value of the rela-
tive errorexceeds 5%, thefitis marked asinvalid. Note thatdue to the usage ofthe absolute value, the error
of 5% s an overestimationin all cases. Thisis because in most cases, the error below z is opposite in sign
tothe errorabove z,, meaning the errors atleast partially cancel each otheroutwith respectto energy yield.

This leaves a list of hours at which the vertical wind profile does not follow the power law, while these
hours were not identified as a low level jet. These are also taken out of the stability classes to get a more
accurate representation of the stability.

Additionally, a stability histogram will be computed for four offshore locations visualising the occurrence
of a certain stability class for each wind speed. These locations are the three offshore wind farm locations
available in the DOWA and the MMIJ met mast.
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4.1.3. Obukhov length

The Obukhov lengthis estimated using the gradient Richardson number as explained in subsection 2.2.2.
Where the wind shear exponent only needs wind speed as input, the Richardson number estimation re-
quires both virtual potential temperature and wind speed. The virtual potential temperature is calculated
usingtemperature, pressure and humidity as showninequation2.12. The mixingratiointhisequationisthe
product of the saturation mixing ratio and the relative humidity. The saturation mixing ratio is a function of
temperature thatcanbelooked upinliterature while the relative humidity is adirectoutputofthe DOWA. The
purpose of virtual potential temperature is to correct the temperature for pressure and humidity variations.

This virtual potential temperature can be used together with the wind speed to calculate the gradient
Richardson number given by equation 2.9. Like for the wind shear exponent, two Richardson numbers
are calculated, each corresponding to a reference turbine. The heights are chosen based on the validity
height of the Richardson number. The Richardson number is valid for height z’ = % [25]. Forthe SMW
reference turbine, the chosenheights are 60 and 140m, while forthe 15MW turbine théy are100and220m.
The heights at which the Richardson numbers are valid are then 94 and 152m, respectively. Itis assumed

the Richardson numbers are valid at the hub heights of 90 and 150m.

Based on the Richardson number, the Obukhov length is calculated following equation 2.13. Based on
the value of L, each vertical wind profile is assigned to a stability class based on figure 2.14. An additional
analysis is performed to obtain the stability histogram for the four offshore locations previously described
in the shear exponent method.

4.1.4. Temperature profile

Determining stability through the temperature profile requires temperature data for different heights. All
available DOWA heights are used in this approach except 10, 500 and 600m, leaving 14 heights to be anal-
ysed. Theinputforthis calculation is the potential temperature, whichis calculated using the same method
as in subsection 4.1.3. The first step is to calculate the temperature difference between two subsequent
heights. This gives 13 valuesforeach temperature profile. The height difference between two subsequent
heights is not constant, this is why the temperature difference between two heights is normalised with the
height difference giving a temperature difference per meter.

If the temperature difference is larger than 0%, a score of 1is assigned. If the temperature difference is

lower than 0%, ascore of -1 is assigned. In case the temperature difference is equal to O%, ascoreof Ois
assigned.

The stability based on temperature profile is assessed separately for both reference turbines. This
means that only the values corresponding to heights within the rotor swept area are used. For the 5SMW
rotor, this leaves 6 temperature difference values per hourly temperature profile while for the 15MW rotor,
11 values are left. Atemperature profile for the 5SMW reference turbine is considered stable when the sum
of the 6 scores is at least 2, while for the 15MW turbine the sum of 11 scores should be at least 5. This
means that at most 2 out of 6 values show a negative temperature difference for the 5SMW turbine and at
most 3 out of 11 values show a negative temperature difference for the 15MW turbine. The temperature
profile is unstable when the sum of the scores is no larger than -2 and -5 for the 5SMW and 15MW wind
turbines, respectively. A temperature profile is classified as neutral in all other cases, meaning no values
are discarded in the temperature profile stability analysis.

4.1.5. Turbulence intensity

The turbulence intensity is calculated using equation 2.14. Unfortunately, this requires as input the stan-
dard deviation of the wind speed which is only available for locations around three offshore wind farms.
Two locations around the Borssele wind farm, two locations around the Hollandse Kust Zuid wind farm and
three locations around the Hollandse Kust Noord wind farm. The turbulence intensity can be calculated for
each 10-minute interval. The results of these seven locations are analysed in order to see the variability of
turbulence intensity between two wind farms and within a wind farm. Note that the DOWA provides data
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both for free stream conditions and for operating wind farm conditions. The calculations described above
use the free stream data as input because the results are intended to be extrapolated to areas where no
wind farmis present.

The turbulence intensity of these wind farm locations is analysed per wind speed. To do this, the 10-
minute wind speed mean and standard deviation ofthe three wind farms are used. The turbulence intensity
foreach 10-minute intervalis calculated and sorted per wind speedinterval. Then, the average turbulence
intensity for a certain wind farm at a certain wind speed is calculated as well the standard deviation. This
allows for a comparison of turbulence intensity versus wind speed of three wind farm locations while the
standard deviation gives an estimate of the accuracy of these turbulence intensity values.

4.2. Energy yield

The method used to calculate the annual energy yield of awind turbine is shown in the form of aflowchartin
figure 4.2. The general idea of this flowchart will be described first, while a more detailed description of the
individual components will follow below the figure. First, the wind speeds are corrected for a deviation from
the standard atmospheric density of 1.225 %. This process takes as inputs the wind speed, pressure and
temperature. The output of the density correction is Uy, ,,-,,- These wind speeds then have to be corrected
forwind shear. The output of the shear correction is the rotor equivalent wind speed U,,. This wind speed
is then corrected for turbulence intensity. The output of the Tl correctionis U.,,.-. These wind speeds are
then used to fit a Weibull curve. In order to do this, the wind direction is also required as input. The output
of this process is the Weibull curve, which is used in combination with the power curve to calculate the
power output of the wind turbine for every time interval. This power output can then be used to calculate
the annual energy yield.

Wind direction

Shear Turbulence
u : X : i
norm correction Ueq |ntens!ty Ucomr Weibull fit
correction

Annual
Power .
energy ) Weibull curve
) calculation
yield

Power curve
Figure 4.2: Method used to calculate the annual energy yield of a wind turbine
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Insubsection4.2.1, the density correction will be discussed in more detail. The section will continue with
a description of the shear and turbulence intensity corrections in subsection 4.2.2 and subsection 4.2.3,
respectively. The Weibull fit will be discussed in subsection 4.2.4 and the section will conclude with the
energy yield calculation in subsection 4.2.5.

4.2.1. Density correction

The air density correction is applied according to equation 2.15, where U is the wind speed taken from the
DOWA output, p = 1.225% and p is calculated according to the ideal gas law given by equation4.1. Here,
pisthe air pressure, T is the temperature in Kelvinand R; = 287.058kgLK is the specific gas constant of dry

air. Note thatinreality and especially forthe offshore locations in the DOWA, the airis notdry. Butevenfora
very high relative humidity, the assumption of using dry air does notinfluence the results to alarge extent '

"When considering an extreme case of e.g. a temperature of 30°C, the air can hold up to 4% water vapor. Assuming the air is

fully saturated, the specific gas constant becomes R =0.96-R;+0.04:R,, =0.96-287+0.04-461 = 294kgLK. This will change the
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pP=5— 4.1)

4.2.2. Shear correction

Correcting the wind speed for wind shear is important, especially for offshore locations since significant
wind shear due to stability effects can occur. Problems in the estimation of stability have already been
describedin section4.1. This is why itis chosen to use rotor equivalent wind speed as a measure for wind
shear for the energy yield calculations. This is a convenient method due to the data being available at a
relativelylarge numberofheights. Figure 4.3 showsthe sections usedto calculate the rotorequivalentwind
speed of the NREL 5MW rotor. These sections correspond to data at heights of 40, 60, 80, 100, 120, and
140m. The sections forthe IEA 15MW rotor are showninfigure 4.4. These correspond to data at heights of
40,60,80,100,120,140,150,160,180,200,220and 250m. Note thatnotall ofthese heights correspondto
the middle ofasection, butitisassumedthatthewind speedforaheightinasection correspondstothewind
speedforthe entire section. Therotor equivalentwind speedis then calculated accordingtoequation2.18.
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4.2.3. Turbulence intensity correction

The nextwind speed correction to consider is the turbulence intensity correction. The turbulence intensity
is calculated using equation 2.14. This means that both wind speed mean and standard deviation values
havetobeavailable. Thisisonlythe caseinthe DOWAforthe areaaroundthree offshore wind farms. ltwas
found that the turbulence intensities for the three wind farm locations are very similar. Itis then assumed
that this turbulence intensity applies to all locations in the simulated domain, meaning all locations have
the same turbulence intensity corresponding to the value found at the wind farm locations.

4.2.4. Weibull fit

With the wind speed now corrected for density, wind shear and turbulence intensity, the next step is to
fit a Weibull curve. This is done according to the European wind atlas model. The European wind atlas
model focuses its Weibull fit on the most important aspects of wind energy. In order to do this, there are
two requirements to fulfill.

1. The total wind energy of the fitted Weibull distribution should be equal to the total wind energy in the

density of air by 2.4%. Note again that this is an extreme case and in reality, the differences will be much smaller.
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data

2. Theaverage wind speed should be calculated fromthe data. The amountofwind speed occurrences
above this average wind speed should be equal for the Weibull fit and the data.

The available wind power density is proportional to the cube of the wind speed (third moment) given
by equation 4.2, the mean wind speed (first moment) is calculated using equation 4.3 [41]. The second
condition states that the amount of wind speed occurrences below the average wind speed of the data, Fy,
should be equal tothe frequency of occurrence of the cumulative Weibull distribution forthatsame average
value, thisis stated in equation 4.4. In this equation, the scale parameter a can be substituted using equa-
tion 4.2, which gives equation 4.5. This equation only has one unknown, the shape parameter k, which
can be solved by finding the roots of the equation. The scale parameter a can then be determined using
thefirst condition and equation 4.2, where the sum of the power densities of the Weibull distribution should
be equal to the sum of the power densities of the data. Again, there is only 1 unknown which can be solved
by a simple root-finding algorithm. Note that in the code, some safety should be builtin to ensure that the
code does not output non-numerical Weibull parameters due to an invalid initial guess in the root-finding
algorithm. This procedure is applied for every wind speed sector, which is why wind direction is needed as
an input. The wind speeds are divided into twelve sectors before the Weibull fitis performed. This means
that each sector will have a different Weibull curve.

<u3)=a3l"<1+%> (4.2)

U=(u)= aF( %) (4.3)

0=Fy+exp|— % l (4.4)

0=F[]+6Xp— % -1 (45)
<F(1+3/k))

4.2.5. Energy yield calculation

Once the Weibull curve for each sectoris known, it can be combined with the power curve in order to calcu-
late the power output and annual energy yield. The energy yield for a sector is calculated using equation
4.6. The total energy yield is then simply the sum of the energy yields of each sector. In the equation, T is
the number of hours, U,; is the cut-in wind speed, U,,, is the cut-out wind speed, P(U) is the power curve
and f(U) is the Weibull curve.

UCO

E(sector)=Tf PU)-f(U)dU (4.6)

Uci

4.3. Fatigue

The method used to calculate the lifetime fatigue damage of a wind turbine is visualised in figure 4.5. First,
simulations are run in FAST, where bending moments at the blade root and tower base are calculated.
These moments are then converted into stresses in order to apply rainflow counting to obtain a stress his-
togram. This histogram can be used to determine the hourly damage fraction whichin turnis used to calcu-
late the total fatigue damage. A more detailed explanation of the method will be provided below the figure.
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Figure 4.5: Method used to calculate the lifetime fatigue damage of a wind turbine

A detailed description of the FAST simulations is provided in subsection 4.3.1 while the stress calcula-
tion method is given in subsection 4.3.2. Subsection 4.3.3 and subsection 4.3.4 will discuss the rainflow
counting algorithms and damage fraction calculation, respectively. Finally, the fatigue damage calculation
method will be givenin subsection 4.3.5.

4.3.1. FAST simulations

As shown in figure 4.5, FAST is used to perform the wind turbine simulations. FAST can be used by ei-
ther running the raw code, or by creating a simulink interface in MATLAB since the software can be called
through an S-function block. Such a simulink model has already been created for version 8 of the FAST
software by the TU Delft Data-Driven Control department. This simulink integration, that comes with a
MATLAB GUI, is open-source and available through their GitHub repository 2. FASTTool 3 comes with
a ready to use input file for the NREL 5MW reference turbine, but the input file for the 15MW reference
turbine does not exist. This means that for this turbine, an input file still has to be written. All data needed
for this can be found in the files of the IEAWindTask37 Github repository #. This repository contains files
for this reference turbine, written for OpenFast.

Simulations are performed for both the 5MW and 15MW reference turbine. Simulations are run using
the Normal Turbulence Model (NTM) during power production mode. The NTM model takes as input the
wind speed and IEC class. IEC class 1C is chosen for the 5SMW turbine as a comparison value. The tur-
bulence classes as specified by IEC standards were found to be inadequate, since an analysis of three
wind farm locations showed turbulence intensities far below the IEC values. In order to account for this,
it is possible to manually input a turbulence intensity value in the TurbSim module of FAST rather than
choosingan IEC class [42]. Forthis reason, turbulence classes D and E were manually addedinthe FAST
code, corresponding to turbulence intensity levels at a hub height of 150m and 90m, respectively. A tur-
bulence intensity analysis was performed using the DOWA 10-minute data of three offshore wind farms.
It was found that the turbulence intensity at a wind speed of 15? corresponds to around 6% for the SMW

reference turbine hub height and around 5% for the 15MW reference turbine.

Itis important to note here that the TurbSim module in FAST uses the power law exponent approxima-
tion to estimate the shear over the rotor disk. This means stability effects are notincluded in the simulation
results. An additional simplification that was introduced during the simulations was the skewed-wake pa-
rameter in the AeroDyn module. This parameter affects the skewed-wake correction model used. During
the simulations for the 15MW turbine, an error occurred due to a calculated Mach number over the airfoil
being larger than 1. This is a bug in the AeroDyn code itself which is no longer present in the most recent

thtps://github.com/TUDelft—DataDrivenControl/FASTTool
3FASTTool was developed for and used in the TU Delft course ’AE4W09: Wind Turbine Design’
4nttps://github.com/IEAWindTask37/IEA-15-240-RWT
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version of the software. The FASTTool simulinkinterface however stilluses an older version of the module,
requiring the skewed-wake correction model to be switched to 'uncoupled’ in order to avoid the error. For
the 5SMW windturbine simulations, the error did notoccurand the Pitt-Peters correction model can be used.
The effects that this simplification has on the output are difficult to estimate, but the fact that it is present
should be keptin mind when analysing the results.

The FAST simulation is performed only for the wind speeds during power production. Due to FAST limi-
tations, the cut-in wind speed of 3 % is notsimulated. This means thatresults are obtained forwind speeds

of4—25% with a 1? interval.

Each simulation is run for 660 seconds, where the first 60 seconds are discarded to eliminate any ini-
tialisation error leaving 10 minutes of data. For each condition, the simulation is run for six different seeds
to eliminate most of the randomness effects. This means that one hour of simulation data is obtained for
each combination of wind speed and stability class °.

The relevant outputs of the simulation are the flapwise and edgewise bending moments of each blade
root as well as the tower fore-aft and tower side-side bending moment, corresponding to a total of eight
different output parameters.

4.3.2. Stress calculation

These bending moments M have to be converted into stresses in order to be used in the fatigue analysis.
Equation 4.7 is used to convert the moments to stresses. The two additional parameters needed for this
are the displacementofthe material with respectto the neutral axis y and the second areamomentofinertia
I. For both wind turbines, the blade roots and tower base are cylindrical, meaning y is simply the radius
of the cylinder and the moment of inertia can easily be computed if not available in the reference turbine
documentation.

o=— (4.7)

4.3.3. Rainflow counting

After obtaining the stresses, a rainflow counting algorithm is used to extract stress cycles from the data.
Two different rainflow counting functions are used in order to visualise the effect of the choice of rainflow
countingalgorithmonthefatigue results. Bothfunctionsare publiclyavailablein MATLAB. Thefirstfunction
was created by Adam Nieslony according to the ASTM standard &, while the second function is a simplified
rainflow counting algorithm created by Yu Gong 7. Without going into too much detail, the main difference
is that the first function takes into account half cycles while the second function does not do this. This leads
to the hypothesis that the fatigue damage using the second function will be an overestimation compared
to the results according to the ASTM standard since in many instances, the damage of a full cycle will be
assumed while in reality the material only experiences half of a load cycle. Note that the simple rainflow
counting algorithm outputs stress ranges, these should be converted to stress amplitude before using the
values in the remainder of the calculations.

When the stress cycles are obtained for each 10-minute period, these cycles can be converted into a
stress histogram. Furthermore, recall that six 10-minute periods are available for each case. The results
of these periods are summed in order to obtain the stress histogram of a one hour period. This is more
convenient since the DOWA wind speed outputs that will be used to assess the fatigue performance are
one hour averages.

50ne simulation of 660 seconds takes around 2 minutes to initialise and around 15 minutes to run making a total of 17 minutes
per 660 second simulation (simulation time step is 0.008s, to be specified in the controls tab under 'sampling time’). Note that six
of these simulations are run per wind speed using an HP ZBook Studio G3 laptop with a 2.60 GHz quad-core processor and 8GB
of RAM. Note that some time can be saved on the initialisation by inputting multiple wind speeds and seeds before running the
simulations.

6https://nl.mathworks.com/matlabcentral/fileexchanqe/3026—rainflow—counting—algorithm

7https://nl.mathworks.com/matlabcentral/fileexchanqe/38834—simple—rain—flow—counting—algorithm
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4.3.4. Damage fraction calculation

With the one hour stress histogram, the one hour damage fraction can be computed. This is done based
onthe S-N curve (also known as the Wohler curve) of the material. Itis difficultto find very detailed material
properties of the blades and tower used in the reference turbines. This does not necessarily have to be a
limitation since the goal of this research is to compare results, not to design a turbine. This means that the
comparisonis valid as long as the same material is used for each analysis. This is why the composite blade
material of both reference turbines is assumed to be SNL triax, with b = 10 according to GL standards and
Smax = 700MPa [43]. There are many different types of steel that can be used for the tower. One of the
most commonly used types of steel for wind turbine towers is S335, for which S,,;; =400 —-600MPa is a
good estimate [44]. This supports the validity of the tower properties specified in table 6 of the IEA task 37
systemdesignreport[45]. The S-N curve used forthe steel material in the tower is an approximation based
on the parameters given in this table and is shown in figure 2.19. There are two slopes in the S-N curve for
steel. The first slope is b = 3, which changes into b =5 at 5E6 cycles [46]. The fatigue limit of 36 MPa is
reached at 1E8 cycles. The figure indicates that the ultimate stress is located on the S-N curve at around
1E4 cycles, this is also something that is commonly seen for steel [47][48][49]. Note the assumption that
the composite blade does not have a fatigue limit, this means the fatigue results will be conservative. The
S-Ncurves forthe blade and the tower material are shown in figure 2.18 and figure 2.19, respectively. With
the S-N curve, the one hourfatigue damage for each stress cycle in the stress histogram can be computed.
This damage fraction is then multiplied by a safety factor of 1.38, composed of a material safety factor of
1.2 and consequence of failure safety factor of 1.15 as prescribed by IEC standards.

A very important note to make in this approach is the fact that S-N curves are used. These curves do
not include the effect of mean stress making the results unrealistic. A better approach would be to use
Goodman diagrams that include the effect of mean stress. Unfortunately, the fatigue documentation on
composite materials is limited, leaving the Goodman approach for future research.

4.3.5. Fatigue damage calculation

The damage fraction ofone hourata certainmeanwind speed is now computed. Inorderto convertthisinto
the lifetime fatigue damage, the Weibull distribution is used. The Weibull parameters were already com-
puted for each location during the energy yield calculations. Note that the Weibull parameters of the wind
speeds without stability corrections have to be used since these corrections apply specifically to energy
yield, not to fatigue. With this Weibull distribution, the probability of occurrence of a certain wind speed is
known. Thelifetime ofaturbineisassumedtobe 20years=175,320 hours=1,051,920 10-minuteintervals
under the assumption that five leap years are presentin every 20 year period. The amount of hours thata
certain wind speed occurs over a twenty year period is then: probability 175320 hours. For each wind
speed, the amount of hours is then multiplied with the hourly fatigue damage at that wind speed. When
the fatigue damage of all wind speeds is summed, the total fatigue damage over a twenty year lifespan is
known. Recall that this analysis only includes the fatigue damage accumulated during power production
and ignores the wind speed of 3 %

The calculations described above are performed for every location in the DOWA domain. Additionally,
the fatigue damage is calculated for three offshore locations for which the DOWA provides 10-minute data.
This allows for an analysis of the effect of hourly averaged wind speed values compared to 10-minute val-
ues. Forthe 10-minute values, the approach to calculate the fatigue damage is largely the same. Instead
of the hourly damage fraction for a certain mean wind speed, the 10-minute damage fraction is now used.

th
This is assumed to be § of the hourly damage fraction at the same mean wind speed. Additionally, the

number of damage fraction values to be summed over the lifetime of 20 years was 175,320 before. Forthe
10-minutevalues, 1,051,920 damage fractionvalues have tobeincludedinthe analysisforthelifetime ofthe
wind turbine. Afinal difference between the hourly and 10-minute fatigue analysis are the Weibull param-
eters used. Since 10-minute values are used, these parameters will differ slightly from the hourly values.

th
Itshould be noted that taking % ofthe damage fraction and multiplying the number of fractions used in the

analysis by 6 should not have any significantimplications on the results. This means that any differencein
fatigue damage between hourly and 10-minute values is caused by the difference in Weibull distribution.






Results & Discussion

Using the methods described in chapter 4, results are obtained. The results discussed in this chapter are
based on data for the full DOWA domain of the year 2017. Section 5.1 contains the results of the atmo-
spheric stability analysis. The results regarding energy yield are shown in section 5.2 and the results of
the fatigue analysis are provided in section 5.3.

5.1. Atmospheric stability

The stability results are obtained using the methods described in section 4.1. These results include the oc-
currence of low level jets, stability estimations based on Obukhov length, shearexponentand temperature
profile as well as stability histograms for several offshore locations. Finally, the turbulence intensity will be
analysed based on 10-minute wind speed mean and standard deviation values provided by the DOWA for
three offshore locations. Some example wind speed and temperature profiles of fits that were obtained
during the calculation of these results are shown in appendix A.

Figure 5.1 shows the occurrence of low level jets as percentage of the total number of hours in 2017.
This percentage varies significantly from 6% in the north of the domain to more than 15% at some loca-
tions along the British coastline. Figure 5.2 shows the same data expressed in absolute values, with the
maximum being 8760 hoursinthe year2017. These low level jetoccurrences should be keptin mind when
analysing the stability figures. Note that the coastlines are shown by a red line in the figure.
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Figure 5.1: Low level jet occurrences in percent Figure 5.2: Low level jet occurrences in absolute values

An analysis was also performed on the mean height and wind speed of these low level jets. Figure 5.3

39
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shows the mean low level jet heightin 2017 while figure 5.4 shows the standard deviation of these heights.
The coastlineisindicated by theredline. There arefourblue dots onthefigures as well, theserepresentthe
three offshore wind farms Borssele, HKZ and HKN from southwest to northeast along the Dutch coastline.
The IJmuiden meteorological mast is located further offshore. Low level jets are found at heights in the
range of 100 — 170 metres. For offshore locations near the coastline, low level jets occur at slightly lower
heights than for far offshore or onshore locations. The standard deviation of these heights is lowest for far
offshore locations.

Mean low level jet height in metres Low level jet height standard deviation in metres
180

o
a
o
3

170

160

o
B
o
B

150

140

13
@
3
@

130

o
()
o
)

120

lattitude [degrees N]
lattitude [degrees N]

110

3
a2
3
s

100

o
o
o
=3

0

longitude [degrees E] longitude [degrees E]

Figure 5.3: Mean low level jet heightin 2017 Figure 5.4: Low level jet height standard deviationin 2017

The wind speed of these low level jets was also analysed. Figure 5.5 shows the mean LLJ wind speed
while figure 5.6 shows the standard deviation of these wind speeds. As expected, the wind speeds are
larger for further offshore locations. The standard deviation is lowest onshore, while it is largest in the
offshore area between the Dutch and British coastline. Note that these standard deviations should be
interpreted together with the magnitude of the mean wind speed.
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Figure 5.5: Mean low level jet wind speed in 2017 Low level jet wind speed standard deviation in 2017

The DOWA project already included an analysis of low level jets at the MMIJ location. In the public final
report, it was found that low level jets occur at this location around 4% of the time while this is found the
be over 10% in figure 5.1[11]. Note thatin the DOWA report, four years were analysed and differentiden-
tification parameters were used. The LLJ analysis in the DOWA project uses identification parameters
based on previous publications [40]. In that publication, a low level jet is identified when the difference
between the minimum and the maximum wind speed is at least 2%, while a difference of only 0.5% is
used to generate the results shown in figure 5.1. In the paper used for the DOWA project, a sensitivity
analysis was also performed. It was found that when the threshold was decreased from 2? to 1.5?, the
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percentage of occurrence of low level jets at the MMIJ location increased from 4.6% to 6.9%. This makes
it plausible that a further threshold decrease to 0.5% would increase the percentage of occurrence to the
value of 12.3% that was found for the MMIJ location in this report. To verify this, the threshold value was
changed from 0.5? to 2% for the MMIJ location and the resulting LLJ occurrence was found to be 2%.

In the DOWA project, the mean wind speed of low level jets at MMIJ was found to be 9.28 = with a mean

height of 101.51m. This mean wind speed is very similar to what can be seen in figure 5.5 V\fhile the mean
height shown in figure 5.3 is significantly larger. Note that the DOWA study uses LiDAR measurements to
determine LLJ characteristics, potentially causing these discrepancies.

Tojustifytheuseofa0.5 % threshold, a vertical wind speed profileis showninfigure 5.7. Inthis profile, the

threshold value ofO.S% is barely met, butbased onvisualinspection this looks like the correctidentification

of alow level jet. A downside of this lower threshold is shown in figure 5.8, where a low level jet is falsely
identified. This should always be kept in mind when interpreting the results.
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Figure 5.7: Low level jet profile with 0.5? threshold Figure 5.8: Falsely identified low level jet profile

Figure 5.9 and figure 5.10 show the discarded values of wind shear exponent and Obukhov length, re-
spectively. The figures represent a height of 150m and the values are expressed as a percentage of the
total number of hours in 2017 without low level jets. Both approaches confirm that a larger percentage
of values is discarded onshore compared to offshore. Again, the coastlines are indicated by a red line.
The four blue dots again represent the three offshore wind farms Borssele, HKZ and HKN from southwest
to northeast along the Dutch coastline and the IJmuiden meteorological mast. The differences between
the shear exponent and the Obukhov length can arise both from the theory behind the models and the
parameters specified in section 4.1. The Obukhov length method discards a significantly larger amount of
values, this is because it discards all values of Ri > 0.2 as it is outside the validity of the equation used to
calculate the Obukhov length. The amount of values discarded for the same analyses for a height of 90m
are similar in pattern but slightly lower and can be found in appendix A. Note that no values are discarded
in the temperature profile approach, hence the results are not shown in a figure. The percentage of low
level jets in combination with the percentage of discarded values after subtraction of the low level jets is
important to keep in mind for the following analyses.
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Figure 5.9: Wind shear exponent, 150m, discarded Figure 5.10: Obukhov length, 150m, discarded
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Figure 5.11: Wind shear exponent, 150m, stable Figure 5.12: Obukhov length, 150m, stable
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Figure 5.13: Temperature profile, 150m, stable

Figure5.11,figure5.12andfigure 5.13 showpercentage of occurrence ofwind shearexponent, Obukhov
length and temperature profile under stable atmospheric conditions, respectively. All figures represent a
height of 150m and the values are expressed as the percentage of non-discarded values after subtraction
of the low level jets cases. Note that this is different for the temperature profile, since low level jet cases
are included in the analysis and no values are discarded. This means that the percentages of stable val-
ues, neutral values and unstable values of a certain parameter add up to 100% for all approaches. When
looking at the figures it is clear that for onshore locations, around 50 — 70% of the atmospheric conditions
are stable according to the wind shear exponent, Obukhov length and the temperature profile. Offshore,
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the three approaches do not confirm each other. The results of the temperature profile and the Obukhov
length are in the same range of 35—50%, but the shear exponent indicates almost no stable atmospheric
conditions for offshore locations.

Figure 5.14, figure 5.15 and figure 5.16 show the percentage of values classified as neutral by the wind
shear exponent, Obukhov length and temperature profile, respectively. The figures represent results at
a height of 150m and the values are expressed as percentage of non-discarded values and excluding
low level jets, except for the temperature profile approach. Looking at the figures, significant differences
between the approaches can be found. The wind shear exponent shows an interesting pattern offshore;
parallel to the Dutch coastline, the amount of neutral values first decreases with offshore distance only to
increase again when the distance to the coastline is increased further. This region of the lowest amount of
neutral values corresponds to the channel between the British and Dutch coastline when the wind is com-
ing from the southwest, the most dominant wind direction. The Obukhov length results do not show this
pattern. The Obukhov length shows a decrease in neutral values with increase in offshore distance. The
temperature profile results show a slightly lower amount of neutral values than the other two approaches.

Sofar, the stable and neutral values as well as the discarded values of each stability parameter at 150m
have been shown. The unstable values will not be shown here, as they are simply a combination of the
other results and are deemed redundant. For completeness, the results for unstable classification can be
found in appendix A.
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Figure 5.14: Wind shear exponent, 150m, neutral Figure 5.15: Obukhov length, 150m, neutral
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Figure 5.16: Temperature profile, 150m, neutral

A comparison between the discarded, stable, unstable and neutral values for the wind shear exponent
at 90m is made in figure 5.17, figure 5.18, figure 5.19 and figure 5.20, respectively. Note again that the
discarded values are expressed as a percentage of the total number of hours in 2017 excluding low level
jets, while the other three parameters are expressed as a percentage of the non-discarded values. Just
like forthe height of 150m, alarger amount of values is discarded onshore compared to offshore locations.
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According to the wind shear exponent at 90m, the number of stable values is larger onshore while the
opposite observation can be made for the unstable values. The pattern of neutral shear exponents looks
similar to the one at a height of 150m.
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Figure 5.17: Wind shear exponent, 90m, discarded Figure 5.18: Wind shear exponent, 90m, stable
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Figure 5.19: Wind shear exponent, 90m, unstable Figure 5.20: Wind shear exponent, 90m, neutral

Acomparison betweenthe stable, unstable and neutral values forthe temperature profile at 90mis made
in figure 5.21, figure 5.22 and figure 5.23, respectively. It is immediately clear that almost no values are
neutral. A reiteration of the criteria to classify temperature profiles into stability classes is recommended.
Thefigures of stable and neutral values are each othersinverse, asis to be expected considering no values
are discarded. Note that the results of the Obukhov length approach are not shown for the height of 90m
as discussion would be largely the same as for the height of 150m. For completeness, these results are
includedinappendix A. Forall stability results, percentages have been plotted in this section. The absolute
values of these results are presented in appendix A.
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Occurrence stable temperature profile for SMW turbine in 2017 in perc%%t Jccurrence unstable temperature profile for SMW turbine in 2017 in per1c0(~;0nt
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Figure 5.21: Temperature profile, 90m, stable Figure 5.22: Temperature profile, 90m, unstable
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Figure 5.23: Temperature profile, 90m, neutral

Figure 5.24, figure 5.25, figure 5.26 and figure 5.27 show the stability histograms based on the shear ex-
ponent for Borssele, HKZ, HKN and MMIJ, respectively. The results show that for increasing wind speed,
theamountoflowleveljets decreases and the amountofneutral valuesincreases. Inalllocations, unstable
atmospheric conditions are dominant fo every wind speed.
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Figure 5.26: Shear exponent stability histogram HKN  Figure 5.27: Shear exponent stability histogram MMIJ

Figure 5.28, figure 5.29, figure 5.30 and figure 5.31 show the stability histograms based on the Obukhov
length for Borssele, HKZ, HKN and MMIJ, respectively. These figures show that the amount of unstable
values significantly reduces with wind speed while the amount of low level jets stays more or less constant.
The trend of decreasing number of unstable values with increasing wind speed is also found in literature,
while the number of stable values is very low [24]. This may be caused by the factthat low level jets contain
mostly stable values or the fact that the classification parameters need some iteration.
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Figure 5.28: Obukhov length stability histogram Borssele
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Figure 5.29: Obukhov length stability histogram HKZ
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The histograms shown above apply to a height of 150m. Figure 5.32 and figure 5.33 show the stability
histograms for the Borssele wind farm location at a height of 90m using the shear exponent and Obukhov
length, respectively. This allows for a comparison of stability between different heights. The main differ-
ence can be found inthe Obukhov length comparison, where there is a significantly largeramount of stable
values.

These figures can also be compared to figure 5.34 and figure 5.35 showing the stability histogram using
10-minute values for the shear exponent and Obukhov length, respectively. For the Obukhov length ap-
proach, there is a significantly lower amount of low level jets at higher wind speeds. This cannot be seen
in the shear exponent histograms, where the 10-minute values indicate a lower amount of neutral values
compared to the hourly values. This lower amount of neutral values is mainly caused by anincrease in low
level jets for these wind speeds. Note that several histograms like the temperature profile values are not
shown, these can be found in appendix A.

When comparing these stability histograms to literature, significant differences can be found [22][24].
A very low amount of stable and very stable atmospheric conditions is identified. This could be caused by
the large amount of discarded values for the Obukhov length or differences in reference height between
the methods used in this report and the literature.
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Figure 5.34: Shear
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Figure 5.35: Obukhov
length stability histogram Borssele, 10-minute values

The turbulence intensity is plotted against wind speed in figure 5.36 and figure 5.37 for a height of 93m
and 148m, respectively. The standard deviation of the turbulence intensity for each wind speed is shown
in the graphs as well. The turbulence intensity values of the three wind farms are very similar. A possible
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explanation for this is the fact that they are located approximately at the same distance from the Dutch
coastline. However, it is most likely that these similarities are caused because the turbulence intensities
were prescribed values in the LES model used to generate this data. The reason for this is that the model
was developed to accountforadded turbulence due to the presence of wind turbines, meaning free stream
initial and boundary values were prescribed [35]. For the purpose of this report however, free stream data

was used, yielding only the prescribed Tl values. Ifthisis the case, itwill become clear during the validation
with site measurements in chapter 6.
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Figure 5.36: Turbulence intensity at 93m Figure 5.37: Turbulence intensity at 148m
5.2. Energy yield

In this section, the results regarding energy yield are shown for the 5MW and 15MW wind turbines ac-
cording to the method described in section 4.2. The figures cover the full DOWA domain and wind farms
Borssele, HKZ and HKN are shown by blue dots along the coastline from southwest to northeast, respec-

tively. The coastline is shown by a red line. A short verification of the turbulence intensity correction is
provided in appendix B.

Figure 5.38 and figure 5.39 compare the energy yield of the 5SMW reference turbine for the case with
and without stability corrections, respectively. Figure 5.40 and figure 5.41 do the same for the 15MW
reference turbine. When comparing the cases with and without stability correction, the differences seem
relatively small at first sight. When comparing the 5SMW to the 15MW turbine, the same patterns can be
seen, meaning the energy outputincreases with increasing offshore distance. Onshore, the energy yield
drops significantly as expected due to the large differences in mean wind speed. To give a sense of dis-
tance, figure 5.42 and figure 5.43 show the energy yield as a function of distance to the coastline. The
location of these figures is indicated by the black line in figure 5.38 and figure 5.40. Negative distance
values represent onshore locations and positive distance values represent offshore locations. Note that
this is just an approximation of the distance, the accuracy is limited due to the resolution of the coastline
coordinates and the orientation of the DOWA grid points.
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Figure 5.38:
NREL 5MW turbine energy yield with stability correction
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Figure 5.40:
IEA 15MW turbine energy yield with stability correction
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Figure 5.42:

5MW turbine energy yield vs distance to coastline
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Figure 5.39: NREL
5MW turbine energy yield without stability correction
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Figure 5.41: IEA
15MW turbine energy yield without stability correction
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Figure 5.43:

15MW turbine energy yield vs distance to coastline

Figure 5.44 shows the ratio of the energy yield of the 15M W reference turbine with and without stability
correction. In this figure, itis clearly visible that the energy yield with stability correction is lower than the
energy yield without stability correction. Figure 5.45 shows the same data for the SMW reference tur-
bine. Here, the pattern is more interesting since onshore, the energy yield with stability correctionis larger



50 5. Results & Discussion

than without correction while offshore, the ratio is around 1. To explain this, the applied corrections are
analysed in more detail in figure 5.46, figure 5.47 and figure 5.48 showing the ratios of the wind speeds
with and without density, shear and turbulence intensity correction, respectively. The turbulence intensity
correction uniformly increases the wind speed as is to be expected from equation 2.19, but offshore this is
counteracted by acombination of density and shear correction. Thisresultsinacorrected energy yield that
is lower than the uncorrected value offshore, butlarger onshore. The effectof eachindividual correction on
wind speed is shown for the height of 90m only. The results for a height of 150m can be found in appendix
B. Forthe 15MW wind turbine, the wind shear correction is largely responsible for the ratio of energy yield
with and without stability lower than 1 shown in figure 5.44.

This analysis shows that considering stability, especially wind shear, in the energy yield analysis be-
comes more importantas wind turbine hub heightand rotor diameterincreases because a seemingly small
energy yield deficit can have very large consequences for the cost of energy and revenue of awind farm .
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Figure 5.44: Ratio of energy yield with Figure 5.45: Ratio of energy yield with

and without stability correction, 15MW reference turbine and without stability correction, SMW reference turbine

"For the 15MW turbine, energy yield ratio’s as low as 0.975 are shown for some onshore locations and for offshore locations, the
lowest ratio’s can be found around 0.99. This means that onshore, there is a 2.5% deficit and offshore there is a 1% deficit in
energy yield compared to the calculations without corrections. Comparing this to the number of GWh per year produced in these
locations, the deficit is around 1.4GWh onshore and 0.85GW h offshore. These values in turn correspond to a revenue loss of

€560.000 onshore and €340.000 offshore over the complete wind turbine lifetime of 20 years, based on a revenue of ZOMiWh.

Note that these are losses for a single wind turbine, so in case of a wind farm with multiple turbines, these losses will be orders
of magnitude larger. This shows that not including stability in wind farm design can have significant effects on the levelised cost
of energy and return of investment.
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Figure 5.51: Figure 5.52: 150m

150m Weibull shape parameter with stability correction ~ Weibull shape parameter without stability correction

The Weibull scale parameter’a’ with and without stability correction at 150m is shown in figure 5.49 and
figure 5.50, respectively. No significant differences are observed associated to stability correction, even
though significant difference in energy yield were observed. This means that only a slight change of the
Weibull parameters canalready have alarge impactonthe energyyield ofawind turbine. Whencomparing
the shape parameterinfigure 5.51 andfigure 5.52, the same canbe said. Itis clearthatthe scale parameter
increases for offshore locations, as itis related to the mean wind speed. The shape parameter appears to
be influenced by the English channel between the British and European land masses as this is the most
dominant wind direction. In the extent of the Channel, values of the shape parameter are slightly lower,
where they increase again toward the further offshore locations and to the northeast of the Netherlands.

Weibull scale parameter a Weibull shape parameter k
150m, 2008-2017 mean 150m, 2008-2017 mean

Dutch Offshore Wind Atlas (DOWA) Dutch Offshore Wind Atlas (DOWA)

Source KNMI | www._dutchoffshorewindatlas.nl Source KNMI | www_dutchoffshorewindatlas.nl

Figure 5.53: DOWA 150m Weibull scale parameter Figure 5.54: DOWA 150m Weibull shape parameter

As a form of verification, the Weibull parameters at a height of 150m can be compared to the DOWA
results for the scale and shape parameter in figure 5.53 and figure 5.54 that were found on the DOWA
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website 2. The values found for the scale parameter 'a’ seem to match up relatively well, while the values
of the shape parameter k are more uniform offshore in the DOWA. However, the trend seen in the results
that k increases onshore in the northeastern part of the Netherlands seems to hold. Note that the DOWA
values spanatime period of 10 years, while the values shown previouslyinthis section are forthe year2017
only. Additionally, the Weibull values in the DOWA project are estimated using the methods established by
Wieringa and Rijkoort [50]. This can partially explain some of the differences with the Weibull parameters
shown in figure 5.50 and figure 5.52, that were determined using the European Wind Atlas method.

Table 5.1 shows the Weibull parameters and energy yield at three wind farm locations using different
simulation data, methods and temporal resolutions. The first aspect of this table to consider is the com-
parison between the DOWA nondirectional, DOWA hourly and analytical values. The difference between
thesethreeis the method used to calculate the energy yield. Forthe DOWA nondirectional results, asingle
Weibull fit is obtained for all wind speed values. This is different from the DOWA hourly values, that uses
a Weibull fit for every wind direction sector according to the European Wind Atlas method as explained
in chapter 4. The DOWA data values represent the energy yield without fitting a Weibull distribution, this
method simply calculates the power produced for every wind speed value in the data. Note that the same
input data is used for these three methods. When comparing these DOWA results, it can be seen that the
energy yield calculated using the European Wind Atlas method can differ significantly from the energy yield
calculated when only one Weibull curve is fitted. The largest difference is observed at the HKZ location
and can be explained by looking at figure 5.55 and figure 5.56. These figures show the Weibull fit obtained
in the European Wind Atlas method for the sector with directions between 60° and 90° and the Weibull
fit obtained by fitting all wind speed values to a single Weibull curve, respectively. Both Weibull fits are
obtained forthe HKZ location ata height of 150m, butitis clear that the wind speed for certain sectors does
not follow a smooth Weibull curve. In this specific case, using all wind speed data without dividing into
direction sectors yields a better Weibull fit. This verification shows that one should always be careful when
using Weibull parameters to calculate energy yield, especially when a limited number of values are used
to obtain thefitasis the case here. For the wind direction sector in figure 5.55, only 515 values are present
out of 8760 hourly wind speed values in the year 2017. For the other wind farm locations, the opposite
can be said. Forthe Borssele and HKN location, the European Wind Atlas method calculates energy yield
values closer to the data than the verification method.

As an additional form of verification, an analytical expression was used to calculate the energy yield
based on wind turbine specifications and Weibull parameters. This analysis is performed to verify the ac-
curacy of the code to calculate the energy yield from the Weibull curve and the power curve. The analytical
expression that was used is given by equation 5.1 and equation 5.2 [51]. In equation 5.2, e is a dimen-
sionless energy yield parameter. x;, x,- and x., are the cut-in, rated and cut-out wind speed normalised

Uci Ur

with the mean wind speed, respectively. This means that x,; = 5=y and x., = % where U can be

easily computed using the gamma function as was already explained in chapter 4 regarding equation 4.3.
In equation 5.2, E is the energy yield, T is the number of hours, C,, 4 is the maximum power coefficient,

Nmax 1S the maximum wind turbine efficiency, p is the air density which is assumed to be p = 1.225%

and R is the rotor radius. Note that Cp_maxnmax%U%Rz is simply the output power of the wind turbine at

the mean wind speed. The parameters necessary for this analysis were taken from the NREL 5MW and
IEA 15MW reference turbine reports [52][53]. From the results it can be seen that the energy yield values
obtained with the analytical expression are in all cases 1 —3% larger than the results obtained during the
previous analyses. Differences can originate from small inaccuracies in the power curve that was used in
the simulations or the resolution of the Weibull fit used for the energy calculations. This verification serves
as a sanity check on the energy results obtained with the other analyses in order limit the probability of
bugs being present in the energy yield code. Note that the Weibull values given in table 5.1 are rounded
to one decimal. For the analytical calculations, the exact numbers were used.

_T,2 _m 6 _r _T,.2) 6 T T
e=x3e s i—x3e 4xg°—E{xre T _x.e 4xci}+;{er[(%x,)—erf(%xa)} (5.1)

1 _
E=e-TCpmaxNmax EPU37TR2 (5.2)

2https://www.dutchoffshorewindatlas.nl/atlas/image-1library/image-library/
parameters-per-height-150m
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Table 5.1: Weibull parameters
and energy yield for three wind farm locations at 150m using different methods and temporal resolutions

Parameter al-] | k[-] | Energy yield [GWh]
DOWA nondirectional | 10.9 | 2.1 | 77.8
DOWA hourly - - 78.1
Borssele DOWA data - - 78.4
Analytical - - 78.9
LES hourly 10.7 | 2.0 | 76.1
LES 10-minute 106 | 2.0 | 76.0
DOWA nondirectional | 10.9 | 2.1 | 76.9
DOWA hourly - - 77.8
DOWA data - - 76.9
HKZ Analytical T 786
LES hourly 10.8 | 2.0 | 76.9
LES 10-minute 10.8 120 | 76.7
DOWA nondirectional | 10.9 | 2.1 | 77.1
DOWA hourly - - 76.6
DOWA data - - 76.7
HKN Analytical - - 78.6
LES hourly 1.1 121|784
LES 10-minute 111121 ] 782

Up until now, only the DOWA hourly data was used for the analyses. However, 10-minute LES data is
also available for these three wind farm locations. These 10-minute values were also averaged into hourly
values to allow for a sensitivity analysis of the temporal resolution. In table 5.1, it can be seen that the dif-
ference between 10-minute and hourly LES results is relatively small, especially considering the error that
could be introduced by the Weibull fit. For the HKZ location, the LES results are very close to the DOWA
hourly results. For the other wind farm locations however, the LES and DOWA values are very different.
Note that the Borssele wind farm LES dataset is missing data for May 12", 2017. This analysis was also
performed for the 5SMW reference turbine, the results of this can be found in appendix B. A verification of
the energy content in the Weibull fit was also performed in order to make sure the Weibull curve satisfies
the first condition of the European Wind Atlas method. This verification can be found in appendix B.4.
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Figure 5.55: Figure 5.56:
Weibull fit HKZ wind farm at 150m, sector 60°—90° Weibull fit HKZ wind farm at 150m, all directions

An analysis was also performed on the dominant wind direction in the year 2017. This can be useful for
wind farm design in order to account for wake losses. Figure 5.57 shows the dominant wind direction at
150m while figure 5.58 shows the dominantwind direction at 90m. Both figures look similar, with dominant
wind directions ranging from 200 degrees in the offshore region between the Dutch and British coastline
to around 300 degrees in the northern part of the Netherlands.
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Figure 5.57: Dominant wind direction at 150m Figure 5.58: Dominant wind direction at 90m

Figure 5.59 and figure 5.60 show the wind rose at 150m for the HKN and MMIJ locations, respectively.
Windrosesforotherlocations willbe shownin chapter6 while windroses at90m canbefoundinappendixB.

Wind rose HKN at 150m Wind rose MMIJ at 150m
0 0

330 30 330 30
0.06 0.06

60 60

120

210 150 210 150
180 180

Figure 5.59: Wind rose at HKN location at 150m Figure 5.60: Wind rose at MMIJ location at 150m

Another factor that affects the energy yield of a wind turbine or wind farm is the availability. In order to
increase the availability, maintenance should be carefully planned. This is why it is useful to perform an
analysis on the weather windows for maintenance and installation of wind turbines across the North Sea.
Figure 5.61 and figure 5.62 show the number of weather windows per month at the Borssele location for

wind speeds below 7= and 127, respectively. The same data is shown for the HKZ location in figure 5.63
and figure 5.64 and forthe MMIJ Iocat|on in5.65 andfigure 5.66. These figures show thatfor maintenance
requiring wind speeds lower than 7% < the month with the largest number of weather windows is August.

For maintenance requiring wind speeds below 12% however, the best month is May. The reason why
the wind speeds of 7m and 12m are chosen for this analysis is because 7E is the limit value for the in-

spection of the tower and blades and 122 is the limit value for climbing the rotor [54]. Note that there are
slight differences in these limit values to be found throughout literature. It seems counter-intuitive that the
number of weather windows below 122 . is lower than the number of weather windows below 7?, since a

wind speed below 7% is automatically below 12%. However, the number of weather windows does not
say much about the length of this window. This means that when the wind speed is below 7% for 6 hours,
the 7t" hour the mean wind speed is 8% and the next 6 hours the mean wind speed is below 7% again,
there will be 2 windows below 7% counted in this 13 hour period, while there will be only 1 window below
12%, hence the lower number of windows below 12?.
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This is supported by the histograms shown in figure 5.67 and figure 5.68. These histograms show the
number of weather window occurrences for each length below 7? and 12%, respectively. Itis clear that

the histogram of 7? shows a significantly larger amount of windows with lower lengths, while the 12?

window indicates more weather windows above 60 hours than the 7= histogram. This is why the figures

should be interpreted carefully. Simply because the number ofweath%r windows is largerin May does not
mean the numbers of hours below the limit wind speed is larger. On the other hand, a larger number of
wind speed below the limit wind speed is not beneficial if the windows are very short, since this does not
provide a sufficient amount of time for the maintenance personnel to perform their tasks. Figure 5.69 and

figure 5.70 show the number of hours per month below 7% and 12%, respectively atthe Borssele location.
Figures 5.71 and figure 5.72 show the same for the HKZ location while figure 5.73 and figure 5.74 apply
to the MMIJ location. Here, August is the best month for maintenance below 7? while the figures for 12?
differ from the weather window analyses. Especially September contains a larger number of useful hours
than the weather window analysis showed. This is why the weather window graph should be interpreted
in combination with the number of hours below the limit value when making a maintenance plan.
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5.3. Fatigue

In this section, the fatigue results will be shown that were obtained using the method described in section
4.3. The results shown here apply to blade 1 of the reference turbines, where it is assumed that all three
blades experience the same fatigue damage over their lifetime. The blade motions assessed in this sec-
tion are the edgewise and flap-wise motions. In appendix C, some additional information can be found
regarding the fatigue analysis. First, since the FASTTool is lacking a user guide or README file, a short
user guide is given including a step by step procedure to change the MATLAB code in order to include
the new turbulence intensity values. In this appendix, the values needed to write the input files of both
reference turbines are given as well. Some of the time domain output results of FAST are plotted as well
as several stress histograms that were obtained during the analysis.

Figure 5.75 shows the edgewise fatigue damage of the 5M W wind turbine blade with a turbulence inten-
sity of 6% when the firstrainflow counting algorithmis used. Thisis the rainflow counting function according
tothe ASTM standard. The first thing that can be noted from the figure is the fact that the fatigue damage
is very low overall, so the blade is nowhere near fatigue failure. There are several possible explanations
for this. First of all, only power production is considered in the fatigue analysis and the first wind speed of
32 is notused due to FAST limitations, this is a partial source of error. Secondly, the effect of mean stress

is?gnored when the S-N curve was used to determine the damage fractions while mean stress can have
significant effects on fatigue damage. Thirdly, fatigue might not have been the driving factor in the blade
design. ltis possible that the extreme loads for which the blade was designed are sufficient to make the
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fatigue damage negligible. The same goesforthe towerofboththe 5MW andthe 15MW reference turbine,
forwhich no results willbe shown. The reason for thisis that all cyclicloading occurs below the fatigue limit,
leading to a fatigue damage of zero for the steel tower. Furthermore, showing fatigue results for the tower
would not be representative since this is an offshore structure, meaning the tower will experience loading
caused by tides and currents as well as wind loads. Only simulating the wind loads on the tower to assess
its fatigue would be inadequate.

However, the most likely explanation for the seemingly low blade fatigue damage can be found by com-
paring the results to the results obtained in the Sandia 100-meter all-glass blade analysis [55]. This report
describes the blade that was used as the baseline for the blades of the reference turbines used in this re-
port. This means thatthe composite materials usedin the blades includingits fatigue properties are similar.
In the Sandia report referenced above, albeit using different input wind conditions with larger turbulence
intensities and a different wind turbine, it was found that at the blade root, the edgewise fatigue damage
was in the order of 1E — 7 and the flap-wise fatigue damage was in the order of 1E —10. It was also found
that at the spanwise location of the blade adjacent to the root, the fatigue damage was largest in the order
of 1E —2 forthe edgewise motion. This means that the root is not the most fatigue sensitive location on the
blade. For the analysis in this report that is focused on a comparison between different locations, inflow
conditions and temporal resolution of the input data, this should not be a problem. When designing a wind
turbine however, it is very important to analyse the most fatigue sensitive location on the blade.

Figure 5.75 can be compared to figure 5.76 in order to see the effect of turbulence intensity on the fa-
tigue damage. Forthe SMW wind turbine, increasing the turbulence intensity from 6% to 12% leads to an
increase in fatigue damage by a factor of around 1.25. This shows that turbulence is a significant source
of fatigue damage for horizontal axis wind turbines. The comparison between two rainflow counting al-
gorithms can also be made here. Looking at figure 5.75 and figure 5.77, the fatigue damage results are
as expected. The rainflow counting algorithm that does not make use of half load cycles predicts a larger
fatigue damage, but the effects are limited.
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Figure 5.78: Fatigue damage of 5SMW turbine and 6% TIFigure 5.79: Fatigue damage of 5SMW turbine and 12% Tl

Figure 5.78 and figure 5.79 show the flap-wise fatigue damage of the 5MW wind turbine blades for a
turbulence intensity of 6% and 12%, respectively. Comparing between both turbulence intensities, it can
be seenthatthe flap-wise fatigue damage is even more sensitive to turbulence intensity than the edgewise
motion. Thisistobe expected since the flap-wise motionis mostly influenced by the lift force over the airfoil,
which is in turn mostly affected by the wind speed and the variations thereof. On the other hand, the edge-
wise fatigue damage is partially influenced by the lift force over the airfoil, but it also contains a blade mass
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component that changes over the rotation of the rotor causing fatigue damage. This is why the edgewise
fatigue damage is larger compared to the flap-wise fatigue damage. This explanation is supported by the
factthatthe flap-wise fatigue damage is uniformly low onshore where the wind speeds and thus variations
in wind speed are much lower than offshore, while the edgewise fatigue decreases more gradually toward
far onshore locations.

Figure 5.80 and figure 5.81 show the fatigue damage for the 15MW wind turbine blade for edgewise and
flap-wise motion, respectively. When comparing both figures to their SMW versions, it can be seen that
the fatigue damage of the 15MW turbine is half of that of the 5SMW turbine. This is not due to smaller load
cycles but because of the larger moment of inertia of the 15MW wind turbine blades. Again, the edgewise
fatigue damage is larger than the flap-wise fatigue damage. Several fatigue contour plots were not shown
in this section due to redundancy, they can be found in appendix C.
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Figure 5.80: Edgewise fatigue damage of 15MW turbine Figure 5.81: Flap-wise fatigue damage of 15MW turbine

Another important aspect to consider is the effect of using hourly wind speed values compared to 10-
minute values. The fatigue damage is calculated using 10-minute values for three offshore wind farm lo-
cations, marked by blue dots on the figures shown above. These offshore wind farms are from southwest
to northeast: Borssele, Hollandse Kust Zuid (HKZ) and Hollandse Kust Noord (HKN). The results of the
analysisare summarisedintable 5.2, table 5.3 and table 5.4. The rows correspondto the locations and the
columns describe the simulation case. The values represent the ratio of fatigue damage using hourly wind
speed values to the fatigue damage using 10-minute wind speed values, where a value below 1 indicates
thatthe fatigue damage using 10-minute values s largerthan the fatigue damage using hourly values. The
tables give these values forthe SMW edgewise case, 5SMW flap-wise case and 15MW case, respectively.

Some interesting remarks can be made based on these tables. First of all, the fatigue damage obtained
using hourly values is in almost all cases lower than the fatigue damage obtained using 10-minute values.
The only case for which this is not true, is the edgewise motion of the blade at the Borssele wind farm
site. The most significant differences can be found for the flap-wise fatigue damage. This is expected
since the main difference between the hourly and 10-minute approach is the Weibull function used for the
wind speeds and the stress cycles caused by turbulence increase with increasing wind speed. For both
reference turbines, the HKN wind farm location shows the largest differences, being as high as 17% for
the SMW turbine flap-wise motion at a turbulence intensity of 6%. The smallest differences are found at
the Borssele find farm location, where the ratio of hourly to 10-minute fatigue damage fluctuates around 1.

Table 5.2: Comparison of 5SMIW edgewise fatigue damage

calculated with 10-minute and hourly wind speed values for three locations, where the values are

Location TI=_0.06 TI=.0.12 TI=.0.06 TI=.0.12
Rainflow1 | Rainflow1 | Rainflow2 | Rainflow 2
Borssele | 1.0405 1.0413 1.0405 1.0413
HKZ 0.9976 0.9963 0.9976 0.9963
HKN 0.9560 0.9528 0.9560 0.9527

hourly

10-minute
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Table 5.3: Comparison of SMW flap-wise fatigue damage

calculated with 10-minute and hourly wind speed values for three locations, where the values are

Location TI=_0.06 TI=_0.12 TI=_0.06 TI=_0.12
Rainflow1 | Rainflow1 | Rainflow2 | Rainflow 2
Borssele | 0.9678 1.0135 0.9697 1.0159
HKZ 0.8985 0.9449 0.9002 0.9474
HKN 0.8269 0.8773 0.8287 0.8802

Table 5.4: Comparison of 15MW fatigue damage

hourly

10—-minute

calculated with 10-minute and hourly wind speed values for three locations, where the values are %
Location Edgewise | Edgewise | Flap-wise | Flap-wise
Rainflow1 | Rainflow2 | Rainflow1 | Rainflow 2
Borssele | 1.0215 1.0215 0.9468 0.9525
HKZ 0.9864 0.9864 0.9079 0.9132
HKN 0.9525 0.9525 0.8463 0.8531

Inthe results presented above, the assumption is made that all wind speed profiles follow the power law
profile that FAST uses as input. In reality, this is notthe case and other wind profiles like low level jets will be
encountered. Including low level jets in the fatigue analysis is very difficult since there are many different
aspects to consider. In his doctoral thesis, Maarten Holtslag describes in detail how the LLJ height with
respect to hub height, the positive and negative shear present in the low level jet and the magnitude of the
maximum wind speed can affect the loads on the wind turbine blades [56]. It is also described how the
mechanisms behind low level jets are different for onshore and offshore locations. It was decided not to
perform FAST simulations on the effect of low level jets on the reference turbines, even though itis imple-
mented in the TurbSim module. The reason for omitting this analysis is based on a trade-off between the
available time for the projectand the added value of the analysis. Because the low leveljetimplementation
in FAST is based on the Lamar Low Level Jet project using measurements up to 120m for an onshore
location in Colorado, there is no guarantee that its results will be accurate for far offshore wind turbines in
the North Sea with low level jets up to 300m [42][57]. Additionally, even with the FAST model it would be
difficult to capture all different low level jet parameters that affect the loading as described by Holtslag.

The exact influence of low level jets on wind turbine loading and fatigue is still unclear as different pub-
lications reach different conclusions. The DOWA project did not find any significant impact of low level
jets on wind turbine loading compared to a reference case [11]. In fact, the loading was reduced due to
the fact that turbulence intensity values are lower in the stable conditions of a low level jet. Note that this
reduced loading does not necessarily mean the fluctuations in the loading are reduced, which is relevant
for fatigue calculations. Holtslag established a clear increase in flap-wise blade root stresses in the pres-
ence of low level jets, while Rodriguez describes increases in mean flap-wise bending moments as large
as 57% compared to an unstable case [58]. He also describes a significantincrease in standard deviation
of the flap-wise bending moment, which is confirmed by research of Cosack et al., reporting an increase
in standard deviation of up to 20% for a SMW reference turbine [59].

For this reason, as an alternative to the implementation of low level jets in the fatigue analysis, it was
decided to perform a sensitivity analysis to see what the effect of a change in flap-wise blade root bending
moment is to the total lifetime fatigue damage. Table 5.5 shows this sensitivity analysis for the 5MW wind
turbine while table 5.6 shows the results for the 15MW reference turbine. The analysis is performed for
three wind farm locations and the top row represents the total lifetime fatigue damage without a change
in bending moment. In these tables, it can be seen that a small increase in the standard deviation of the
bending moment already has significantimpact on the fatigue damage, wherea5—20% increase in bend-
ing moment standard deviation yields a relatively constant increase in fatigue damage of 21 — 26% for
the SMW turbine. When the bending moment standard deviation is increased further, the fatigue damage
increases significantly. When comparing the 5SMW turbine results tothe 15MW results, itis concluded that
the fatigue damage ofthe largerwind turbine is significantly more sensitive to achange in bending moment
standard deviation, even though at standard deviation increases of 5—10%, the effect on fatigue damage
is relatively limited compared to the 5SMW turbine. The conclusion that larger turbines are more sensitive
toachange in bending moment standard deviation is supported by the conclusion drawn by Cosack et al.,
stating that the influence of low level jets increases with turbine size[59].



5.3. Fatigue

63

Table 5.5: Sensitivity analysis of 5MW reference turbine blade root

lifetime fatigue damage for change in flap-wise bending moment standard deviation at three wind farm locations

Moot sta | BOrssele HKZ HKN
+0% 2.2452e-13 | 2.4320e-13 | 2.5654e-13
50 2.7344e-13 | 2.9475e-13 | 3.1136e-13
0 (+22%) (+21%) (+22%)
. 2.7545e-13 | 2.9555e-13 | 3.1222e-13
+10% | (G 230) (+22%) (+22%)
1 20% 2.8296e-13 | 2.9855e-13 | 3.1543e-13
(+26%) (+23%) (+23%)
500 3.9042e-13 | 3.4150e-13 | 3.6140e-13
0 (+74%) (+40%) (+41%)

Table 5.6: Sensitivity analysis of 15MW reference turbine blade root

lifetime fatigue damage for change in flap-wise bending moment standard deviation at three wind farm locations

Moot sta | BOrssele HKZ HKN

+0% 1.3107e-13 | 1.3872e-13 | 1.4554e-13

+5 1.5438e-13 | 1.6195e-13 | 1.6985e-13
(+18%) (+17%) (+17%)

+10% 1.5875e-13 | 1.6453e-13 | 1.7220e-13
(+21%) (+19%) (+18%)

0 1.7504e-13 | 1.7418e-13 | 1.8098e-13
+20% | (340) (+26%) (+24%)
+50% 4.0812e-13 | 3.1219e-13 | 3.0649e-13

0 (+211%) (+125%) (+111%)







Validation

Inordertobe able todraw conclusions based upon the results presentedin chapter 5, they will be validated.
In this chapter, the validation procedure and results will be discussed. Validation related to atmospheric
stability can be found in section 6.1. Validation of energy yield and fatigue results will be performed in
section 6.2 using buoy mounted LiDAR measurements.

6.1. Stability

The method used to perform stability calculations was already discussed in chapter 4 when using the
DOWA data. For the validation of these results, MMIJ measurement data is used. The methods to calcu-
late the shearexponent, Obukhov length, temperature profile and turbulence intensity are largely identical.
However, when processing the measurement data, several instances were discarded due to the unavail-
ability of one of the parameters. This means that the measurement results will show a larger amount of
discarded values than the DOWA or LES simulation results. Furthermore, since only two measurement
heights are available, low level jets cannot be identified and are omitted from this analysis. Note thatin
literature, several publications can be found regarding low level jets at the MMIJ location, a comparison
with these results was already made in chapter 5.

Figure 6.1 and figure 6.2 show the stability histograms using the shear exponent as calculated by mea-
surementdataand DOWA data, respectively. As mentioned earlier, alarger number of values is discarded
in the measurement results. The trends are similar in both histograms but the measurements show more
stable and neutral conditions than the DOWA simulations.
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for MMIJ measurements between 27m and 90m simulations at MMIJ location between 30m and 90m
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Figure 6.3 and figure 6.4 show the stability histograms using the Obukhov length as calculated by mea-
surement data and DOWA data, respectively. Again, the measurements show a slightly larger number of
discarded values. The number of stable values is also largerin the measurements, butthe trends are simi-
lar. The similarities between the results obtained with measurements and DOWA data seemto confirm that
the DOWA data does not contain large errors. The reason why the stability results differ from results found
in literature should then be attributed to the methods and parameters used for the stability calculations.
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Figure 6.3: Obukhov length stability histogram Figure 6.4: Obukhov length stability histogram
for MMIJ measurements between 27m and 90m for MMIJ DOWA simulations between 30m and 90m

Figure 6.5 and figure 6.6 show the stability histograms using the temperature profile as calculated by
measurement data and DOWA data, respectively. Once again, the measurements show a larger number
of stable values. Note that the discarded values are not shown in figure 6.5 and that the DOWA approach
does not discard any values when calculating the temperature profile stability results.
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Figure 6.5: Temperature profile stability histogram Figure 6.6: Temperature profile stability histogram
for MMIJ measurements between 27m and 90m for MMIJ DOWA simulations between 30m and 90m

Figure 6.7, figure 6.8 and figure 6.9 show the turbulence intensity versus wind speed graph at different
heights for the MMIJ, Borssele and HKZ locations, respectively. The graphs also show the standard devi-
ation of the data at every wind speed. The turbulence intensity results differ significantly from the results
found in chapter 5, since turbulence intensities of 6% and 5% were found for heights of 90m and 150m re-
spectively for all locations. From the measurement data it appears that the turbulence intensity is around
129% for the Borssele and HKZ locations which are located at approximately the same distance from the
coastline, while for the further offshore location of MMIJ, the turbulence intensity is significantly lower.
In the monthly data reports published during the HKZ measurement campaign, turbulence intensities of
5 — 15% were found when looking at the turbulence intensity versus time graph in the report [39]. The
same range of values was found for the Borssele measurement campaign [37]. The turbulence intensity
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values for HKZ and Borssele are significantly higher than one would expect from an offshore locationin the
North Sea. In the measurement validation reports, these high turbulence intensity values are explained
by the factthatTI = %" and for low mean wind speeds, this definition can yield large turbulence intensity

values. This explanation does not seem satisfactory because the large Tl values are also observed for
larger wind speeds. One would expect values in the range of 5 —10% like the MMIJ measurements, which
are confirmed by an ECN report analysing turbulence intensity at MMIJ [60]. In the study described in that
report, both the MMIJ mast and a ground based LiDAR are used. After comparison of the results, it was
concluded that the turbulence intensity values are 50% higherfor LIDAR measurements than for meteoro-
logical mast measurements, but only for lower wind speeds. This means the larger Tl values for Borssele
and HKZ can partially be explained by the fact that LIDAR measurements were used. Additional error can
be expected there since these measurements are obtained with floating LiDAR systems, while the MMIJ
study uses a ground based LiDAR. In order to exclude the location as a possible explanation for deviating
Tl values, the turbulence intensity is plotted for EPL and LEG in figure 6.10 and figure 6.11, respectively.
The Europlatform results use measurements for the period of 01/07/2016-31/12/2016 while the Lichtei-
land Goeree results use measurements for the full year of 2017. Both figures show Tl values in the same
range as figure 6.7, supporting the hypothesis that the results for Borssele and HKZ are not accurate.
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6.2. Energy yield and fatigue

The validation of energy yield and fatigue results will be performed for the Borssele and HKZ wind farm sites
because for these locations LIDAR measurements are available, allowing for a representative computa-
tion of the equivalent wind speed. Subsection 6.2.1 will discuss the validation of the energy yield results
and subsection 6.2.2 will present the validation of the fatigue results.

6.2.1. Energy yield

The validationresults regarding the energy yield analyses of the 5MW reference turbine are shownintable
6.1. The Borssele wind farm location shows the largest differences between measurement results and
simulations results. For this location, the DOWA hourly data predicts an energy yield which is around 2%
lower than the measurement results, while the LES 10-minute simulations predict an 8% lower energy
yield. For the HKZ wind farm site, the DOWA hourly results accurately predict the measurement energy
yield, while the LES 10-minute values underpredict the energy yield by 3%. This underprediction can have
very large consequences on the cost of energy as was already explained in chapter 5.

Table 6.1: Validation of 5SMW turbine energy yield results

Site DOWA | LES DOWA/ LES/
Location | Parameter measure- | 1hour | 10 minute | measure- | measure-
ments values | values ments ments
al] 10.7 10.5 10.1 0.98 0.95
Borssele | k[-] 2.1 2.1 2.0 1.01 0.93
Energy yield
[GWh] 23.7 23.1 21.8 0.98 092
al] 9.8 9.8 9.7 1.00 0.99
HKZ k[-] 2.2 2.2 2.1 0.98 0.96
Energy yield
[GWh] 21.3 21.3 20.7 1.00 0.97

The sametrends canbe seenforthe 1I5MW turbineintable 6.2. However, for this turbine both the DOWA
hourly simulations and the 10-minute LES data accurately predict the energy yield for the HKZ wind farm
location. Note that the DOWA and LES results shown in table 6.1 and table 6.2 are for the same time
period as the recorded measurements. Thisis why the valuesin the tables do not correspondto the values
foundintable 5.1. Because the same time period was used as the measurements, the energy yield values
presented here are not necessarily annual energy yield values and serve merely for validation purposes.
For a comparison of the annual energy yield between certain locations in the North Sea, more accurate
results are shown in chapter 5.
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Table 6.2: Validation of 15MW turbine energy yield results

Site DOWA | LES DOWA/ LES/
Location | Parameter measure- | 1hour | 10 minute | measure- | measure-
ments values | values ments ments
al-] 11.0 10.8 10.6 0.98 0.96
Borssele | k[-] 2.0 2.0 1.9 1.02 0.97
Energy yield
[GWh] 79.1 77.7 75.0 0.98 0.95
al-] 10.1 10.1 10.1 1.00 1.00
HKZ kT[] 2.1 2.1 2.0 1.00 0.97
Energy yield
[GWh] 72.6 72.6 72.3 1.00 1.00

The wind rose at the Borssele wind farm location is shown in figure 6.12 and figure 6.13 using site mea-
surements and DOWA data, respectively. Figure 6.14 and figure 6.15 show the same parameter for the
HKZ location. The wind roses using site measurements and DOWA data are largely identical, with only
minor differences. The differences are larger for the Borssele location, where the dominant wind direction
is 10 degrees larger in the DOWA wind rose. Wind roses for a height of 90m can be found in appendix B.
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Figure 6.12: Wind rose at Borssele
wind farm location at 150m using site measurements
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Figure 6.14: Wind rose at HKZ
wind farm location at 150m using site measurements
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Figure 6.13: Wind rose

at Borssele wind farm location at 150m using DOWA data
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Figure 6.15: Wind rose
at HKZ wind farm location at 150m using DOWA data
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6.2.2. Fatigue

The validation of the fatigue results is shown in table 6.3. Note that for the DOWA hourly results, the tur-
bulence intensity is used that was found by the site measurements. This is done because when using the
turbulence intensity results found by the LES runs, the results would be too different and the purpose of the
validation procedurewouldbelost. Itshouldbe keptinmindthatthe turbulenceintensity valuesfound by the
measurements are assumed to be too high, butin order to be able to validate the DOWA dataitis important
to compare fatigue results with the same turbulence intensity value of 12%. Fortheresults ofthe 10-minute
LES values however, the turbulence intensity value of 6% is used that was found in chapter 5. From the
table, itis clear that the flap-wise fatigue damage is most sensitive to turbulence intensity, which was al-
ready concluded previously. The Borssele location again shows larger differences between simulation
and measurement data than the HKZ location. The 10-minute LES results are very inaccurate because of
the turbulence intensity values used when performing the simulations. The DOWA hourly simulations still
underpredict the flap-wise fatigue damage at Borssele by 11%, which is significant even though the same
turbulence intensity is used, meaning the difference is caused entirely by the difference in Weibull distribu-
tion. For the HKZ location, the flap-wise fatigue damage is overestimated by 4%. Fatigue validation is not
performed for the 15MW reference turbine because for a turbulence intensity of 12%, FAST encountered
an errorleading to a negative rotor speed. This error can have multiple causes such as numerical instabili-
ties ofthe AeroDyn submodule orthe chosen pitch ortorque control strategy. Fixing this errorwould require
changesthatincrease the uncertainty ofthe results, makingithard to use themforthe validation procedure.

Table 6.3: Validation of 5SMW turbine energy fatigue results

Site DOWA LES DOWA/ LES/
Location | Parameter | measure- 1 hour 10 minute measure- | measure-
ments values values ments ments
Edgewise
Borssele fatigue 2.5354e-10 | 2.4564e-10 | 1.7985e-10 | 0.97 0.71
damage
Flap-wise
fatigue 1.9075e-11 | 1.7036e-11 | 2.6675e-13 | 0.89 0.01
damage
Edgewise
HKZ fatigue 2.1292e-10 | 2.1227e-10 | 1.6448e-10 | 1.00 0.77
damage
Flap-wise
fatigue 1.0453e-11 | 1.0914e-11 | 1.2485e-13 | 1.04 0.01
damage




Conclusions and recommendations

This chapter presents an overview of the main conclusions to be drawn from the results shown throughout
the report and some recommendations will be made to improve the analyses in future work. The conclu-
sions will be presented in section 7.1 and some recommendations for future work can be found in section
7.2.

7.1. Conclusions

The aim of this project was to define and quantify the applications and limitations of the DOWA for wind
energy purposes by usingitto calculate the energyyield and fatigue damage oftworeference wind turbines
at multiple locations in the North Sea, with special attention for atmospheric stability.

The calculations have been performed using hourly DOWA data. Forthe locations of Borssele, HKN and
HKZ, data was also available of LES runs with a temporal resolution of 10 minutes. The main conclusions
to be drawn on the atmospheric stability analysis is the fact that the results obtained in this report can differ
significantly with the results found in literature. When validating the DOWA results against site measure-
ments however, similar results are found. This means that the discrepancies between the results in this
report and results in literature can be at least partially attributed to the method used to obtain the shear
exponent, Obukhov length and temperature profile and the parameters used to divide them into stability
classes. Theturbulenceintensity parameteris not part ofthe DOWA and cannotbe calculated based upon
its data. Therefore, LES data or site measurements have to be used to calculate the turbulence intensity
for certain locations and extrapolated over the full DOWA domain. It was shown that the DOWA can be
used to identify deviating wind profiles, like low level jets.

With respect to energy yield calculations, the DOWA data allows for a straightforward calculation of the
annual energy yield of a wind turbine. This includes air density, wind shear and turbulence intensity cor-
rections although the latter could not be performed based on DOWA data only as explained in the previous
paragraph. The energy yield results obtained with this analysis allow for an accurate comparison of the
energy yield of asingle wind turbine across the North Sea, where further offshore locations correspond to a
larger annual energy yield due to larger wind speeds as expected. A major component of the energy yield
calculations is the Weibull fit. It was found that one should be careful when using DOWA data to obtain
this Weibull fit, since a low number of wind speed values could introduce significant error. Comparison
with site measurements revealed energy yield differences up to 2% for the Borssele wind farm. Note that
a 2% energy yield difference could have significant impact on the cost of energy. The fact that DOWA has
a temporal resolution of 1 hour instead of the 10-minute industry standard does not impact the Weibull
parameters to a large extent. Although wind farm energy yield was not explicitly included in the analysis,
some calculations were performed that can provide insight in the applications of DOWA with respect to
wind farm design. It was shown that the dominant wind direction can be plotted across the North Sea to
allow for easy comparison between different location. The dominant wind direction is of importance for
wind farm design when considering e.g. wind turbine wakes. It was also shown thatthe DOWA wind direc-
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tionis very accurate compared to site measurements. The DOWA can also be used to determine weather
windows in order to optimise the installation and maintenance plan of a wind farm.

The fatigue analysis showed that, for the reference turbines, blade root fatigue is not a design driver.
This does not mean that DOWA does not have applications with respect to fatigue since other turbines,
like vertical axis wind turbines, might suffer from this phenomenon to a larger extent. Due to the fact that
fatigue damage is very dependent on turbulence intensity, it is not possible to rely only on DOWA data
for these calculations. Assumptions have to be made regarding turbulence intensity, compromising the
accuracy of the analysis. Additionally, stability could not be included due to doubts about the correctness
of the atmospheric stability results. Fatigue was assessed using a constant turbulence intensity with the
IEC standard power law profile. This means that fatigue damage is closely tied to the Weibull distribution
of the wind speeds, which yields larger values for further offshore locations. The effect of including half
load cycles compared to full load cycles in the rainflow counting algorithm proved to be marginal, while
the effect ofincreasing turbulence intensity was shown to be substantial. The effect of using hourly values
comparedto 10-minute values proved to have asignificantimpacton fatigue damage as well, especially for
the flap-wise fatigue damage atthe HKN location. In an attempt to include atleast partially the effect of low
leveljetsinthefatigue analysis, a sensitivity analysis was performed. This sensitivity analysisinvestigates
the effect of a change in flap-wise blade root bending moment standard deviation, which is closely tied to
low level jets, on the fatigue damage. This analysis showed that an increase in bending moment standard
deviation causes a significantincrease in fatigue damage. This increase is larger for larger wind turbines.
The fatigue damage was also validated against site measurements. This validation procedure concluded
that DOWA data performs relatively well for the calculation of edgewise fatigue damage, but errors up to
11% were found for the flap-wise fatigue damage.

In summary, this means that the DOWA has many application for wind energy. It can be used to deter-
mine the location ofanewwind farm asitallows foracomparison of energy yield between differentlocations
across the North Sea. Another application is the preliminary design of wind turbines or wind farms, where
a first estimation is made about the energy yield and the general lay-out of the farm. For more detailed
design however, itis recommended to use site measurements.

7.2. Recommendations

The analyses performed in this report revealed the many applications of the DOWA, but it also showed
that it has limitations. Limitations do not only relate to the DOWA data itself, but also to the methods
used throughout this report. To some extent, these limitations include lack of resources such as time and
computational power. Based on this, recommendations will be formulated here.

First of all, one the biggest limitations of the DOWA encountered throughout this report is the lack of
turbulence intensity information. In future wind atlases, itis recommended to include atleast a rough esti-
mate for this. An attempt to include turbulence intensity was made in the DOWA project by including LES
runs of three offshore wind farm sites, but the main purpose of this was to capture the added turbulence
intensity of wind farms.

Secondly, the atmospheric stability analysis in this report should be reiterated in order to be able to draw
better conclusions on the accuracy of the DOWA in comparison to literature. This means that the meth-
ods should be reviewed as well as the parameters used to perform the stability classifications, including
the heights at which this stability is analysed. When the confidence in the atmospheric stability results is
increased, stability effects can be included in the fatigue analysis as well.

Thirdly, the analyses in this project relate to the year of 2017 only. This should be expanded to the full
time domain of DOWA in order to achieve better results for e.g. the Weibull fit. This would increase the
confidence in the results but requires either more computational power or more time.

Fourthly, the fatigue analysis should be reiterated to include the effect of mean stress, a more accurate
turbulence intensity estimation and stability including low level jets. The fatigue analysis should also be
expanded to include all aspects of the wind turbine life, not only the normal operation in power production
mode. Theinclusion of otheraspects like downtimeis something thatshould beincludedinthe energyyield
calculations as well. Inaddition to that, the implications of using Miner’s rule to determine the accumulated
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fatigue damage should be quantified.

Fifthly, additional validation should be performed for multiple locations across the North Sea since the
amount of site measurements used in this report is limited. Efforts should be made to include different
types of measurement instruments and measurement heights.

Finally, the applications of the DOWA for wind farms should be researched in more detail. Thisresearch
couldinclude the design ofawind farmwhere the possibilities are explored touse the DOWA in combination
with site measurements or other wind atlases and simulation models in order to decrease the cost asso-
ciated to site measurements in a wind energy project. Additionally, the mesoscale modelling possibilities
of the DOWA should be explored.
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Stability

A.1. Vertical wind speed and temperature profiles
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Figure A.1: Example of an identified low level jet of a wind profile that was not identified as low level jet

because the wind speed difference is smaller than 0.5%
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Figure A.4: Shear exponent wind profile
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Vertical virtual potential temperature profile - Tprofile approach
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A.2. Stability contour plots

A.2.1. Relative values
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Figure A.14: Obukhov length, 90m, discarded
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Figure A.16: Obukhov length, 90m, unstable
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Figure A.17: Obukhov length, 90m, neutral
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Figure A.19: Shear exponent, 150m, stable
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Stability contour plots
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Figure A.20: Shear exponent, 150m, unstable
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Figure A.22: Shear exponent, 90m, discarded
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Figure A.24: Shear exponent, 90m, unstable
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Figure A.21: Shear exponent, 150m, neutral
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Figure A.23: Shear exponent, 90m, stable
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Figure A.25: Shear exponent, 90m, neutral
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Figure A.26: Obukhov length, 150m, discarded
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Figure A.28: Obukhov length, 150m, unstable
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Figure A.30: Obukhov length, 90m, discarded
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Figure A.27: Obukhov length, 150m, stable
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Figure A.29: Obukhov length, 150m, neutral
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Figure A.31: Obukhov length, 90m, stable
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Stability contour plots
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Figure A.32: Obukhov length, 90m, unstable
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Figure A.33: Obukhov length, 90m, neutral
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Figure A.36: Temperature profile, 150m, neutral
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Figure A.37: Temperature profile, 90m, stable
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A.3. Stability histograms
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Figure A.40:
Stability histogram Borssele - Obukhov comparison
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Figure A.41: Stability
histogram Borssele - shear exponent comparison
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Figure A.42:
Stability histogram Borssele - Tprofile comparison
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Stability histogram Borssele - Tprofile comparison
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Figure A.48:
Stability histogram HKZ - temperature profile, 90m
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Stability histogram HKN - shear exponent, 90m
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Figure A.52:
Stability histogram HKN - temperature profile, 90m
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Figure A.49:
Stability histogram HKZ - temperature profile, 150m
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Stability histogram HKN - Obukhov length, 90m
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Figure A.53:
Stability histogram HKN - temperature profile, 150m
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Figure A.54:
Stability histogram MMIJ - shear exponent, 90m
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Stability histogram MMIJ - temperature profile, 90m

Percentage of occurrence

Percentage of occurrence

stability class occurrence per wind speed at 90m - Obukhov

100

©
=1
T

@
=1
T

~
=]
T

@
S
T

o
=]
T

S
=]
T

w

0 | Very unstable 1
[ Unstable
[Cneutral

1 3 5

7 9 11 13 15 17 19 21 23 25 27 29
Wind speed [m/s]

Figure A.55:
Stability histogram MMIJ - Obukhov length, 90m
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Energy yield

B.1. Tl correction verification

The turbulence intensity correction for energy yield given by equation 2.19 can be verified in FAST. In or-
der to do this, two simulations are run. The first simulation includes turbulence intensity using the Normal
Turbulence Modeland IEC class 1C, correspondingto TI =0.12. The second simulationis run for a steady
wind, so without turbulence. The wind input files are plotted in figure B.1 and the power output is shown in
figure B.2. The first 60 seconds of the simulation are discarded due to initialisation effects. The generator
power output for both cases can be summed and compared. This analysis is performed for several wind
speeds below the rated wind speed and for two different turbulence intensity values.

Wind speed input for FAST simulation at 8 m/s Power output at 8 m/s
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Figure B.1: Wind speed Figure B.2: Generator power output

input for SMW reference turbine and 8 m/s average  of 5SMW reference turbine and 8 m/s average wind speed

The ratio of power generation with turbulence and without turbulence is shown in table B.1 for a turbu-
lence intensity of 12% and in table B.2 for aturbulence intensity of 6%. In order to eliminate randomnessin
the simulations, three different seeds are used but they give exactly the same ratios. When equation 2.19
is applied to correctthe wind speeds and the cube of these wind speeds is taken, the ratio of the cube of the
wind speeds with turbulence intensity correction and without turbulence intensity correction is calculated
to be 1.043 and 1.0108 for turbulence intensities of 0.12 and 0.06, respectively. When comparing to this
the ratios found by the simulations, it can be seen that the difference is largest for a wind speed of6%. For

some wind speeds the difference is negative, this means that the turbulence intensity correction actually
underestimates the additional power output associated with turbulence intensity. Howeverin most cases,
the turbulence intensity correction equation will overestimate the additional power to be generated from
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the turbulence, especially for low turbulence intensities. The reason for this is that for low turbulence in-
tensities, the simulations show that the turbulence intensity has a negative effect on power output while
the equation assumes that turbulence intensity always increases power output compared to steady wind.

Table B.1: Ratio of Zaurbuience yith T|=0.12

steady

Wind speed | Equation Sirpulation Sirpulation Sirpulation Difference
[m/s] ratio ratio ratio ratio [%]
seed 1 seed 2 seed 3
4 1.0432 1.0437 1.0437 1.0437 -0.05
5 1.0432 1.0656 1.0656 1.0656 -2.24
6 1.0432 0.9926 0.9926 0.9926 5.06
7 1.0432 1.0106 1.0106 1.0106 3.26
8 1.0432 1.0600 1.0599 1.0599 -1.68
9 1.0432 1.0524 1.0524 1.0524 -0.92
Table B.2: Ratio of P“”:’% with T1=0.06
Wind speed | Equation Sirpulation Sirﬁvulation Sirpulation Difference
[m/s] ratio ratio ratio ratio [%]
seed1 seed 2 seed 3
4 1.0108 0.9656 0.9656 0.9656 4.52
5 1.0108 0.9865 0.9865 0.9865 243
6 1.0108 0.9692 0.9692 0.9692 4.16
7 1.0108 0.9794 0.9794 0.9794 3.14
8 1.0108 0.9934 0.9934 0.9934 1.74
9 1.0108 0.9929 0.9929 0.9929 1.79
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B.2. Energy yield contour plots
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90m Weibull shape parameter with stability correction 90m Weibull shape parameter without stability correction

Table B.3:
Weibull parameters and energy yield for three wind farm locations at 90m using 10-minute and hourly values
Parameter a[-] | k[-] | Energy yield [GWh]
DOWA nondirectional | 10.6 | 2.2 | 23.3
DOWA hourly - - 234
DOWA data - - 235
Borssele Analytical - - 23.3
LES hourly 101 | 21 | 21.9
LES 10-minute 101 | 2.1 | 21.9
DOWA nondirectional | 10.5 | 2.2 | 23.0
DOWA hourly - - 23.1
DOWA data - - 23.1
HKZ Analytical - 234
LES hourly 10.3 | 2.1 | 22.2
LES 10-minute 103 |21 | 222
DOWA nondirectional | 10.5 | 2.2 | 22.9
DOWA hourly - - 22,8
DOWA data - - 229
HKN Analytical - - 23.0
LES hourly 105 | 2.2 | 22.7
LES 10-minute 105 | 2.2 | 22.7
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B.3. Wind roses

Wind rose Borssele at 90m

0
330 01 30
008
300 0.08 60
0.04
02
%0
120
210 150
180
Figure B.10:

Wind rose at Borssele location at 90m using DOWA data
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Figure B.12:

Wind rose at HKN location at 90m using DOWA data
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Wind rose at HKZ location at 90m using DOWA data
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B.4. Weibull fit verification

This section is to verify that the Weibull fit code written for the analyses in this report satisfies the condition
that the energy content of the fit should be the same as the energy content as the data, as dictated by the
European Wind Atlas method. This verification is performed for the HKZ wind farm location at 150m, for
which the Weibull fit of the sector 60° — 90° was already shown in figure 5.55. The energy content of the
data andthefitas well as the ratio between themis shown forevery sectorintable B.4. Note thatthe energy
content is represented by Yp- U3, where p is the probability of occurrence and U is the wind speed. It can
be seen that there are minor differences between the energy contentin the data and the Weibull fit. These

are likely caused by the discretisation of 0.5% that was used for this verification.

Table B.4: Weibull fit verification of energy content

a a'U3
Sector [O] Zpdata'Ugata prit'U?it W
0-30 1090.8 1081.1 1.0089
30-60 1203.6 1199.0 1.0039
60-90 1407.5 1410.5 0.9979
90-120 1732.7 1732.6 1.0001
120-150 1280.5 1274.8 1.0045
150-180 2393.2 2383.2 1.0042
180-210 4464.9 4381.2 1.0191
210-240 5207.9 5175.2 1.0063
240-270 4674.7 4674.7 1.0000
270-300 3123.9 3127.5 0.9989
300-330 2480.4 2477.0 1.0014
330-360 2343.7 2345.7 0.9991

B. Energy yield
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C.1. FASTTool user guide

In order to use the simulink interfact with GUI created by the Data-Driven Controls department of the TU
Delft, the FASTTool should be downloaded from the GitHub repository . The corresponding directory
should be opened in MATLAB, after which the file 'FASTTool.m’ should be run. This will open the GUI that
contains several modules to change input parameters, linearise input files and run simulations. In order
to start using the program, an input file has to be loaded. The ’NREL5MW.mat’ file can easily be opened
as itis already included in the GitHub download. In order to perform simulations for the 15MW reference
turbine, an input file should be written. To do this, the’'NREL5MW.mat’ file can be used as a starting point
and the parameters should be changed according to subsection C.2.2.

Allsimulationsinthisreportare performed with the 'Certification’ module underthe ’Run’tab. Inthis mod-
ule, the wind speed, run time and seed number can be changed according to the parameters specified in
section 4.3. Itis possible to specify multiple wind speeds and seed numbers, for example if [5: 0.5 : 10]
is entered in the wind speed field, FAST Tool will run the simulation for all wind speeds in the range of 5 to
10% with a step size of 0.5. The same can be done for the seed number, where for example [1,3,6] will

run seed numbers 1, 3 and 6. Furthermore, the NTM should be used during power production. The IEC
classestobe used were already discussed in section 4.3. Specify an outputfile name and simply click 'run’
to perform the simulation.

Inorderto obtain the results described in this report, some minor changes have to be made to the FAST-
Tool code to allow for different inputs of turbulence intensity. These changes are as follows:

» Open the file 'Wind.fig’ (to be found in the subfunctions folder) in GUIDE, this can be done by right-
clicking 'Wind.fig’ and selecting ‘Open in GUIDE’. Right-click the button related to IEC class A and
choose the ’Object Browser’ option. Double-click 'UlControl(WindTurbulence”A”) and click on the
editingiconin the row corresponding to the 'String’ variable. Here, add options’D’ and’E’ to the listin
ordertoallowforselection ofthese optionsinthe GUI. Save the figure and continue with the next step.

* Inthefile'Wind.m’ (to be found in the subfunctions folder), after line 634, add the following code:

elseif get(handles.WindTurbulence, ’'Value ')==4
Ilref=0,05

elseif get(handles.WindTurbulence, ’'Value ’')==5
Iref=0.06

This will make sure the correct wind input file is written based on [,..
* Inthefile 'InflowWind.m’, change line 124 and 125 to the following code:

ABCDE = 'ABC56’;
IECturbc = ABCDE(Wind.Class(2));

"https://github.com/TUDelft-DataDrivenControl/FASTTool
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This will make sure the correct value is used for the TurbSim input file. TurbSim takes 'A’,’B’ or’C’
as input values for the corresponding IEC classes, but it will also take turbulence intensity values in
percent. Inthis case, whenclass’D’is selected it willtake 5% asinputvalue andif class’E’is selected
it will take 6% turbulence intensity.

+ Incase an error is shown during the simulation stating that the Mach number over the airfoil exceeds
the value of 1, the following change should be made. In the file’AeroDyn.m’, in line 29, change the
type of skewed-wake correction model from 2 to 1. This means the model is changed from ’Pitt-
Peters’ to 'uncoupled’ and should resolve the issue. Note that in newer versions of AeroDyn, this
error should not occur in the first place.

C.2. Reference turbines

Two reference turbines are used during the calculations in this report. Subsection C.2.1 will provide in-
formation regarding the NREL 5MW offshore reference turbine while the IEA 15MW offshore reference
turbine will be outlined in subsection C.2.2. The overview provided in this section will be focused mainly
on the parameters needed to run FAST simulations.

C.2.1. NREL 5MW offshore reference turbine

The mostimportant parameters of the NREL 5MW offshore reference wind turbine will be outlined in this
subsection. These parameters include the blades, airfoils, tower, nacelle, control properties and drive
train configuration. The power curve of this wind turbine is given in figure C.1 and some general are given
intable C.1.

Power curve NREL 5MW offshore reference turbine
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Figure C.1: Power curve NREL 5MW offshore reference turbine [52]

Table C.1: SMW reference turbine general properties

Rated power [MW] 5
Rated wind speed [m/s] 1.4
Speedrange [rpm] 9-12.1

Optimal tip speedratio[-] | 7.6
Peak power coefficient[-] | 0.478
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Blades

Table C.2 shows the blade properties of the 5MW wind turbine blade. The airfoils are not exactly the same
as the ones provided in the original NREL report but have similar properties. Data for these airfoils is pub-
licly available. The blades are made out of the composite materials E-LT-5500 which is uni-axial in the 0°
direction and Saertex which is a double bias material in the +45° directions. An additional material is used
called SNL Triax, this is a combinations of the aforementioned materials, meaning it will have three fibre
directions; 0° and +45°. Allmaterials have an EP-3 resin and the relevant fatigue parameters can be found
in the DOE/MSU composite fatigue database. The root section of the blade consists only out of SNL Triax
material, where in the further root buildup a combination of SNL Triax and the other two materials is used
(forexample in the spar caps).
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Table C.2: SMW reference turbine blade properties
. . Mass Flapwise Edgewise
E::]d s f:nr:]ord -[r::;:e el Airfoil density stiffness stiffness
[kg/m] [Nm*2] [Nm~2]
1.5000 | 3.3860 | 13.3080 | Cylinder1 678.9350 | 1.8110e+10 | 1.8114e+10
2.7000 | 3.5230 | 13.3080 | Cylinder1 773.3630 | 1.9425e+10 | 1.9559e+10
3.7000 | 3.6371 | 13.3080 | Cylinder1 740.5500 | 1.7456e+10 | 1.9498e+10
47000 | 3.7513 | 13.3080 | Cylinder1 740.0420 | 1.5287e+10 | 1.9789e+10
5.7000 | 3.8654 | 13.3080 | Cylinder1 592.4960 | 1.0782e+10 | 1.4859e+10
6.7000 | 3.9799 | 13.3080 | Cylinder1 450.2750 | 7.2297e+09 | 1.0221e+10
7.7000 | 4.0945 | 13.3080 | Cylinder2 424.0540 | 6.3095e+09 | 9.1447e+09
8.7000 | 4.2088 | 13.3080 | Cylinder2 400.6380 | 5.5284e+09 | 8.0632e+09
9.7000 | 4.3231 | 13.3080 | Cylinder2 382.0620 | 4.9801e+09 | 6.8844e+09
10.7000 | 4.4371 | 13.3080 | DU 99-W-405 399.6550 | 4.9368e+09 | 7.0092e+09
11.7000 | 4.5513 | 13.3080 | DU99-W-405 | 426.3210 | 4.6917e+09 | 7.1677e+09
12.7000 | 4.5790 | 13.1810 | DU99-W-405 | 416.8200 | 3.9495e+09 | 7.2717e+09
13.7000 | 4.6022 | 12.8480 | DU99-W-405 | 406.1860 | 3.3865e+09 | 7.0817e+09
14.7000 | 4.6254 | 12.1920 | DU 99-W-350 381.4200 | 2.9337e+09 | 6.2445e+09
15.7000 | 4.6485 | 11.5610 | DU 99-W-350 352.8220 | 2.5690e+09 | 5.0490e+09
16.7000 | 4.6118 | 11.0720 | DU 99-W-350 349.4770 | 2.3887e+09 | 4.9485e+09
17.7000 | 4.5645 | 10.7920 | DU 99-W-350 346.5380 | 2.2720e+09 | 4.8080e+09
19.7000 | 4.4698 | 10.2320 | DU 99-W-350 339.3330 | 2.0501e+09 | 4.5014e+09
21.7000 | 4.3688 | 9.6720 DU 99-W-350 330.0040 | 1.8283e+09 | 4.2441e+09
23.7000 | 4.2668 | 9.1100 DU 97-W-300 321.9900 | 1.5887e+09 | 3.9953e+09
25.7000 | 4.1516 | 8.5340 DU 97-W-300 313.8200 | 1.3619e+09 | 3.7508e+09
27.7000 | 4.0336 | 7.9320 DU 91-W2-250 | 294.7340 | 1.1024e+09 | 3.4471e+09
29.7000 | 3.9090 | 7.3210 DU 91-W2-250 | 287.1200 | 875800000 | 3.1391e+09
31.7000 | 3.7827 | 6.7110 DU 91-W2-250 | 263.3430 | 681300000 | 2.7342e+09
33.7000 | 3.6610 | 6.1220 DU 91-W2-250 | 253.2070 | 534720000 | 2.5549e+09
35.7000 | 3.5410 | 5.5460 DU93-W-210 | 241.6660 | 408900000 | 2.3340e+09
37.7000 | 3.4210 | 4.9710 DU93-W-210 | 220.6380 | 314540000 | 1.8287e+09
39.7000 | 3.3010 | 4.4010 DU93-W-210 | 200.2930 | 238630000 | 1.5841e+09
41.7000 | 3.1810 | 3.8340 DU 93-W-210 179.4040 | 175880000 | 1.3234e+09
43.7000 | 3.0610 | 3.3320 NACA64-618 | 165.0940 | 126010000 | 1.1837e+09
45.7000 | 2.9410 | 2.8900 NACA64-618 | 154.4110 | 107260000 | 1.0202e+09
47.7000 | 2.8210 | 2.5030 NACA64-618 | 138.9350 | 90880000 797810000
49.7000 | 2.7009 | 2.1160 NACA64-618 | 129.5550 | 76310000 709610000
51.7000 | 2.5810 | 1.7300 NACA64-618 | 107.2640 | 61050000 518190000
53.7000 | 2.4610 | 1.3420 NACA64-618 | 98.7760 | 49480000 454870000
55.7000 | 2.3410 | 0.9540 NACA64-618 | 90.2480 | 39360000 395120000
56.7000 | 2.2687 | 0.7600 NACA64-618 | 83.0010 | 34670000 353720000
57.7000 | 2.1857 | 0.5740 NACA64-618 | 72.9060 | 30410000 304730000
58.7000 | 2.1026 | 0.4040 NACA64-618 | 68.7720 | 26520000 281420000
59.2000 | 2.0128 | 0.3190 NACA64-618 | 66.2640 | 23840000 261710000
59.7000 | 1.8905 | 0.2530 NACA64-618 | 59.3400 19630000 158810000
60.2000 | 1.7688 | 0.2160 NACA64-618 | 55.9140 16000000 137880000
60.7000 | 1.6468 | 0.1780 NACA64-618 | 52.4840 12830000 118790000
61.2000 | 1.5248 | 0.1400 NACA64-618 | 49.1140 10080000 101630000
61.7000 | 1.4028 | 0.1010 NACA64-618 | 45.8180 | 7550000 85070000
62.2000 | 1.2807 | 0.0620 NACA64-618 | 41.6690 | 4600000 64260000
62.7000 | 1.1587 | 0.0230 NACA64-618 | 11.4530 250000 6610000
63 1.0855 | 0 NACA64-618 | 10.3190 170000 5010000
Tower

Table C.3 shows the tower dimensions of the SMW reference turbine with a hub height of 90m.
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Table C.3: SMW turbine tower dimensions

Height [m] | Diameter [m] | Wall thickness [m]
0 6 0.0350
8.7600 5.7870 0.0340
17.5200 5.5740 0.0330
26.2800 5.3610 0.0320
35.0400 5.1480 0.0310
43.8000 4.9350 0.0300
52.5600 4.7220 0.0290
61.3200 4.5090 0.0280
70.0800 4.2960 0.0270
78.8400 4.0830 0.0260
87.6000 3.8700 0.0250

Nacelle

Figure C.2 shows the nacelle properties of the SMW reference turbine. The most important parameters
are the hub mass of 56,780k g and the nacelle mass of 240,000k g with a tilt angle of 5°.
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Figure C.2: Nacelle properties of the 5SMW reference turbine

Control

For the control parameters, a cut-in wind speed of 3% and a cut-out wind speed of 25% are specified. All

other relevant control parameters are summarised in table C.4. This wind turbine uses pitch control with a
Pl controllerand constant gain as well as a 15¢ order low-pass filter. The brake is located on the high speed

shaft. Indices A, B, B2 and C relate to the control regions.
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Table C.4: SMW reference turbine control parameters

Pitch control

Fine pitch angle [deg] 0

Max. pitch angle [deg] 90
Min. pitch angle [deg] -2
Max. pitch rate [deg/s] 8

Min. pitch rate [deg/s] -8
Start-up pitch angle [deg] 45
Start-up pitch rate [deg/s] 1
Speed for start-up [rpm] 0.25
Low pass filter cut-off frequency [rad/s] 3
Kpl[-] -0.003
Ki[-] -0.001
Torque control

Demanded torque [Nm] 43093.55
Torque minimum [Nm] 200
Torque limit [Nm] 47403
Torque slew rate [N] 15000
Generator speed, A [rpm] 670
Generator speed, B [rpm] 871
Generator speed, B2 [rpm] 1150.9
Generator speed, C [rpm] 1173.7
Optimal mode gain [(Nm)/(rad/s)"2] 2.3323
Generator speed low-pass cut-off [rad/s] | 3
Brake

Brake torque [Nm] 28116
Deploy time [s] 0.6
Delay [s] 1.5

Drive train

The drive train of the 5SMW reference turbine consists of a generator with an efficiency of 94.4% and an
inertia of 534.116kgm?. Itis attached to a gearbox with 100% efficiency and a gearboc ratio of 97.

C.2.2. IEA 15MW offshore reference turbine

The most important parameters of the IEC 15MW offshore reference wind turbine will be outlined in this
subsection. These parameters include the blades, airfoils, tower, nacelle, control properties and drive
train configuration. The power curve of this turbine is shown in figure C.3 and some general properties are
givenintable C.5.
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Power curve IEA 15MW offshore reference turbine
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Figure C.3: Power curve IEA 15MW offshore reference turbine [53]

Table C.5: 15MW reference turbine general properties

Rated power [MW] 15
Rated wind speed [m/s] 104
Speedrange [rpm] 5.5-7.6

Optimal tip speedratio[-] | 9.2
Peak power coefficient[-] | 0.498

Blades

Table C.6 provides anoverview of the blade properties of the 15M W reference turbine. Note that the airfoils
are numbered, the specific airfoil coordinates and properties can be found in the IEA GitHub repository
2 in 'IEA-15-240-RWT/OpenFAST/IEA-15-240-RWT/Airfoils/. The composite material of the blades is
considered to be the same as for the 5SMW reference turbine.

2https://github.com/IEANindTask37/IEA-15-240-RWT
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Table C.6: 15MW reference turbine blade properties
. . Mass Flapwise Edgewise
Fn?]dlus [Cr:]ord E—E\;\gztre el Airfoil density | stiffness stiffness
[kg/m] | [Nm"2] [NmA2]
1.5000 5.2000 | 15.5946 | Cylinder1 | 3180 1.5253e+11 | 1.5241e+11
2.3400 5.2083 | 15.5911 | Cylinder1 | 3050 1.3961e+11 | 1.3719e+11
4.6800 5.2357 | 15.4281 | 02 2920 1.2398e+11 | 1.2119e+11
7.0200 5.2889 | 14.9867 | 03 2640 1.0323e+11 | 1.0306e+11
9.3600 5.3606 | 14.3216 | 04 2300 8.1628e+10 | 8.4366e+10
11.7000 5.4433 | 13.4875 | 05 2000 6.1775e+10 | 6.8627e+10
14.6250 5.5510 | 12.2907 | 06 1700 4.2747e+10 | 5.1347e+10
17.5500 5.6501 | 11.0223 | 07 1340 3.2373e+10 | 3.8985e+10
19.7770 5.7110 | 10.0746 | 08 1100 2.8273e+10 | 3.1953e+10
22.0040 5.7521 | 9.1945 09 855 2.4819e+10 | 2.6958e+10
24.2310 5.7672 | 8.4292 10 700 2.1956e+10 | 2.3761e+10
26.4579 5.7545 | 7.7771 1 620 1.9671e+10 | 2.2085e+10
28.6849 5.7026 | 7.1825 12 550 1.8052e+10 | 2.1066e+10
31.1324 5.6007 | 6.5270 13 515 1.6718e+10 | 2.0352e+10
33.5798 5.4632 | 5.8950 14 490 1.5450e+10 | 1.9962e+10
36.0273 5.3095 | 5.2942 15 470 1.4253e+10 | 1.9713e+10
38.4747 5.1488 | 4.7345 16 455 1.3012e+10 | 1.9135e+10
41.0566 4.9911 | 4.2005 17 455 1.1771e+10 | 1.8309e+10
43.6384 4.8498 | 3.7259 18 447 1.0631e+10 | 1.7266e+10
46.2203 4.7276 | 3.3070 19 435 9.6129e+09 | 1.6059e+10
48.8021 4.6047 | 2.9200 20 425 8.6322e+09 | 1.4703e+10
51.3840 44821 | 2.5610 21 413 7.6702e+09 | 1.3064e+10
53.6887 4.3738 | 2.2620 22 395 6.8502e+09 | 1.1618e+10
55.9934 4.2673 | 1.9803 23 383 6.0805e+09 | 1.0231e+10
58.2981 41630 | 1.7136 24 371 5.3772e+09 | 8.9572e+09
60.6028 4.0617 | 1.4580 25 360 4.7536e+09 | 7.8812e+09
62.9076 3.9635 | 1.2156 26 345 4.2082e+09 | 6.9454e+09
65.2601 3.8669 | 0.9879 27 333 3.7188e+09 | 6.0485e+09
67.6127 3.7730 | 0.7751 28 322 3.2788e+09 | 5.2139e+09
69.9652 3.6813 | 0.5754 29 306 2.8855e+09 | 4.4368e+09
72.3177 3.5907 | 0.3802 30 295 2.5337e+09 | 3.7594e+09
74.6703 3.5008 | 0.1860 31 278 2.2205e+09 | 3.1919e+09
76.9023 3.4151 | -0.0019 | 32 268 1.9443e+09 | 2.7603e+09
79.1342 3.3288 | -0.2033 | 33 257 1.6797e+09 | 2.4551e+09
81.3662 3.2416 | -0.4253 | 34 246 1.4338e+09 | 2.2325e+09
83.5981 3.1551 | -0.6835 | 35 229 1.2064e+09 | 2.0242e+09
85.8301 3.0695 | -0.9819 | 36 222 996610000 | 1.8140e+09
88.0621 2.9840 | -1.2832 | 37 194 817140000 | 1.6088e+09
90.2940 2.8980 | -1.5752 | 38 176 665040000 | 1.4098e+09
93.6000 2.7682 | -1.9369 | 39 140 476310000 | 1.1404e+09
95.7938 2.6796 | -2.1076 | 39 121 371310000 | 870060000
97.9875 2.5882 | -2.1666 | 39 102 289390000 | 704190000
100.1813 | 2.4939 | -2.1761 39 a0 226410000 | 550740000
102.3750 | 2.3974 | -2.1612 | 39 82 172310000 | 430150000
104.5688 | 2.2986 | -2.1185 39 73 127010000 | 340100000
106.7625 | 2.1977 | -2.0489 | 39 65 89341000 269690000
108.9563 | 2.0947 | -1.9514 | 39 52 59192000 208350000
111.1500 | 1.9895 | -1.8152 | 39 42 36186000 151880000
114.0750 | 1.8483 | -1.5679 | 39 28 15636000 88937000
120 0.5000 | -1.2424 | 39 10 188850 1920700
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Tower

Table C.7 shows the tower dimensions of the 15MW reference turbine with a hub height of 150m.

Table C.7: 15MW turbine tower dimensions

Height[m] | Diameter [m] | Wall thickness [m]
0 10 0.0411
28 10 0.0395
41 9.9260 0.0365
54 9.4430 0.0338
67 8.8330 0.0322
80 8.1510 0.0307
93 7.3900 0.0291
106 6.9090 0.0272
119 6.7480 0.0240
132 6.5720 0.0208
144.5820 6.5000 0.0240

Nacelle

Figure C.4 shows the nacelle properties of the 15MW reference turbine. The mostimportant parameters
are the hub mass of 190,000k g and the nacelle mass of 630,888k g with a tilt angle of 6°.

7.8/m

[

]
|
6 de |
———— é g [ |
e ]
w | 10.2/m
|
|

Hub Nacelle
Ellipsoidal e Cylindrical ~
190000 kg 630888 kg

Figure C.4: Nacelle properties of the 15MW reference turbine

Control

For the control parameters, a cut-in wind speed of 3% and a cut-out wind speed of 25% are specified. All
other relevant control parameters are summarised in table C.8. This wind turbine uses pitch control with
a Pl controller and constant gain as well as a 2¢ order low-pass filter. The brake is located on the high
speed shaft. Indices A, B, B2 and C relate to the control regions.
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Table C.8: 15MW reference turbine control parameters
Pitch control
Fine pitch angle [deg] 0
Max. pitch angle [deg] 90
Min. pitch angle [deg] -2
Max. pitch rate [deg/s] 2
Min. pitch rate [deg/s] -2
Start-up pitch angle [deg] 45
Start-up pitch rate [deg/s] 1
Speed for start-up [rpm] 0.25
Low pass filter cut-off frequency [rad/s] 1.0081
Kp[-] -0.6402
Ki[] -0.0862
Torque control
Demanded torque [Nm] 19624047
Torque minimum [Nm] 200
Torque limit [Nm] 21586451
Torque slew rate [N] 15000
Generator speed, A[rpm] 5
Generator speed, B [rpm] 55
Generator speed, B2 [rpm] 7
Generator speed, C [rpm] 7.56
Optimal mode gain [(Nm)/(rad/s)*2] 30221700
Generator speed low-pass cut-off [rad/s] | 1.0081
Brake
Brake torque [Nm] 28116
Deploy time [s] 0.6
Delay [s] 1.5
Drive train

The drive train of the 15MW reference turbine consists of a generator with an efficiency of 96.55% and an
inertia of 3222631kgm?. Itis a direct drive generator so no gearbox is present (gearbox ratio=1).
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C.3. FAST outputs
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Tower base bending moment of 5SMW reference turbine Tower base bending moment of 15MW reference turbine

Pitch angle [degrees]

Blade pitch angle

AR /\/\ f A
W A My \ f‘v’\ M N \
I/\“. U/V’J \/1‘ ! "'\\ ’/ j\p-\/"’ 1Y ‘[\ﬂ' \‘\] n
i
Ji \\ f 7
\ ool
VyJ
r 7mis, 5SMW -
7mis, 15MW
15m/s, SMW
r 15m/s, 15MW | 1
0 100 200 300 400 500 600 700
Time [s]
Figure C.10:

Blade pitch angle response in FAST simulation
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Figure C.12:

Stress histogram of 5MW blade edgewise motion
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Figure C.11: Generator power output in FAST simulation
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Stress histogram of 5MW blade flapwise motion
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Stress histogram of 15MW blade flapwise motion
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Stress histogram of 15MW tower fore-aft motion
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C.5. Fatigue contour plots
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Edgewise fatigue damage of 15MW, simple rainflow
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Figure C.22:

Flapwise fatigue damage of 15MW, simple rainflow



Assumptions

D.1. Stability

The Obukhov length does not change with height for a certain location

All non-discarded shear exponent values follow the power law wind profile

No local perturbations in the wind speed profile due to obstacles such as trees or wind farms are
present

D.2. Energy yield

D

The density correction assumes dry air

Inthe calculation of the rotor equivalentwind speed, itis assumed thatthe wind speedin each section
corresponds to the wind speed of that entire section

The turbulence intensity found for the three wind farm locations applies to the full DOWA domain
There is no downtime due to e.g. maintenance or failure

The wind speed data for every direction sector follows a Weibull distribution

3. Fatigue

The fatigue damage of each cycle can be linearly added to the total accumulated lifetime damage
(Miner’srule)

The FAST simulations using the NTM model assume a power law wind profile with a shear exponent
ofa=0.2

Inthe simplerainflow counting algorithm, afullload cycle is assumed for each stress amplitude found
The material of the blade root of both wind turbines is SNL Triax

Composite materials do not have a fatigue limit

th
The 10-minute damage fraction is % of the hourly damage fraction

Each blade experiences the same loads over its lifetime

The fatigue damage accumulated during power production under normal operating conditions only
is representative for the total lifetime fatigue damage

The fatigue damage accumulated for wind speeds of 3% can be neglected

1M1
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