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CHAPTER 1

GENERAL INTRODUCTION

1.1 Historical background

A Dbrief historical overview of hydrogenated amorphous silicon (a-Si:H)
research is given below. In 1965, Sterling and Swan first reported the de-
position of undoped a-Si:H produced by the Radio Frequency Chemical
Vapor Deposition (RFCVD) of silane (SiHy) [200]. The technique they
used is essentially the same as that used today: silane gas molecules
are dissociated by a radio frequency (rf) plasma and the radicals formed
deposit on a heated substrate. In 1969, Chittick, Alexander and Ster-
ling studied this material more elaboratedly and reported the absorption,
the dark conductivity, the activation energy of the dark conductivity, the
photoconductivity and space charge limited currents [21]. Also, they re-
ported a small effect of doping with phosphorus on the dark conductivity
of a-Si:H.

A breakthrough came in 1975 when Spear and LeComber reported
systematic studies of p- and n-type doping of a-Si:H deposited by RFCVD
over a wide dopant concentration range [194]. The p- and n-type doping
was accomplished by adding respectively diborane (BoHg) or phosphine
(PHj3) to the source gas. Up to the present, the common method em-
ployed to produce n- or p-type material is the use of these two doping
gases. The possibility to produce devices with effectively doped and
undoped regions opened the way to various applications, heralded by
the announcement of a-Si:H solar cells one year later by Carlson and
Wronski [17]. Since then much research has been conducted on a-Si:H
solar cells, and, for example, the first triple cell was reported in 1979



by Hamakawa [61]. Especially after the oil crisis of 1973, research into
renewable energy sources increased, and with it research on solar cells.

The RFCVD process lends itself very well to the production of large-
area a-Si:H devices, with an area of typically up to one or more square
meters. Over this area it allows the uniform deposition of thin, typically
several hundred nanometers thick, a-Si:H layers. This process places
almost no restrictions on the substrate material, it may be curved and
only has to withstand about 300 °C, which for example enables the
production of see-through sun roofs for cars with an a-Si:H solar cell
integrated in it [155].

The use of a-Si:H in photovoltaics is one of the most important ap-
plications. Other important applications are in thin film transistors
for active matrix addressing in liquid crystal displays [222], image sen-
sors which are used in fax readers and laser printing [22], light-emitting
diodes [86], charged coupled devices [113], multi-color detectors [233]
and radiation detectors [153]. Several other applications are described
by LeComber [91]. A good introduction to the application of a-Si:H in
devices is given by Kanicki [81].

1.2 Scope of this work

In this thesis, research on hydrogenated a-Si:H for use in a-Si:H solar
cells is described. The important optical and electrical properties of p-
and i-layers for use in solar cells are described and measured. Amongst
these properties are the refractive index, the absorption coefficient, the
dark and photoconductivity, the Fermi level position and the density
of states, including the defect density in the gap and the valence and
conduction band tail characteristic energies.

The solar cell efficiency is not only determined by the properties of the
separate layers, but also by the interface characteristics. Of the interfaces
of a solar cell, the p/i-junction is the most important one. This junction
was investigated by measuring its current-voltage characteristics, and
fitting these measurements to computer simulations. For this purpose,
values of material properties determined on single layers were used as an
input for the modeling.




The research and commercial applications of a-Si:H in solar cells is
technology ruled. Traditionally, a-Si:H solar cells and other a-Si:H de-
vices are optimized by examination of the results of different deposition
conditions on the material and device properties, rather than that the
progress in this research is because of improvements in the theories.
This is because still little is known about the fundamental electrical and
optical properties of a-Si:H. The relationship between the microscopic
and macroscopic properties are not yet well understood, which frustrates
quantitative theoretical descriptions of the material. Also, the properties
of a-Si:H films and devices depend on the fabrication methods, systems
and conditions, which makes it difficult to compare materials or devices
which are manufactured in different laboratories using different deposi-
tion systems.

So far, this approach has led to conversion efficiencies of small-area
(1 cm?) single-junction solar cells of 12.0% in 1987 [65] and 13.2% in
1992 [118]. Multi-junction solar cells achieve higher efficiencies than their
single-junction counterparts because of the more effective absorption of
light of different wavelengths of the solar spectrum. In 1988, an efficiency
of 13.7 % was reported for a triple-junction solar cell [256], the efficiency
of which has not been improved markedly up to the present.

Although this empirical research has proved to be successful, the
theoretical limit of 26 % for single cells [63] has not yet been achieved.
Theories of the electronic structure and optical properties of a-Si:H have
been developed simultaneously with the empirical research in order to
close the gap between the achieved and the theoretically maximum effi-
ciencies, and to understand the results of the empirical research. Models
were derived from these theories, which enabled the carrying out of com-
puter simulations. We implemented a model in a computer program in
order to investigate the p/i-junction of solar cells and to test the validity
of the models.

Device simulations offer notable advantages over the actual produc-
tion and measuring of test devices: generally they are much cheaper,
the impact of small changes of a configuration can be determined much
faster and are usually more reliable and, last but not least, simulations do
not require the handling of very poisonous and spontaneously flammable



gases. Of course, simulations have to be calibrated in order to be valid.
For this purpose simulation results and measurements are compared,
and, if necessary, the model or input parameters are adapted to describe
the measurements correctly. Therefore, the production and simulation
of devices should be carried out hand in hand.

For crystalline silicon, it has already become generally accepted that
device simulators do speed up device research considerably. Without a
doubt, this will become the case for a-Si:H too.

1.3 Properties of amorphous and microcrystalline silicon

Different forms of silicon

Silicon can exist in several forms: monocrystalline, polycrystalline, mi-
crocrystalline and amorphous. In the crystalline form every atom is
four-fold coordinated in a tetrahedral configuration. Polycrystalline sili-
con as used in solar cells consists of crystals with dimensions of several
millimeters [120], separated by grain boundaries. Because in electronics
the term polycrystalline silicon is usually associated with material with
a much smaller crystallite size, Green suggested that the term semicrys-
talline is more appropriate [51]. At the grain boundaries the crystal ori-
entation of the neighboring crystals change randomly. Microcrystalline
silicon has essentially the same structure as polycrystalline silicon, but
the crystal size is in the order of nanometers to micrometers. Because of
the smaller crystallite size in microcrystalline silicon compared to that
of polycrystalline silicon, the effect of the boundaries on the electronic
properties is much more pronounced in microcrystalline silicon.

The disorder of the atomic structure is the main feature that distin-
guishes amorphous materials from crystalline materials. The dominant
defects in amorphous silicon are dangling bonds, which arise when one
of the four bonds of a silicon atom is not bonded to another silicon
atom, but is non-bonding [159], ’dangling’ so to speak. This silicon
atom is thus three-fold coordinated; it is coordinated with one atom less
than would be the case in the perfect structure, formed by tetrahedrally
bonded atoms. The defect density of pure, unhydrogenated amorphous




silicon (a-Si) is high, in the order of 10'® ¢cm™3, for material produced
by rf magnetron sputtering [211], to 10% cm™3, for material produced
by conventional vacuum evaporation, sputtering [16] or ion-implantation
[31]. This high defect density of unhydrogenated a-Si prevents photo-
conductance [55] and effective doping to take place, which makes this
material from a technological point of view of no interest.

Hydrogenated amorphous silicon

The defect density of unhydrogenated amorphous silicon can be reduced
by four to five orders of magnitude by hydrogenation of the material to a
level of about 10 at.% hydrogen. The hydrogen passivates the dangling
bonds, which means that the dangling bonds are no longer electrically
active defect states [106, 205]. Because of this, hydrogenated amorphous
silicon (a-Si:H) can be effectively doped and this is from a technological
point of view of much interest. This material has many applications, of
which the most important ones are mentioned in section 1.1. Depending
on the amount of bonded hydrogen and its bonding configuration in the
a-Si:H disordered network, the electronic properties vary widely. Except
for this section, unhydrogenated amorphous silicon is not considered in
this thesis.

Because the short-range order of a-Si:H resembles that of crystalline
silicon, the general electronic structures of these two materials resem-
ble each other. Both materials have a band gap, which is 1.12 eV for
crystalline silicon [52], and around 1.65 to 1.85 eV for a-Si:H [40].

Electronic structure of a-Si:H

The lack of long-range order in the structure of a-Si:H results in conduc-
tion and valence band tails [123, 28]: the band edges decrease smoothly
instead of abruptly as is the case in crystalline silicon. These broad-
ened band edges are shown in figure 1.1 and have an exponential energy
dependence. The greater the disorder, the more the band tails extend
into the band gap. The energy for which the band tail state density in-
creases a factor e, the base of the natural logarithm, is referred to as the
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Figure 1.1: Density of states in hydrogenated amorphous silicon. The
energy levels Ey and E¢ denote the mobility edges, defining the mobility
gap as Eqc— Ey, whereas the optical gap is given by the difference Ey—E,.

band tail characteristic energy or as the band tail slope. Although from a
mathematical point of view the last term is less accurate, it is commonly
used because it immediately rises the (correct) suggestion that the value
determines the slope of the curve if the density of states (DOS) is plotted
as a function of the energy on a logarithmic scale. The exponential part
of the valence band tail of low-defect, high-quality a-Si:H has a charac-
teristic energy of 40 to 45 meV, while the characteristic energy of the
conduction band tail typically amounts to 25 to 30 meV.

Mott and Davis already in 1979 stated that a large density of states
exists in the mid-gap region [126]. The electronic states in the band gap
arise from dangling bonds, which are, as explained above, the unpaired
electrons of three-fold coordinated silicon atoms. The large DOS pins the
Fermi level around midgap in undoped material.

A quantitative relation between the dangling bond density and the
band tail slope, found by Stutzmann, is discussed in section 2.7.2.
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By doping a-Si:H, additional defects are created which act as recom-
bination centers [106]. Also, doping causes a shift of the Fermi level, as
shown in the historical work of Spear and LeComber [195]. The distance
between the Fermi level and the near by mobility edge is determined by
measuring the activation energy of the dark conductivity, which subject
is treated in section 3.6.2.

Mobility gap and optical gap

The energy levels Fy and Eg, shown in figure 1.1, separate the localized
band tail states from the extended states. The difference Ec—FEy is
defined as the mobility gap, and is of fundamental and practical interest
because it is directly related to the free-carrier transport in amorphous
semiconductors. The electronic properties of amorphous materials are
described by the mobility gap, contrary to the optical properties, which
are described by the optical gap. The optical gap is an extrapolation of
the optical transitions between the bands associated with the extended
states, as described in section 2.6.

There is no direct correlation between the optical gap and the mo-
bility gap. However, it is theoretically suggested that the mobility edges
are roughly 0.1 eV away from the exponential tail regions [192]. Also,
the difference in value between these two gaps was determined experi-
mentally to be 0.16+£0.03 eV for undoped a-Si:H [255]. The mobility gap
was found by adding the separation of the valence band edge from the
metal Fermi level to the separation of the electron mobility edge from
the metal Fermi level, where the separations were found from internal
photoemission experiments. For intrinsic a-Si:H with a Tauc optical gap
of 1.73 eV, an effective mobility gap of 1.89+0.03 eV was found, resulting
in a difference between the optical and mobility gap of 0.16+0.03 eV.

The optical gap of a-Si:H is a direct gap, in contrast with crystalline
silicon, where the gap is indirect. The direct gap arises from the intrinsic
disorder of the amorphous materials. A result of this direct gap is the
much higher optical absorption of a-Si:H compared to crystalline silicon,
resulting that a-Si:H solar cells can be much thinner than crystalline
solar cells.



1.4 Fabrication of amorphous and microcrystalline silicon

Hydrogenated amorphous silicon and microcrystalline silicon films can be
prepared by a variety of deposition techniques. Two kinds of deposition
techniques can be distinguished: reactive sputtering [151) and chemical
vapor deposition (CVD).

The sputtering technique ejects material from a target by ion bom-
bardment from a plasma. Various types of sputtering techniques have
been employed, such as radio frequent (rf), direct current (DC) and
plasma magnetron. Sputtered amorphous silicon films are generally de-
posited by the rf sputtering of a polycrystalline silicon target in an argon
atmosphere [103]. Hydrogen incorporation into the films is achieved by
adding hydrogen gas to the sputtering gas. Sputtered a-Si:H has wide
band tails (98], resulting in a small diffusion length. Therefore, solar
cells fabricated by sputtering exhibit a poor fill factor and thus a poor
overall performance.

The best solar cells are made with the CVD technology. In CVD,
silicon-containing gas molecules are broken up and silicon deposits on
the substrate. The energy to break up the silicon-containing molecules
can be in the form of heat (pyrolytic cvD), light (photo-assisted CVD
[49, 171]) or high energetic electrons (plasma enhanced (PE) cvD, also
called glow discharge cvD). There are three main types of pyrolytic CvD:
homogeneous (HOMO) CVD [178, 179}, the substrate and the reactor have
the same temperature and a hot gas is used; heterogeneous CVD, where
the substrate is heated, and the recently developed hot wire or filament-
assisted CVD [108, 246], where silane is decomposed on a hot tungsten
filament.

In the plasma enhanced CVD technique, the plasma is generated by
accelerating electrons in an electric field. The electric field can be set
up by a direct current (DC) or by an alternating current (AC). Usually,
for the deposition of amorphous silicon, a radio frequent (rf) alternating
current is used, giving rise to the RFCVD deposition technique [112, 195].
In the RFCVD process, the energy can be coupled into the reactor induc-
tively [195] or capacitively, where the latter coupling technique is the
most widely used one.




RFCVD

Today, in industrial and device laboratory practice, the most common
technique for the fabrication of a-Si:H devices is the capacitively coupled
RFCVD. This deposition technique can be scaled up to an industrial scale,
which is demonstrated by the total world production volume of 16.4 MW
of a-Si:H solar cells in 1992, entirely produced by RFCVD [34].

In PECVD, silicon-containing gas molecules are broken up into radi-
cals by collisions with electrons. The a-Si:H films grow by attachment of
these very reactive radicals to the surface of the growing film. The elec-
trons originate as secondary electrons in the collisions of electrons with
gas molecules, and receive their energy by acceleration in the electric
field. To pick up enough energy for the dissociation of silane molecules,
the electrons must travel in the electric field for a sufficient distance.
Therefore, the mean free path between collisions with molecules must
be kept relatively large, but not so large that the probability of an high
energetic electron colliding with a molecule approaches zero. This leads
to an optimal gas pressure for sustaining the plasma in the order of 0.1
to 1.0 mbar [205]. The subject of glow discharge processes is extensively
discussed by Chapman [20, p. 147-151].

Plasma frequency

Usually an AC plasma is used with a radio frequency of 13.56 MHz.
This particular frequency is chosen because this is an internationally re-
served frequency for industrial purposes with relaxed requirements for
rf emission compared to other frequencies [20, p. 155]. Recently, also
very high frequency (VHF) plasmas, with frequencies in the range of 30
to 300 MHz, have been used [46, 32, 133, 134]. Device quality a-Si:H
deposited at 70 MHz has been reported [181]. Solar cells which incor-
porated this material for the intrinsic layer exhibited efficiencies of 8.0
to 9.0 %, for deposition rates of the intrinsic layer of 2.2 to 0.47 nm/sec,
respectively. Here, a five- to ten-fold increase in deposition rate was
achieved by using a frequency of 70 MHz instead of 13.56 MHz, while
maintaining properties well enough to produce highly efficient solar cells.
However, it is technically difficult to design plasma deposition systems



for higher frequencies, especially for large substrate areas [181] with di-
mensions of the plasma area approaching a quarter of the wavelength of
the power source [133]. This limits the typical deposition dimensions to
less than one meter for a frequency of 70 MHz.

The VHF plasma deposition technique is not only used for the pro-
duction of a-Si:H, but also for that of microcrystalline silicon (uc-Si:H).
At 70 MHz, highly conductive pc-Si:H layers have been deposited [161].
The conductivity of n-type layers is typically between 10 and 100 S/cm
and of p-type layers between 0.1 and 10 S/cm for layer thicknesses be-
tween 20 and 400 nm. This makes these films candidates to form tunnel
junctions in tandem solar cells.

Some properties of VHF deposited films are better than their 13.56
MHz counterparts: the hydrogen content is lower and the films exhibit
less internal mechanical stress. But, as remarked earlier, it is technically
difficult to scale this technique up to an industrial scale.

Source gases

As a source gas often silane (SiHy) is used; usually diluted in hydrogen
(Hz) to enhance the properties of the material [238, 184, 139]. It is
common practice to mix the source gas with methane (CHy) [5, 219] or
ammonia (NHj) [5] to increase the energy gap of the deposited a-Si:H.
By adding germane (GeH4) to the source gas, an amorphous silicon
germanium alloy is obtained, which has a smaller energy gap than pure
a-Si:H [152, 210, 84, 260].

Doping the film with phosphorus or arsenic by adding small amounts
of phosphine (PHj) or arsine (AsHj) to the source gas yields n-type
material. Doping the film with boron by adding small amounts of dibo-
rane (ByHg) or trimethylboron (B(CHj)s) to the source gas yields p-type
material. In all cases the doping efficiency is low due to the fact that
most dopant atoms are incorporated according to their optimal coordi-
nation. Only a small fraction, in the order of 0.1 to 1 % [206, 207], of the
dopant atoms is four-fold coordinated, in which case they contribute to
the excess carrier concentration in the material. Of these excess carriers
originated from dopants, 90 % are trapped in deep defects, and, of the




remaining 10 %, 90 % occupy localized states near the band edge [204].
Thus 1% of the excess carriers originated from dopants are in a conduct-
ing state above the mobility edge. This gives rise to a doping efficiency
in terms of the ratio of free carriers over the total dopant concentration
of less than 0.01 %.

Temperature € Substrates

A variety of substrates can be used because of the relatively low deposi-
tion temperature of typically 200 to 300 °C. For producing solar cells on
an industrial scale, ordinary soda lime glass covered with a transparent
conductive oxide is used. However, solar cells can also be produced on,
for example, flexible transparent substrates or roofing tiles. For research
purposes usually Dow Corning 7059 glass [29] is used because of its high
electrical resistivity and optically flat surface. Corning 7059 glass has a
high volume resistivity of typically 10'3 Qm at 250 °C and a very low al-
kali content of less than 0.3 %, which minimizes alkali ion migration into
the deposited films. The typical surface smoothness is 10 nm, and the
surface flatness is 0.004 cm/cm. Also monocrystalline silicon wafers are
used as substrates, to facilitate infrared (IR) spectroscopy measurements
of the deposited films. Further, ordinary soda lime glass is used for re-
search purposes, to check the influence of the substrate on the properties
of the films.

Reactor types

There can be either two electrodes per growth zone (diode type reac-
tor) or three electrodes per growth zone (triode type reactor). In diode
configurations, the glow discharge is maintained between two electrodes,
one of which serves as the holder for the cell substrate. In triode config-
urations, the glow discharge is maintained between a solid electrode and
a grid. The substrate is mounted beyond this grid on a third electrode.
The advantage of the triode configuration over a diode configuration is
that short-living, highly energetic particles in the glow discharge do not
bombard the growing film, which could result in damage to the film.
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The material properties can be controlled by varying the source gas
flows, the pressure in the glow discharge, the power density of the dis-
charge, the electrode geometry and the temperature of the substrate on
which the film is deposited.

1.5 The deposition system

Thin layers of a-Si:H were prepared in a conventional single-chamber di-
ode-type parallel-plate rf CVD reactor with an rf frequency of 13.56 MHz.
A schematic diagram of the deposition system is shown in figure 1.2.

matching
rf gen network
1
gas mfc
: o turbo || rot.
o pump pump
gas mfc
reactor

Figure 1.2: Schematic diagram of the deposition system. The compo-
nents are denoted by: gas: gas supply, mfc: mass flow controller, rf gen:
rf generator and rot. pump: rotation pump.

The main parts of this system are:

e The stainless steel reaction chamber, fabricated by Samco, model PD
10, with a volume of 17 liters. It contains an upper electrode and
a heated, grounded lower electrode, both with a diameter of 18 cm,

12




separated by 20 mm from each other. The substrate is placed on
the lower electrode. To prevent pinholes in the films due to powder
which can possibly fall on the films, the upper electrode, on which also
deposition takes place, is regularly cleaned.

e The 13.56 MHz rf generator (ENI ACG 5) is connected to the upper
electrode through a matching network.

o The gas system was designed in house. The gas flow rates are con-
trolled by Bronkhort F201C—FA electronic mass flow controllers with
an accuracy of 1%. The maximum gas flow depending on the gas
used. (The acronym sccm stands for standard cubic centimeter per
minute, 60 sccm equals 1 mbar-lit/sec.)

e The gases used are electronic grade silane (SiHy), hydrogen (Hy), meth-
ane (CH4) and mixtures of 1% diborane (ByHg) and 1% phosphine
(PHj3) in hydrogen for doping purposes.

e The vacuum pump system, which pumps the reaction chamber, con-
sists of a Pfeiffer TPU 500 turbo molecular pump, with a capacity of
500 1/s, which is pumped by a Balzers DUO 060 A rotation pump with
a capacity of 16.7 1/s (60 m3/h). A total leak plus desorption rate
of less than 2.0-107% mbar-lit/sec is achieved in this system. At the
deposition of an intrinsic film, the total gas flow typically amounts to
40 sccm, which is 0.66 mbar-lit/sec. Thus the contamination due to
the leak and desorption is estimated to be less than 3 -1075, whereas
the purity of the silane itself is specified as less than 5 .1075.

1.6 Amorphous silicon solar cells

Solar cells convert (sun) light directly into electrical power. There are
several types of solar cells, which can use several different semiconductor
materials. The materials used are, amongst others, single crystal Si,
polycrystalline Si, a-Si:H, GaAs, CdTe and CulnSe;. Because of its cost
effectiveness, hydrogenated amorphous silicon has a considerable market
share (27.8% in 1992 [34]) in terrestrial solar power applications. From
here on, only hydrogenated amorphous silicon solar cells are discussed.
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Structure of the solar cell

Amorphous silicon solar cells can be divided into two categories, viz.
single-junction cells and multi-junction cells, also called stacked cells.
Stacked cells consist of two or more single-junction cells on top of each
other, where the electrical contact between the junctions can be internal
(two-terminal devices) or external (multi-terminal devices). Stacked cells
consisting of two single-junction cells are generally called tandem cells,
while cells consisting of three junctions are often referred as triple cells.

There are several types of single-junction a-Si:H solar cells: p-i-n,
n-i-p and Schottky barrier cells. In p-i-n cells the light falls through the
p-layer into the i-layer, whereas for n-i-p cells the light comes in through
the n-layer. Of the single-junction cells, the p-i-n cell is the most widely
used one, because of its high efficiency and stability. Of the stacked
amorphous cells, the most popular one is the two-terminal p-i-n-p-i-n
tandem solar cell. This cell is schematically drawn in figure 1.3. Typical
thicknesses of the layers of a tandem cell are: glass substrate: several
millimeters, transparent conductor: 1 um, doped (p- or n-type) layers:
20 nm, intrinsic layer near the glass substrate: 70 nm, intrinsic layer near -
the metal back contact: 400 nm, and the metal back contact: several
hundred nanometers.

The p-i-n structure is usually deposited on glass coated with Trans-
parent Conductive Oxide (TCO). The TCO serves as a front contact, and
is usually textured in order to increase the optical path of the light in
the solar cell and to decrease reflection losses. The back contact consists
of metal, usually silver or aluminum, which is thermally evaporated onto
the n-layer. Silver has the advantage of having a high reflection coef-
ficient, higher than most other metals including aluminum [138]. The
high reflection coefficient causes more light to be absorbed in the active
part of the solar cell, resulting in a higher solar cell efficiency. How-
ever, silver back contacts degrade very fast, typically within days. The
high reflectivity combined with the low stability of silver contacts ex-
plains the popularity of these contacts in research environments and the
absence of silver in commercial solar cells. By inserting a TCO layer be-
tween the back n-layer and the silver contact, a TCO/Ag back contact
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Figure 1.3: Schematic cross section of an a-Si:H tandem solar cell. Di-
mensions are not to scale. The external load R is shown dotted.

is obtained which has a higher reflectivity and a higher stability then a
contact consisting of silver deposited directly on the n-type layer [215].

Multi-junction solar cells versus single-junction solar cells

A shift in research and commercial efforts from single-junction cells to
multi-junction cells takes place because of the higher efficiency and the
lower degradation of the latter. Because in multi-junction cells it is pos-
sible to use layers with different optical gaps, the absorption spectrum of
the solar cell can be better matched to the light spectrum, and therefore
multi-junction cells can achieve higher efficiencies than single-junction
cells.

The degradation of solar cells caused by illumination, known as the
Staebler-Wronski effect [198, 199, is of major concern in the practical ap-
plication of solar cells. Compared to single-junction cells, multi-junction
cells suffer less from this degradation [129, 130]. The lower degradation
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of multi-junction cells is attributable on the one hand to the reduced
i-layer thicknesses and on the other hand from a lower illumination in-
tensity of the i-layers. A thinner i-layer causes a higher internal electric
field in this layer. Because of the higher electric field, more carriers
are extracted before they recombine, and therefore the driving mecha-
nism for defect creation is largely reduced [201]. Also, because of the
higher field, an increase in the defect density, and thus a decrease in the
mobility-lifetime product of the carriers, has little impact because the
mean drift length before recombination is much longer than the layer
thickness. In contrast to this, the carrier drift length in single-junction
cells is of the same order of magnitude as the i-layer thickness.

Although in tandem cells the second i-layer is not much thinner than
the i-layer of a single-junction cell, the second i-layer of the tandem cell
shows less degradation than the i-layer of the single-junction cell because
the illumination intensity is much less.

Principle of energy conversion

When a p-i-n solar cell is illuminated, the absorption of photons creates
free carriers. In general, carrier transport consists of a drift and diffusion
component. The photo-generated carriers move through the device un-
der these two influences until they recombine or they reach the contacts,
in the last case contributing to the external current. Due to the high
defect density of the doped layers, almost all carriers generated in the
doped layers recombine in the layer in which they were generated, and
thus do not contribute to the external current.

In the intrinsic layer of a solar cell an internal electric field exists,
because the i-layer is sandwiched between a p-type layer, where the
Fermi-level is close to the valence band, and an n-type layer, where the
Fermi-level is close to the conduction band. The energy diagram of such
an a-Si:H single-junction solar cell in equilibrium is schematically shown
in figure 1.4. Because of this internal field and the sufficiently high free
carrier drift length, photo-generated electrons in the intrinsic layer of the
solar cell are driven to the n-layer and photo-generated holes drift to the
p-layer, thereby generating the external solar cell voltage and current.
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Figure 1.4: Schematic energy diagram of an a-Si:H p-i-n solar cell in
equilibrium.

The p-type window layer and the p/i interface

In a typical p-i-n solar cell, an amorphous silicon carbide (a-SiC:H) or
microcrystalline p-type layer with a wide band gap is used to serve as
the front window layer. Because of the lower optical absorption of these
p-type materials compared to conventional doped a-Si:H, more light en-
ters the intrinsic layer, in which it can be converted to electrical power.
Especially blue light, which has a much higher absorption coefficient
than red light, takes advantage of this window layer.

Despite the use of highly transparent window layers, the quantum
efficiency of the blue region of the light spectrum is frequently found to
be lower than can be accounted for based on the reflection of light at
the different interfaces and the optical absorption of the TCO and p-type
layer. It is observed that even in solar cells with a thin i-layer, where the
electric field is higher, recombination at or near the p/i interface limits
the blue response [9]. This recombination is due to the fact that elec-
trons generated close to the p/i interface can diffuse into the p-layer and
recombine there. Likewise, holes generated near the i/n interface can be
lost in this way. However, because of the much higher carrier genera-
tion rate at the front of the solar cell (almost all blue light is absorbed
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there), this effect is most pronounced at the p/i interface. Because the
band gap of the p-layer is larger than that of the i-layer, the p/i inter-
face represents a heterojunction. To minimize the recombination at the
abrupt p/i hetero interface, a graded band gap buffer layer or undoped
wide band gap a-SiC:H layer is commonly introduced between the wide
band gap p-layer and the i-layer [9, 96]. This buffer layer prevents back
diffusion of electrons at the p/i interface, because of the stronger electric
field caused by the buffer layer.

1.7 The thesis

This work is aimed to gain knowledge about amorphous silicon solar
cells and the amorphous and microcrystalline materials used in these,
in order to improve the cost/performance ratio of industrially fabricated
a-Si:H solar cells. Because the p-layer and the p/i interface are very
critical parts of solar cells, research was conducted into these two aspects
of solar cells. Firstly, we investigated the deposition, characterization
and optimization of p-type amorphous and microcrystalline silicon based
materials for use in solar cells. Secondly, amorphous silicon solar cells
were investigated with computer simulations.

Because of the importance of the p-type window layer (it should be
as transparent as possible and the Fermi-level should be as close to the
valence band as possible), research was carried out to optimize p-type
material for use in solar cells. In order to accomplish this, we deposited
and characterized several series of p-type films.

Chapter 2 deals with the optical measurements and analysis of the
optical properties of thin amorphous and microcrystalline films. The
optical analysis gives information on the thickness of the film, the re-
fractive index, the absorption, the optical gap and on the Density Of
States (DOS) in the band gap. Different methods to determine the op-
tical gap are described, the gaps of the films were determined, and a
relation between the gaps found by the methods was found. Further, of
selected films, we determined the DOS with the Constant Photocurrent
Method (cPM) and from Dual Beam Photoconductivity (DBP) measure-
ments. The DOS is an influential parameter determining the electrical
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properties of the material and therefore it is also an important input
parameter in simulations.

Chapter 3 treats the electrical properties of amorphous silicon films in
more extent. In particular, the conduction mechanisms and the theoreti-
cal backgrounds of the activation energy are treated. The Meyer-Neldel
(MN) rule, which is the relation between the prefactor of the conductivity
and the activation energy, is also treated. Previous, it was found that
amorphous silicon and its alloys obey the MN rule. We show that p-type
microcrystalline silicon and its carbon alloys also obey the MN rule.

The p-layer and the p/i-junction are the most critical parts in the
single-junction solar cell, because light is entering the cell from the p-
layer side. Because of the importance of the p-layer, we deposited several
series of p-type material suitable for use in solar cells. Optical and elec-
trical measurements on amorphous and microcrystalline silicon-based
materials were carried out, not only to investigate the quality and the
suitability of these p-type layers for use in solar cells, but also to obtain
a baseline set of parameters for device simulations. The p-type mate-
rials were amorphous silicon carbide (a-SiC:H), microcrystalline silicon
(pc-Si:H) and microcrystalline silicon carbide (pc-SiC:H).

Chapter 4 describes simulations of solar cells. Further increase in
solar cell efficiency is not only expected from technological efforts, but
also from computer simulations, because they can point out the solar
cell parts which need further optimization. Simulations of devices of-
fer notable advantages over the actual production and measurement of
hardware devices: generally they are much cheaper, the impact of small
changes of a configuration can be determined much faster and more re-
liable, and it is possible to examine the influence of input parameters
which experimentally cannot be set independently from each other.

The dark and illuminated Jv-characteristics of a single-junction solar
cell and of a p/i/metal-structure were measured and simulated, in order
to establish a baseline set of parameters for the modeling of solar cells,
and to determine the band lineup of a experimental p/i-heterojunction
structure.
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CHAPTER 2

OPTICAL ANALYSIS AND THE DETERMINATION
OF THE DENSITY OF STATES OF
HYDROGENATED SILICON FILMS

2.1 Introduction

The optical properties of amorphous and microcrystalline silicon are im-
portant with respect to the use of these materials in optoelectronic de-
vices like solar cells or photosensors.

For example, the fraction of absorbed light in a layer of a solar cell
should be low for doped material and high for intrinsic material in order
to obtain highly efficient solar cells with these materials. This is because
the doped layers of a solar cell are considered to be non-active layers:
the free carriers generated by photon absorption in these layers almost
immediately recombine, due to the high defect density of the doped layer,
and thus do not significantly contribute to the electrical current of the
solar cell. The high defect density of the doped layers arises from the
low doping efficiency (see section 1.4), and from this the heavy doping
needed to sufficiently move the Fermi level away from midgap.

For the intrinsic layer, which is the active layer of a solar cell, a high
absorption coefficient is desirable, because the higher the absorption, the
thinner the i-layer can be to achieve a predetermined total absorption.
A thinner i-layer is advantageous for two reasons. Firstly, thinner layers
suffer less from photo-induced degradation (Staebler-Wronski effect [198,
199]) than thick layers (see section 1.6) {258, 201]. Secondly, due to
the limited lifetime of free carriers, the thicker the i-layer is, the more
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carriers recombine before they reach the doped layers, and thus the less
the current generated by the solar cell.

For these reasons, the optical properties of the doped materials ap-
plicable in solar cells were measured. From the optical measurements,
not only the optical properties of the material are obtained, but also in-
formation on the electronic structure is obtained, because the electronic
density of states strongly influences the optical properties of the material.
The fact that knowledge about the electronic structure of the material
is of major importance for the modeling of a-Si:H devices, strengthens
the need to accurately determine the optical properties. The modeling
of a-Si:H devices is described in chapter 4.

Further, of films with a thickness between ~ 50 and 1500 nm, the film
thickness is conveniently determined from these optical measurements.

To determine the optical parameters for the high energy region, with
absorption coefficients above ~ 10* cm™!, reflection and transmission
(RT) measurements were carried out. Which topic is covered in sec-
tion 2.4. The thicknesses of single thin layers were determined from these
RT measurements, as described in section 2.5. The sub band gap absorp-
tion, with absorption coefficients smaller than ~ 10* cm™, was measured
with the Constant Photocurrent Method (CPM) and by Dual Beam Pho-
toconductivity (DBP) measurements, as described in section 2.8.

From the absorption coefficient, two important optical bulk proper-
ties of a-Si:H films are derived: the optical gap and the Urbach energy.
These contain information on the electronic density of states, and input
parameters of electrical simulations are derived from these properties.
The optical gap is discussed in section 2.6, and section 2.7 treats the
Urbach energy.

From modeling the absorption coefficient, values of the mobility edge,
the defect density and the relation between the valence and conduction
band tail characteristic energy are derived, which topic is described in
section 2.9.

First, the basics of the theory of optical properties and the used
experimental setup will be discussed.




2.2 Theory of optical properties

The linear response of a solid to incident electromagnetic radiation with
an angular frequency w is determined by the complex dielectric constant
£(w), where

E(w) = e1(w) — i ex(w). (2.1)

More conveniently, the optical properties of a material are given by the
refractive index n(w) and the extinction coefficient k(w), respectively the
real and imaginary part of the complex refractive index 7i(w):

(W) = n(w) — 1 k), (2.2)
which is related to £(w) by

E(w) = [(w)]. (2.3)
From relation 2.1, 2.2 and 2.3 it can be easily deduced that

e1(w) = n? — k2, (2.4)

ea(w) = 2nk. (2.5)

Although specifying the same information, more often the absorption
coefficient a(w) instead of the extinction coefficient is used, where o(w)
is given by

o(w) = weg(w)  4rk(w)

nlwye A (26)

where ¢ is the speed of light in vacuum and
A is the wavelength of the light.

The absorption coefficient determines the fraction of the incident light
which is absorbed in a layer. For a layer with thickness d, the intensity
of the light at the end of the layer I(d), referred to the incident light
intensity I, is

I(d) = [e @@, (2.7)
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and the fraction of absorbed light A in the layer equals
A=1-1(d)=1I(Q1-e W) (2.8)

The absorption of an amorphous film can be deduced from the density of
states (DOS). In order to accomplish this, Mott and Davis derived an ex-
pression for the photoconductivity of amorphous semiconductors [126].
Under the assumptions that the momentum conservation of electrons is
relaxed and the matrix elements for the electronic transitions are con-
stant over the range of photon energies of interest, the photoconductivity
of an amorphous semiconductor is given by

2 2h3Q
o(hw) = % / [f(E)— f(E+hw)|N(E) | D|* N(E+Hw) dE,
(2.9)
where e is the electron charge,
Q is the volume of the specimen,

Me is the electron mass,
f(E) is the probability that an energy level with energy E is

occupied,
N(E) is the DOS distribution and
D is the transition matrix element, averaged over all initial

and final states.
For electrons, the probability function f(FE) is given by the Fermi-Dirac
distribution function:

1

f(E) = 11 eE-En)/kT (2.10)

The width of the Fermi-Dirac distribution function between the energy
level which has a probability of 0.95 to be filled and the energy level with
the probability of 0.95 to be empty, 6T, equals 0.16 eV at T'=300 K.
Because energy levels separated by an energy hw are considered, where
hw equals the photon energy which is at least 0.7 eV, equation 2.9 is
evaluated at T=0 K, resulting in

2 3
o(hw) = 2”62;;) / NYE) |D(E,fw)|* NY(E+hw) dE, (2.11)
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where N°(E) is the empty-state DOS distribution and
NY(E) is the occupied-state DOS distribution.

The empty and occupied DOS distributions N°(E) and N'(E) are given
by

NY(E) = [1-f(E)] N(E), (2.12)
NY(E) = f(E) N(E). (2.13)

The absorption coefficient a(w) corresponding to the photoconductivity
given by equation 2.11 is

o (hw). (2.14)
Thus, the absorption coefficient becomes

E) |D(E,hw)|? N°(E+hw) dE, (2.15)

where ¢, is a constant equal 87%e*5%Q/m2c.

To calculate the absorption coefficient, the matrix element D and the
DOs distribution N(E) have to be determined.

For the matrix element D two types are considered, the momentum
matrix element P and the dipole matrix element R, which are related to
each other as

(mh‘”) [ N(B) | R(E, hw) | N(B+hw) dE

= [ NY(B) | P(E, hw) " N*(E+hw) dE. (2.16)

The matrix elements P and R depend on the electron energy F, as well
as on the photon energy fiw. However, Mott and Davis stated that a
statistical average of the matrix elements over the electron energy £
can be used, resulting in P(Aw) and R(Aw). If the momentum matrix
element is assumed to be constant, equation 2.15 yields

a(w) = - :’)’hw [ NY(EB) N°(E+hw) dE, (2.17)
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Figure 2.1: Typical absorption spectrum of amorphous silicon.

where the constant cp equals c,. In the case of a constant dipole matrix
element, equation 2.15 gives

a(w) =

where cg equals m?c,/ A*. A constant dipole matrix element was assumed
by Spicer to describe the electronic structure of amorphous germanium
[197]. If the density of states distribution is known, the absorption co-
efficient can be calculated from equation 2.17 or 2.18, depending on the
model assumed. These equations will be used in section 2.6 to derive a
formula to calculate the optical gap from measured absorption data. In
section 2.9 the entire DOS will be derived by means of inverse modeling
from measured absorption data.

C

:(Z‘; [ NY(E) N°(E+hw) dE, (2.18)

From the equations for a(w) and the general form of the pDOS of
amorphous silicon as shown in figure 1.1, the absorption spectrum takes
the form as depicted in figure 2.1. In this absorption spectrum three
regimes are distinguished, denoted by A, B and ¢ in figure 2.1 [217, 218].
Region A, the shoulder of the absorption spectrum, is caused by optical
transitions involving defect states: excitation from the valence band to
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defect-related deep states, and excitation from these defect states to the
conduction band. Region B, the exponential rise of the absorption coef-
ficient from ~ 5 cm™! to ~ 5-10% cm™!, is caused by transitions from the
valence band tail to the conduction band tail, and was first observed by
Wood [254]. Region ¢, the high absorption region, where the absorption
coefficient varies slowly, is dominated by interband transitions, transi-
tions from the extended valence band states to the extended conduction
band states.

2.3 Experimental setup of the optical measurements

The experimental setup to measure the reflectance and transmittance
of a thin film as a function of the wavelength of the incident light is
schematically illustrated in figure 2.2. This setup was also used for CPM
and DBP measurements, in order to measure the sub band gap absorption
of a-Si:H films.

A 50 W halogen lamp, powered by a computer-driven power supply,
is used as a light source. The light of this lamp is focused on the entrance
slit of a Spex 1680 B double grating monochromator. This monochro-
mator has a focal length of 0.22 m and the two gratings have 1200 lines
per mm and have a maximum reflectivity (are blazed) for photon ener-
gies of 0.8 eV. The RT, CPM and DBP measurements are fully computer
controlled, including the placing of the order selection filters, which elim-
inates the need of operator intervention during the measurements.

The light intensity is measured with two-color photodiodes, type
K1713-03, manufactured by Hamamatsu. These two-color photodiodes
consist of separate silicon and germanium detectors which are mounted
one behind the other in a single package. The combined photon energy
range of the two-color photodiodes is from 0.7 to 6.0 eV.

The usable photon energy range of the combined RT and CPM or DBP
measurement system not only depends on the photodiodes, but also on
the spectrum of the lamp and the spectrum of the monochromator. The
experimental setup used yields a usable photon energy range from 0.75 to
3.20 eV, depending on the thickness and absorption of the sample. With
a high-quality opamp the photodiode current is converted to a voltage
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Figure 2.2: Schematic diagram of the optical measurement system. The
light of the lamp can be chopped (chop.) and is made monochromatic
(mono chrom.). The filters remove higher-order light of the monochro-
mator and reduce stray light. The detectors are denoted by R, T and
Iy, and measure the reflected, transmitted and incident light intensity,
respectively. For CPM and DBP, a voltage is applied on the sample, and
the induced current is measured.




proportional to the intensity of the incident light on the detectors. A
computer-controlled multiplexer connects these voltages to a Hewlett
Packard 3478 A voltmeter, which is read out by a computer.

The experimental procedure to measure the reflection and transmis-
sion of a layer consists of two phases. First, a calibration cycle is exe-
cuted, and, second, the samples are measured. In the calibration cycle,
the signal of the detectors is measured with a bare Corning 7059 sub-
strate placed in the substrate holder. The reflection and transmission of
this substrate is calculated from the known refractive index. Combining
the measured reflection and transmission of the bare Corning substrate
with the calculated reflection and transmission yields the full scale values
of the reflection and transmission, i.e. the signal of the detectors in the
case where the reflection would be 100 %, and where the transmission
would be 100 %. This can be calculated since the voltage of the detectors
is proportional to the incident light intensity. After this calibration, the
samples of interest are measured.

The reflection and transmission were measured for photon energies
in the range of 0.75 to 3.20 eV (1653 to 388 nm wavelength). The thick-
nesses of the measured layers for these RT measurements are typically
between 100 and 1000 nm.

2.4 Reflection and transmission of an optical system

The reflection and transmission of a single interface between two media
with different refractive indices are calculated from the Fresnel coeffi-
cients. The measurements and simulations were carried out with unpo-
larized light at normal incidence, in order not to be troubled by the de-
pendence of the reflectance and transmittance on the angle of incidence.
For this case, the reflection coefficient of light going from a medium with
a complex refractive index 7y to a medium with a complex refractive in-

dex 77 is:
. Ng—m
1= ———. 2.19
! ng + 1 ( )
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Figure 2.3: Path of light through a single layer when not dealing with
multiple reflections (left) and when dealing with multiple reflections

(right).

The reflection R is given by

R=|7|>. (2.20)
The transmission coefficient for this case is
- 2N
f=—"0 (2.21)
ny + 1
with the transmission T equal to
T=224 P, (2.22)
g

where 7y = n; — ik; for [ = 0, 1.
The imaginary part of the refractive index accounts for the absorption
of the layer, as given by equation 2.6.

To obtain the combined reflection and transmission of a layer, the
multiple reflections in the layer are added, as shown in figure 2.3. Two
different cases must be considered at adding the multiple reflections.
Namely, whether the layer is considered to be coherent or incoherent,
which depends on the layer thickness compared to the coherence length of
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the light used. The amorphous and microcrystalline films are considered
to be coherent, while the glass substrate is considered to be incoherent.

For coherent layers, the amplitudes of the multiple reflections are
added to obtain the combined reflection and transmission. For a single
layer, absorbing as well as non-absorbing, the combined reflection and
transmission coeflicients are calculated from the Airy summation, which
yield for the reflection coefficient

o0 ~ ™. —22‘61

R P 17 o —2is\k _ T1 T T2€

Fro = 71 + Lyt foe “kgo(rirze ) = e (2.23)
and for the transmission coefficient

. e & - t1tae~ 1

—id ~2i61\k 162

Ba = hibe™ 3 (rire ) = T e (2:24)

where
27
51 = ———n1d1 (2.25)

A

represents the phase thickness of the thin film. The phase thickness gives
the difference of phase of the light at the back of the film compared to
the front of the film. The optical thickness is defined as nid,.

The path and the absorption of the light through a system of multiple
layers is determined by the complex refractive indices of these layers.

2.5 Determining the layer thickness

The optical parameters are calculated from the measured reflectance and
transmittance of the film. Because the film thickness of the samples, typ-
ically between 50 and 1500 nm, is comparable to the wavelength of the
light used, and the coherence length of this light is much larger than
the thickness of the films, interference effects dominate the reflection
and transmission. The high refractive index of amorphous and micro-
crystalline films, in the range of 3.5 to 4.0, enhances reflection at the
interfaces and thus amplifies interference effects. Two different methods
are available to determine the thickness of the measured films.
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The first method makes explicit use of the interference effects: it
uses the position of the interference extrema to determine the thickness.
Therefore, this method is only useful if a suitable number of interference
extrema are recorded. This constrains the measurable thicknesses to a
range of typically 200 to 1500 nm.

The second method does not make explicit use of the interference
effects and is capable of determining the film thickness of thinner films
than the first method, typically down to 50 nm thickness.

Both methods will be described shortly below.

Determining the film thickness from the position of the interference ez-
trema

The thickness of the film is calculated from the distance between the
minima and maxima in the reflection caused by interference. A maxi-
mum in the reflectance is obtained when the light reflected at the film-air
interface is coherent with the light that has traveled one or more times
through the film:

kX = 2nyd;. (2.26)

From equation 2.26, the thickness of the films can be found if the re-
fractive index is known. The refractive index can be obtained from the
height of the reflection maxima [67]. This method is discussed in more
detail by, for example, v.d. Heuvel [67].

Determining the film thickness from the total spectrum

The method to determine the film thickness by using all reflectance
and transmittance information uses the analytical expressions derived
theoretically for the reflection R(w) and transmission T'(w) of incident
monochromatic light on a thin film with thickness d, as described in
section 2.4:

R(w) = fi(n, k,d;w), (2.27)

T(w) = fa(n, k,d;w), (2.28)
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Figure 2.4: All solutions of (n,k) pairs calculated for the correct thickness
of the sample. The (n,k) pairs which constitute the correct physical
solution are marked by crosses.

where n = n(w) is the refractive index and
k = k(w) is the extinction coefficient.

Measuring R(w) and T'(w) at m different wavelength yields a system of
2 - m equations with 2 - m + 1 unknown parameters. Now a thickness d
is chosen and solutions of (n,k) pairs are calculated for every frequency
w. The found values of n are plotted against w, as shown in figure 2.4,
and the thickness d is adapted until a smooth curve is found, because
only this smooth curve has physical relevance.

The equations 2.27 and 2.28, consisting of tens of factors if writ-
ten out completely, are described detailed by Tomlin [225, 226]. The
numerical procedure to solve these equations as described above, is an
adaptation of the scheme suggested by Denton [35]. More on the proce-
dure has been published by, for example, v.d. Boogaard [15].
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2.6 The optical gap

Several methods to determine the optical gap of an amorphous semicon-
ductor has been proposed, and still there is considerable debate on the
determination of the optical gap. The different methods will be discussed
in the light of the use of the optical gap for simulation purposes.

One of the most direct methods to determine an optical gap is to
take the energy at which the absorption coefficient is a predetermined,
arbitrary value, where most often 10* cm™! is used. This energy gap is
denoted by Eys. It turns out that an optical gap defined in this way
results in gap values which are close to the value of the mobility gap
[255]. Thus, although this criterion is rather arbitrary, it delivers infor-
mation which can serve to compare the transparency of films when other
methods to determine an optical gap are too ambiguous. Analogous, the
less commonly used Egs is defined as the energy at which the absorption
coefficient is 10° cm™™.

Although not defining an optical gap, the method to judge the trans-
parency of p-type layers according to the absorption at a particular pho-
ton energy yield equally valid results. Comparing layers by this method
gives rise to meaningful results only if the absorption curves of the differ-
ent layers are similar. In general, this criterion is more easily be met by
comparing layers of the same type, for example p-type a-SiC:H, than by
comparing layers of different types. Landweer [89] compared the absorp-
tion at 2.3 eV (ag3) of p-type a-SiC:H films with different Si/C ratios
to judge the films on their suitability as a window layer for solar cells.
The a4 3 was successfully used as a measure of the transparency of these
layers.

The formal way to determine the optical gap is to extrapolate the
linear part of a suitable function of the absorption a plotted versus the
photon energy hw to a«=0. What this suitable function can be is derived
in the rest of this section. As said before, there are different definitions
of the optical gap and different authors have a different point of view as
to which function to apply to determine the optical gap.

A short review and a judgement of the different definitions on unam-
biguity and theoretical description of the semiconductor is given below.
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Formal derivation of the optical gap

It is assumed that the DOS distribution of the extended states near the
edges of the valence and conduction bands is given by

E,— E\?
(BT if E<E
N(E) - <EG_EV) T (2.29)
N (E_E”)q if E<E |
Eqx EC—Eb > Ly

where By, E¢  are respectively the mobility edges of the valence and
the conduction band,
NEg,, Ng, are the density of states at the mobility edges,
E,, By  are the extrapolated top and bottom of the extended
valence and conduction band distributions and
P, q denote the energy dependence of the extended state
DOS.

The optical gap is now defined as the difference between E, and E. The
powers p and ¢ denote whether the energy dependence of the extended
DOS is assumed to be linear (p=g¢=1) or to be parabolic (p=g=3).
Miiller used equation 2.29 with p=g¢q :% to model the extended states
[127], whereas Klazes assumed linear band edges [83].

The DOS distribution is illustrated in figure 2.5 for a linear extended
state distribution and Ng,=Ng, = 4-108 cm3eV-1L. Crystalline semi-
conductors have parabolic band edges, so p=¢ = 1/2 for these materials.
Tauc [216, 217] and Cody [26, 27| assumed that parabolic band edges
were also applicable for a-Si:H.

As was discussed previously, two types of the matrix element D exist.
From equation 2.17, which describes the absorption for a constant mo-
mentum matrix element P, and equation 2.29, describing the extended
state DOS, it can be derived that

cp T(+DTI(g+1)
n(w)hw T'(p+q+2)
y Ng, Ng,
(Eo—Ey)P(Ec— Ep)t

alw) =

(Aw — By opt )P (2.30)
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Figure 2.5: Definition of the band gap for a linear extended density of
states distribution. Ey and E¢ denote the mobility edges and the optical
gap is defined by Ey— E,.

The analogous expression for the case of a constant dipole matrix element
R can be derived from equations 2.18 and 2.29, yielding

alw) = R I'(p+1)T(g+1)
n(w)hw T'(p+g+2)

y Ng,Ng,
(Bo—Ev)P(Ec—Ep)
In section 2.9, equations 2.30 and 2.31 will be used to model measured
absorption spectra. For the determination of the optical gap, it is con-
venient to reduce these equations to

hw—Egoptm & [a(w) - n(w)-hw] /@D, (2.32)

(hw — Eyopta)?eT (2.31)

hw—Egopra < [ow)-n(w) / hw]V/ E+HD, (2.33)

Depending on whether a linear or parabolic extended state distribu-
tion is assumed, there are four definitions for the determination of the
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Table 2.1: Different definitions for the determination of the optical gap,
with their main author. The third column states the assumed energy
dependence of the extended density of states N,;.

matrix element
model assumed const. Nes ¢ Aw—FEy o5t ¢ main author

A P VE (an-hw)?  Tauc 216, 217]
A’ (o huw)'/?

B P E  (an-fw)Y?  Klazes [83]

C R VE (an/hw)Y?  Cody [26, 27]
D R E  (an/hw)!/3

optical gap. The four definitions, together with the common practice to
omit the refractive index from relation A, are listed in table 2.1.

2.6.1 INFLUENCE OF THE REFRACTIVE INDEX ON THE OPTICAL GAP

The most widely used of these definitions, type A and A’, assume a con-
stant momentum matrix element and a parabolic extended state DOS
distribution. Also, it is often assumed that the refractive index n(w)
is constant, which eliminates n(w) from the definition of the gap. This
assumption i1s used implicitly in an important review paper by Davis and
Mott [33], and in a publication by Tauc [218]. Following these publica-
tions, most authors have employed this method [5, 26, 111, 184, 220].
Figure 2.6 shows the n(w) for typical amorphous and microcrystalline
materials. Over the range where equation A is fitted to obtain the opti-
cal gap, for intrinsic a-Si:H typically from 1.85 to 2.25 eV, n(w) changes
~ 10 % resulting in a change of ~ 5% for the square root of n(w). This
leads to a difference in the optical gap of ~ 0.01 eV, as is also shown in
table 2.2 for various intrinsic a-Si:H samples. Because the Tauc gap can
not only differ 0.1 eV depending on the film thickness [26], but it can
also change more than 0.1 eV depending on the fitting interval chosen, it
is concluded that the difference between type A and type A’ concerning
the optical gap is negligible.

The third definition, type B, used by Klazes [83] to obtain the optical
gap, takes a linear DOS and a constant momentum matrix. Generally,
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Figure 2.6: Refractive index of intrinsic amorphous silicon (lines), p-type
(+ and x) and n-type (O) microcrystalline silicon as a function of the
photon energy.

the value of the optical gap found by using this definition is ~ 0.15 eV
lower than the value obtained from a Tauc plot. Klazes examined the
influence of the omission of the refractive index in equation B. A negli-
gible influence on the linearity of the plot was found, but the band gaps
determined from plots without refractive index were 0.05 eV lower than
those determined from equation B itself.

2.6.2 JUDGEMENT OF THE VARIOUS DEFINITIONS OF THE OPTICAL
GAP

In order to establish which definition of the optical gap best describes the
behavior of amorphous silicon, the values of the gap of different intrinsic
a-Si:H samples were determined according to the definitions in table 2.1.
The fitting range of the gap types A, A’ and D was from 1.85 to 2.25 eV.
The definitions type B and C resulted in relations with a much greater
straight part of the plot, and the fitting range was therefore chosen from
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Figure 2.7: Determination of the optical gap of a representative intrinsic
a-Si:H film according to the four methods described in table 2.2. The
value of the optical gap can be found from the intersection of the tangent
of a curve and the a=0 axis. The constants c¢; and cy are —1 or +1 and
1/3 or 1/2 respectively, depending on the gap type.

1.85 to 2.50 eV. However, the impact of the fitting range on the deter-
mination of the optical gap is very small for types B and C. Figure 2.7
shows the fits according to models A, B, C and D for a representative
intrinsic a-Si:H film. The results for various other intrinsic a-Si:H films
are stated in table 2.2.

As can be seen from figure 2.7, the types B and C result in a plot with
the largest straight part. From this, we conclude that these two types
are most suitable to determine the optical gap in an unambiguous way.
Maessen [105] concluded that type B resulted in a slightly better fit than
type C, proceeding from which he suggested using type B to determine
the optical gap. However, Jackson found that the dipole matrix element
of a-Si:H is constant for energies between 0.6 and 3.0 eV [75], which
gives rise to the determination of the optical gap according to type C or
D. From which it is concluded that type C, fitting (an/hw)'/?, should
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Table 2.2: Optical gap in eV of six intrinsic a-Si:H films determined from
the various models.

model: A A B C D

fit to:  (anhw)'? (ahw)? (anhw)? (an/hw)/? (on/hw)'/?
120a 1.736 1.725 1.58 1.69 1.52
200b 1.749 1.740 1.58 1.66 1.54
201 1.738 1.728 1.60 1.70 1.53
258 1.750 1.740 1.60 1.69 1.52
535d 1.718 1.707 1.59 1.66 1.50
542d 1.738 1.729 1.61 1.68 1.54

be used to determine the gap. Further, type C delivers values which
correspond better to the Tauc values than type B delivers.

As a last remark, it is noted that although the different methods
to determine the optical gap yield different absolute values, the rela-
tive trends of the band gap as a function of the temperature, different
preparation conditions, annealing, ion bombardment after preparation
etc. do not so much depend on the chosen model itself. Thus, for rela-
tive comparisons, the chosen model has less impact on the results than
when absolute gap values are needed, for example, as input parameters
for simulations.

2.6.3 RELATION BETWEEN THE OPTICAL GAP VALUES OBTAINED
FROM THE VARIOUS DEFINITIONS

Figure 2.8 shows the values of the Tauc optical gap (type A) and Klazes
optical gap (type B) as a function of the Cody optical gap (type C) of
over 200 films, deposited under various conditions by RFCVD. The figure
includes data of 85 i-a-SiGe:H films, 36 i-a-Si:H films, 30 p-a-SiC:H films,
4 p-a-Si:H films, 8 n-u-SiC:H films, 11 n-p-Si:H films, 16 p-u-SiC:H films
and 35 p-u-Si:H films.

The optical gaps were determined by fitting the appropriate function,
as described in the previous section, for values of a between 2.0 and
20 cm~!. By taking a constant interval of the absorption coefficient,
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Figure 2.8: Tauc optical gap (above) and Klazes optical gap (below)
as a function of the Cody optical gap. The dashed line denotes the
one-to-one relation. The amorphous samples are: doped and undoped
silicon and silicon carbide (0) and intrinsic silicon germanium (0). The
microcrystalline samples are: p-type silicon (x) and silicon carbide (+),
and n-type silicon (x) and silicon carbide (©).

rather than simply taking a constant energy interval, it is guaranteed
that the values of the optical gap of films with low gap and high gap are
comparable.

It is clear that an unambiguous relation exists between the Cody
gap and the Klazes gap, whereas the Tauc gap shows a spread of about
0.2 eV compared to the Cody or Klazes gap. From least squares fitting,
the relation between the Klazes optical gap E,p: x and the Cody optical
gap Eop ¢ was determined to be

Eoppt x = (0.92540.003)- Eopr.c + (0.01740.005), (2.34)

whereas the relation between the Tauc optical gap Fop 1 and the Cody
optical gap was found to be

Eoprz = (0.983£0.044) - Epp o + (0.16840.027) . (2.35)
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These relations yield for a material with a Cody optical gap of 1.66 eV,
a Tauc optical gap of 1.80 £+ 0.08 eV and a Klazes optical gap of 1.55 +
0.01 V.

2.7 The Urbach energy

The optical absorption of all amorphous semiconductors has an expo-
nential energy dependence for photon energies just below the band gap
given by

a(E) = age E-B)/Eo, (2.36)

where a(E) is the absorption coefficient,
o9 is a constant,
E{ is a constant and
E,  is the Urbach energy.

The parameters op and E; were determined experimentally to be respec-
tively (1.340.4)-10% cm™! and 2.17+0.02 eV for a large set of intrinsic
a-Si:H samples [25]. The exponential tail is called the Urbach edge after
its first observation in alkali halide materials by Urbach in 1953 [234]. For
a-Si:H, this exponential tail typically occurs for absorption coefficients
between 1 and 3000 cm™!. The characteristic energy dependence of the
Urbach edge is called the Urbach energy. The origin of the exponential
absorption edge is from the joint density of states, which is dominated
by the valence band tail because this band tail is much broader than the
conduction band tail (see section 1.3). This also gives the importance of
the Urbach energy for modeling: it yields the information on the valence
band tail characteristic energy. For this purpose, the Urbach energy can
be determined from the sub band gap absorption, measured with cpMm
or DBP.

Because both the Urbach energy and the defect density are a measure
of the disorder, a relation between the Urbach energy and the defect
density is expected. Indeed, this relation exists, and is discussed in
section 2.7.2.

First, the relation between the Urbach energy and the optical gap is
treated.
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2.7.1 RELATION BETWEEN THE URBACH ENERGY AND THE OPTICAL
GAP

Many material parameters are needed for the modeling of a-Si:H devices.
In order to facilitate the modeling and to implement material character-
istics in the simulations, relations between parameters are needed. In
view of this, the relation between the Urbach energy and the optical gap
is discussed below.

Cody et al. concluded that both the optical gap Ej o+ and the Urbach
energy Fy are controlled by the amount of disorder in the network [23,
24, 25]. This disorder arises from structural disorder, as well as from
thermal lattice vibrations. The dependence of the band gap on the
hydrogen concentration [23, 111, 166] is an indirect effect; it arises from
the effect of hydrogen on the disorder, which in turn affects the band
gap [24].

The temperature dependence of Ej .,; and the effect of structural
disorder on E, . is described by the theoretical relation [3, 24]

Eyopt(T,X) = Ey0pt(0,0) — D(<U?>r + <U?>x — <U%>p)  (2.37)

where T' is the temperature,

X is a parameter describing the structural disorder,

E4.0pt(0,0) is the optical gap at T=0K with no H disorder,

D is the deformation potential,

U is the displacement of the atoms from their equilibrium
positions,

<U?>r is the average of this displacement due to the non-zero
temperature,

<U?>x is the contribution of structural disorder to the mean
square deviation of the atomic positions from a per-
fectly ordered configuration,

<U?>; is the zero point uncertainty in the atomic positions.

Next, the dependence of the Urbach energy on the displacement of the
atoms from their equilibrium positions in a-Si:H must be found. From
standard treatments of the Urbach energy in crystalline semiconductors
it is concluded that the Urbach energy is proportional to < U?>7 [218].
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The effect of structural disorder on the Urbach energy can be included
by adding the contribution from the structural disorder to that of the
thermal disorder [25]:

Eo(T,X) o <U?>r + <U*>x . (2.38)

This relation only holds when the thermal disorder (the < U?>r term)
and the static structural disorder (the <U?%>x term) have similar effects
on the electronic energy levels, which is experimentally confirmed [25].
Combining equations 2.37 and 2.38, while writing Ey(T',X) in terms

of Ey(0,0) yields

Eyopt(T,X) = Ey52(0,0) — D <U?>g {@(—Tﬁ - 1} : (2.39)

Ey(0,0)

This linear relationship between the band gap and the Urbach energy was
found to be in good agreement with experimental data of a-Si:H samples
with different hydrogen contents, measured at different temperatures.
The experimental data gives rise to [25]

Eyopt(T,X) = 2.108 — 6.067 % Ey(T,X) + 0.02, (2.40)

where the error is estimated from the difference between the fit and the
measured data. Figure 2.9 shows this relation, together with experimen-
tal data from samples deposited in our group. The optical gaps shown
in figure 2.9 are derived in the same way Cody obtained the optical gap:
the Tauc plot was fitted in the high-energy region, for energies up to
3.0 eV, so the values can be compared to relation 2.40. Values of the
optical gap derived in this way are ~ 0.07 eV higher than those obtained
by fitting for energies between 1.85 and 2.25 eV, as was done for the val-
ues shown in table 2.2. It is noted that the coefficients of relation 2.40
should be adapted if another definition of the optical gap is used.

Discussion

In figure 2.9, it is shown that relation 2.40 does not apply to intrinsic
a-SiGe:H and intrinsic a-SiC:H. The change in the band gap effected
by alloying with germanium or carbon does not result in a change in
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Figure 2.9: Relation between the optical gap and the Urbach energy, as
according to Cody (line), and measured values with error bars of a-Si:-H
(0), a-SiGe:H (x) samples and a typical a-SiC:H (0) sample.

disorder which is reflected in the Urbach energy. Street also concludes
that a-Si:H samples with a high hydrogen content and high optical gap
can be deposited, which do not show a correspondingly reduced Urbach
energy [205].

Nevertheless, this model can serve as a tool to couple the optical
gap with the valence band tail characteristic energy of the i-layer of a
solar cell for modeling purposes, where it must be kept in mind that the
model describes the variation in optical gap and Urbach energy as being
due to temperature effects or hydrogen dilution, but this model does
not apply to alloying with carbon or germanium. It is expected that
the coupling between E, o and Ejy introduces a trade-off between the
electrical properties of the i-layer of a solar cell and its optical absorption.
A low defect density, accompanied by a low Ej, is favorable to reduce
the recombination of the photo-generated carriers. But relation 2.40
implies an increased optical gap, which lowers the absorption, which is
undesirable.
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2.7.2 RELATION BETWEEN THE URBACH ENERGY AND THE DEFECT
DENSITY

The relation between the Urbach energy and the defect density is de-
scribed below. This relation provides a basis for the coupling of two
important input parameters for the modeling of amorphous semiconduc-
tors, viz. the defect density in the gap, and the valence and conduction
band tail slopes. The relation is found by Stutzmann [209], and was the
basis of the defect pool model, which describes the defect creation in
a-Si:H from a thermodynamical point of view [177].

Recently, it was suggested that the defect density in a-Si:H may actu-
ally be determined by the thermal equilibrium between different configu-
rations within the amorphous network [202, 11, 189, 128]. This thermal
equilibrium is thought to be mediated by the movement of hydrogen.
However, Stutzmann remarks that the same quantitative relation be-
tween the dangling bond density and the band tail slope is valid in the
limits of very low (100 K) and very high (900 K) temperatures, which
indicates that thermal equilibrium processes are of only secondary im-
portance for the dangling bonds in a-Si:H [209]. For other types of
defects, such as neutral defects, the equilibration time is in the order of
one year at 300 K in n-type a-Si:H, which makes it clear that an other
type of equilibrium is involved [251]. This is chemical equilibrium, which
in itself is distinct from thermal equilibrium in that the rate at which
equilibrium is reached is bounded by chemical reactions, instead of by
phonon interactions.

The concentration of defects states is calculated from the Urbach
energy, as proposed by Stutzmann [209]. Stutzmann remarked that irre-
spective of the substrate, annealing temperature, doping level, impurity
concentration and so on, a strong experimental correlation exists between
the dangling bond density Ng and the Urbach tail slope Ey. This corre-
lation, together with the theoretical relation derived below, is shown in
figure 2.10. The figure includes data from undoped, doped and contam-
inated samples. The undoped samples were deposited in various labora-
tories with the RFCVD technique [73, 74, 95, 209], annealed up to 650°C
[209], deposited with the hot-wire CVD technique [108] and deposited
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Figure 2.10: Experimental correlation between the dangling bond den-
sity and the Urbach energy in a-Si:H. The line shows the fit of the
theoretically derived relation.

in our own laboratory. The samples alloyed with germanium (Ge) were
also deposited in our laboratory. The doped samples were doped with
phosphorus (P), arsenic (As), boron (B) or lithium (Li) [209], while the
contaminated samples contained oxygen (O) or nitrogen (N) [188].

This correlation is explained with the weak-bond dangling-bond con-
version model, in which a few (about 10%° cm ™2 or less) extremely strained
bonds in the a-Si:H network are viewed as effective defect molecules in
an otherwise rigid lattice. The bonding and anti-bonding levels of these
defect molecules give rise to the localized tail states of the valence and
conduction band. Under non-equilibrium excitation conditions, excess
charge carriers may be trapped in these defect molecules and cause them
to dissociate, thereby leading to the formation of metastable dangling-
bond defects [208]. With this model, the correlation between the defect
density and the Urbach tail slope can be explained with the aid of fig-
ure 2.11.

The exponential part of the valence band tail is described by (see
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Figure 2.11: Model for the density of states in a-Si:H. The transforma-
tion of valence band tail states into dangling bond states is depicted.

figure 2.11)
N(E) = N* e BBV’ (2.41)

where N (E) is the DOS at energy E,
N*  is the DOS at the start of the exponential part of the tail
E* s the energy where the exponential tail starts and
kT, is the characteristic valence band tail energy.

In section 2.9.2, it is shown that for practical applications kT, can be
approximated by the Urbach energy Ej, so equation 2.41 becomes
N(E) = N* e~ (E-E)/Eo (2.42)

where Ej is the Urbach energy.

This exponential valence band tail does not extend indefinitely towards
higher energies, but ends at a critical energy E*. It ends because the
deeper the energy level in the gap is, the more the bond is strained, and
above a certain bond strain the weak bond spontaneously dissociates,
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forming two dangling bonds. The spontaneous formation of dangling
bonds is indicated in figure 2.11. Here E™ denotes the demarcation
energy beyond which the valence band tail states dissociate and form
dangling bonds. The dangling bond states may be slightly higher in
energy than the unstable tail states owing to the energy gained in the
resulting lattice relaxation [209)].

Now, the density of spontaneously formed dangling bonds can easily
be calculated from equation 2.42:

Nov= [ NdE = NEye™®"=FI/5, (243

Next, the difference E*— E* is determined. It is estimated from optical
absorption measurements as well as from photoemission measurements
that the exponential band tail starts at an energy

E* = By +0.15eV (2.44)

The corresponding density of states N* is approximately 102! cm=3eV~!
[75, 250]. The demarcation energy E™ was determined by Stutzmann
by fitting equations 2.43 and 2.44 to experimental data. He found

E™ = Ey +0.55 £ 0.05¢V. (2.45)

Equations 2.43, 2.44 and 2.45 result for the total number of dangling
bonds

Ny = 102 . By - 040/ Fo (2.46)

Relation 2.46 is depicted in figure 2.10 alongside the experimental
data. Considered the plainness of the theory, the relation shows a re-
markably good overall fit. However, if the fit is examined into more
detail in the region were the Urbach energy is around 50 meV, it is seen
that the relation overestimates the dangling bond density by about a
factor of four. Although a factor four is not negligible, it must be con-
sidered that an experimental error of a factor two is not unusual at the
determination of the defect density in the gap. Also, it is better to think
in terms of the logarithm of the defect density (as depicted in figure 1.1),
rather than the defect density itself.
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2.8 The sub band gap absorption

The Density of States (DOS) in the gap of intrinsic a-Si:H has a strong
influence on the electrical and optical properties of this material. It
is a crucial parameter for the description of amorphous silicon, and it
quantifies the main difference between crystalline and amorphous silicon.
Also, from a technological point of view, the determination of the defect
density is critical because to produce highly efficient solar cells it is
necessary to have intrinsic a-Si:H with defect densities below 10’6 cm™>.
Intrinsic silicon with a defect density higher than 5-10'6 cm™3 leads to
a poor performance when applied in a solar cell. Therefore, the DOS of
the used intrinsic material was determined.

The DOS in the gap can be determined by means of several meth-
ods, such as the Constant Photocurrent Method (cpm) [56, 235, 236,
237, Deep-Level Transient Spectroscopy (DLTS) [90], Dual Beam Photo-
conductivity (DBP) measurements [92], Field Effect (FE) measurements
[196], Photothermal Deflection Spectroscopy (PDS) [72, 74], by measur-
ing the Space Charge Limited Current (SCLC) [13, 14] and with Ther-
mally Stimulated Conductivity (TSC) measurements [186, 48, 263, 264].
SCLC is a pure electrical measurement: from JV measurements the DOS
in a limited regime, typically 0.2 eV width from midgap, can be deter-
mined. Also the FE experiment is purely electrical: the conductivity of
a film is influenced by applying an electric field normal to the surface of
the film, which causes band bending.

CPM, DBP and PDS all measure the absorption of light in the sub band
gap regime, from which the DOS can be determined. CPM was originally
developed for crystalline semiconductors [56], and applied to amorphous
material by Vanécek [235, 236, 237]. Because the recombination kinetics
‘ of amorphous silicon are much more complicated than those of crystalline

silicon, much theoretical research has been devoted to the application of
‘ cPM on a-Si:H [156]. We used two independent methods to determine
the sub band gap absorption and from this the DOS of the intrinsic a-Si:H
films, viz. ¢PM and DBP. These two techniques use different methods
‘ to handle the problem that the carrier lifetime varies with the carrier
concentration and thus with the photon energy.
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Table 2.3: Deposition conditions of the intrinsic a-Si:H films.

parameter value

rf power density 59 mW/cm?
substrate temperature 230 °C

total gas pressure 0.25 mbar
SiH4 flow 25.0 sccm

Hy flow 15.0 sccm

Sample preparation

The deposition conditions of the intrinsic layers deposited in the depo-
sition system described in section 1.5, are stated in table 2.3.

The deposition rate of intrinsic a-Si:H films was determined from
seven samples, which were deposited over a time period of one and a
half years, and amounted to 11.0 & 0.5 nm/min (95 % confidence region).
There was no trend towards a lower or higher deposition rate in this time
period.

All amorphous films were deposited with the lowest possible plasma
power to maintain a plasma everywhere between the electrodes, because
this yields the best films, both in terms of absence of mechanical defects,
such as microvoids, as well as in terms of electronic quality, such as a low
density of states in the band gap [14, 160, 203]. A power density of 5.9
mW /cm? was the minimum power density with which it was possible to
maintain a plasma everywhere between the electrodes. With lower power
densities the plasma between the electrodes was not homogeneous: the
effect of the edges of the electrodes and the non-uniform gas flow became
very pronounced.

Keeping all other deposition conditions constant, a 3.3 times increase
in power density to 20 mW /cm? resulted in a 3.7 times higher deposition
rate. This is in agreement with measurements done by van Oort con-
ducted in the same reaction chamber, but with a different gas handling
system [139].

The films were deposited on Dow Corning 7059 glass with a size 1.00
% 1.00 * 0.020 inch (25.4 % 25.4 x 0.51 cm).
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2.8.1 THE SUB BAND GAP PHOTOCONDUCTIVITY OF AMORPHOUS
SILICON

The photoconductivity o, of an amorphous film is given by [95]

A‘I'E'U‘M'T

TET (2.47)

Oph =
where A is the total absorption of the film,
I is the incident photon flux,
n is the quantum efficiency for photo-carrier generation,
u is the drift mobility of the carriers,
7 is the lifetime of the carriers and
d 1is the thickness of the film.

The absorbed photon flux G, equals A-I. For films which absorb little
light, o - d < 1, the illumination is uniform throughout the film and
equation 2.8 reduces to

A=a-d (2.48)
Equations 2.47 and 2.48 give
oph = 1-en-p-r. (2.49)

If the product nur is independent of the photon energy hw, equation 2.49
expresses the possibility to determine the absorption coefficient « as
a function of hw. However, the lifetime 7 depends on the number of
excess carriers, and therefore on G, [165]. It was found from experiments
that for a-Si:H the relation between the photoconductivity o, and the
absorbed photon flux Gy, is

opp < G o (a-1)7, (2.50)

where the value of 7 is between 0.5 and 1.0, depending on the material
[99, 1, 119]. The exponent v is independent of the photon flux, but
depends on the temperature [193]. The Constant Photocurrent Method
and Dual Beam Photoconductivity apply different methods to handle
the dependence of n-u-7 on the illumination.
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2.8.2 (CONSTANT PHOTOCURRENT METHOD

In order to normalize equation 2.50, the absorption coeflicient at an ar-
bitrary, but constant photon energy, o, and the incident photon flux
at this arbitrary photon energy, Iy are defined. Normalization of equa-
tion 2.50, by dividing o, by opnp, gives

oph _ (o(fw)-I(Fw)\”
%0_< o ) . (251)

In CPM, a sample is illuminated with monochromatic light and the pho-
tocurrent caused by this illumination is measured. With a feedback
loop the illumination intensity is adjusted to obtain a certain, constant
photocurrent, which is the equivalent of keeping the term opp/0pn0 of
equation 2.51 constant. Equation 2.51 then gives

c

I(hw)’

where the constant ¢ equals ag-p and can be assessed by a fit of a(hw) to
values of the absorption at higher photon energies, which are obtained
from Reflection Transmission measurements. The photon flux needed
to obtain this constant photocurrent is measured as a function of the
photon energy. Because the photocurrent is constant, the carrier density
and thus the carrier lifetime is constant. In other words: the occupancy
of the defect states in the gap is not changed when the photon energy of
the incident light is changed.

a(hw) = (2.52)

2.8.3 DuaL BEAM PHOTOCONDUCTIVITY

In DBP, the sample is illuminated with white bias light, which is mod-
ulated with chopped monochromatic light. The light intensity of the
chopped light is much smaller than the bias light in order to consider
the values of the parameters which determine the photoconductivity to
be determined by the bias light. The advantage of DBP over CPM is
the much faster response time and higher signal-to-noise ratio. The
current in a DBP measurement is mainly determined by the bias light,
whereas the current in a CPM measurement is determined by the low-
energy monochromatic light. This gives rise to a response time of DBP
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which can be as much as two orders of magnitude faster than that of
cPM. The faster response time also results in a better signal-to-noise
ratio of the measurements.

The absorbed photon flux consists of two parts, viz. the absorption
from the bias light (G piss) and the absorption from the small chopped
fraction, denoted by AGy:

G = GL,In'as + AGy. (2.53)

From 2.50 follows that the change in photoconductivity caused by illu-
mination with the chopped light is proportional to

Dopp ~ v+ G[Zb;;s -AGL. (2.54)

2.8.4 MEASUREMENTS ON P-TYPE AMORPHOUS SILICON CARBIDE
AND INTRINSIC AMORPHOUS SILICON

The absorption of p-type a-SiC:H was determined by RT measurements
and DBP measurements. For the low energy region, with photon ener-
gies below 2.0 eV, three DBP measurements were averaged to obtain the
absorption. CPM measurements could not be employed because of the
low photosensitivity (ratio of the photoconductivity over the dark con-
ductivity) of doped a-Si:H films. Figure 2.13 shows the results of these
measurements on a representative p-type a-SiC:H sample deposited in
our laboratory, sample no. 203.

The absorption of intrinsic amorphous silicon was determined by RT
measurements, CPM measurements and by DBP measurements. Fig-
ure 2.12 shows the combined results of these measurements on a rep-
resentative a-Si:H sample, no. 186, while figure 2.13 shows the results
of these measurements on different samples, deposited under the same
conditions.

The Urbach energy Ey and density of gap states Ngy was determined
from these measurements.

| For p-type a-SiC:H, Ey = 190410 meV and Ny, = (1£0.5)-10'® cm ™3,
| while for intrinsic a-Si:H, By = 4542 meV and Ng, = (5+2)- 10% cm 3.
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Figure 2.12: Absorption of a representative intrinsic amorphous silicon
film deposited in our laboratory, sample no. 186.

2.9 Modeling the absorption coefficient of amorphous silicon

The measured absorption spectrum of the intrinsic amorphous silicon
films, as shown in figures 2.12 and 2.13, was modeled with equations 2.17
and 2.18. For this modeling, the general shape of the DOS must be
known.

The DOS is described by the extended states and localized states,
where the localized states consist of the defect states and the tail states.
The extended states are given by equation 2.29.

The defects are represented by the two-state model: each defect is
represented by a donor and acceptor level. A defect can be in three
charge states: positive (empty defect), neutral (defect occupied by one
electron) and negative (occupied by two electrons). The donor level,
representing transitions between the positive and the neutral state, lies
~ 0.4 ¢V below the acceptor level, at which transitions between the neu-
tral and negative state take place. The model to describe the distribution
of defect states as function of the energy is taken to be a Gaussian distri-
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Figure 2.13: Absorption of representative amorphous silicon films.
Above: p-type a-SiC:H, sample no. 203. Below: intrinsic a-Si:H films
deposited in our group (no. 120, 186, 201 and 258) and by the Utrecht
University (no. 535 and 542). The dotted lines denote films no. 186 and
535, while the rest of the films are shown by unbroken lines.
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bution. Therefore, the defect states are given by two equivalent Gaussian
distributions, one representing the donor states, and one representing the
acceptor states:

Nav_(—(B—Bau)/W)?
Ng1(E) = ——2eE-En)/W)F (2.55)
’ VTW
Nao(E) = %eP(E—Edb,z)/W)z (2.56)
) ﬂ_ 7 .
where Ny is the total (integrated) defect density,
Ea1, Ea2 are the positions of the peaks of the distributions,
%4 is v/2 times the variance of the distribution.

The valence band tail states Ny and conduction band tail states Ny
are described by

Ny = N*-e~E-EVHT, (2.57)
Ncbt - N* .e_(E*+Ey,mab‘E)/ch, (258)

where N* is the defect density at the mobility edge,
kT, is the valence band tail characteristic energy and
kT, is the conduction band tail characteristic energy.

The refractive index used in the simulations was the same as the
measured refractive index shown in figure 2.6.

As discussed in section 2.2, three regimes of the absorption coeffi-
cient can be distinguished. The high absorption region, determined by
transitions between extended states, is described by equations 2.30 and
2.31.

There are four different models, A, B, C and D. Each model describes
whether the energy dependence of the extended states is taken parabolic
or linear, and whether a constant dipole or constant momentum ma-
trix element describes the optical transition. The models are listed in
table 2.1 and have been fitted to experimental data.

Analyzing equations 2.30 and 2.31 gives advance insight into which
parameters can be extracted by fitting and which cannot be determined
with this method. It can be seen that it is not possible to determine
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the constants Ng, and Ng, independently from the prefactor cp or cg,
which include many physical parameters that are not exactly known,
such as the integration volume involved for each transition. Therefore,
Ng, and Ng, cannot be determined from these measurements with any
useful degree of accuracy.

Also, the differences E, — Ey and E; — Ejy cannot be determined
independently of this prefactor. Therefore, £, — Fy was taken as twice
the distance E¢ — Ej, which choice is based on physical grounds [205].
Because the mobility gap equals

Eg,mob = EC’_EV = Eg,opt + (Ea_EV) + (EC_Eb)7 (259)

it can be found by fitting F,— Ey.

Next, the power p is taken to be equal to the power ¢, because they
are also dependent. Although theoretically it is possible that p # g,
there are no physical indications that p # q. There is to the author’s
knowledge no literature assuming that p and ¢ are different.

Also, kT, and kT, are dependent. If one tail characteristic energy
is known, the other can be determined by inverse modeling. The band
tail characteristic energies can be determined from Time-of-Flight mea-
surements, and typical values of kT, and kT, of intrinsic a-Si:H are
respectively 42 and 27 meV [223, 224]. With total-yield photoelectron
spectroscopy [54], Winer found values of kT, and kT, of intrinsic a-Si:H
of 45 and 30 meV, respectively [249]. Because the valence band tail is
broader than the conduction band tail, a change in the Urbach energy
will mainly affect the value of the valence band tail characteristic energy.
Therefore, kT, is assumed to be known from other experiments, and the
value of kT, is fitted.

2.9.1 MODELING THE HIGH ENERGY ABSORPTION REGION

First, the fitting range was chosen from 1.5 eV onwards, because the
validity of the different models can only be assessed in the high-energy
region. Fitting for photon energies lower than 1.5 eV does not yield
extra information on the validity of the model describing the transitions
between the extended states. However, it will increase computation time




Table 2.4: Fitted mobility gap Emopsim and valence band tail kT, for
the different models. The conduction band tail characteristic energy
kT,=25 meV. The optical gap Eopt meqs i the average value of the optical
gaps as listed in table 2.2.

Eopt,meas Emob,sim kT, €rror
model [eV] [eV] [meV]  -1073
1.74 £ 0.01 1.87+£0.01 50.74+ 0.2 0.85
1.59 £0.01 1.78+0.01 44.0+ 1.3 0.24
1.68 £ 0.02 1.86+0.01 51.2+ 1.2 043
1.53 £0.02 1.774+0.01 43.8+ 2.0 0.56

OQwWw»

Table 2.5: Fitted optical gap Eopt sim, mobility gap Epmeb sim and valence
band tail kT, for the different models. The conduction band tail char-
acteristic energy k1.=25 meV.

Eopt,sim Emob,sim kTv €rror
model [eV] [eV] [meV] 1073
1.78 £ 0.03 1.81+0.14 50.0 4+ 0.2 0.59
1.53 +£0.02 1.81+0.03 45.8 + 1.0 0.19
1.75 £ 0.01 1.79+0.15 485+ 1.6 0.22
1.33 £ 0.04 1.824+0.05 476 +1.2 0.24

oW

considerably. To determine which models describe the measured data
best, first the valence band tail characteristic energy k7, the mobility
gap Epmob sim and the multiplication constant were fitted for the average
value of the optical gaps as stated in table 2.2 and a conduction band
tail characteristic energy of 25 meV. These average values of the optical
gap, together with their 95 % confidence region, are listed in the second
column of table 2.4. The errors given for the simulated values are also
based on a 95 % confidence region. Table 2.4 also lists the fitted mobility
gap and the fitted valence band tail characteristic energy. The results
are graphically shown in figure 2.14.

Next, the data was fitted with these values as starting parameters
and the optical gap added as a fitting parameter. The results of these
fits are listed in table 2.5.
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Figure 2.14: Best fits to measured absorption data with the models A,
B, C and D. The optical gap was taken to be constant with values of
respectively 1.74, 1.59, 1.68 and 1.53 V.
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Results

Table 2.4 lists the fitted mobility gap and valence band characteristic
energy, with the optical gap fixed at the measured values as stated in
table 2.2. Table 2.5 lists these parameters if the optical gap is taken as
a fitting parameter too. The difference between the measured optical
gap and the optical gap found from inverse modeling, is because the
measured optical gap is derived from a limited energy region, typically
from 1.85 to 2.25 eV, whereas the simulated one is determined from
the total energy region where the absorption is measured. Also, it is
clear that the value of the optical gap strongly depends on the applied
model. Therefore, it can be concluded that two constraints have to be
imposed in order to derive a meaningful optical gap. First, one method
should be chosen, and, second, the energy region where equation 2.32
and equation 2.33 are fitted should be chosen to be constant.

From the models A and C, both assuming a constant momentum ma-
trix element, model C describes the measured data best, while from the
models assuming a constant dipole matrix element, model B describes
the data best. The difference in residual error of 0.19-1073 by fitting
model B, and 0.22-1073 by fitting model C, is not significant in view of
the experimental error of the absorption coefficient, which is estimated
to be typically about 3 to 6 %.

The valence and conduction band tail characteristic energies kT, and
kT, should both have a value smaller than the Urbach energy, which was
determined experimentally to be 45 £ 2 meV. For these simulations, the
value of kT, is overestimated, due to the limited energy range. It turns
out that the total residual error is minimized when the error at energies
near 1.5 eV is not minimal, which results in a simulated Urbach energy
larger than the measured one. This problem is circumvented by modeling
the total energy spectrum, as is done in the next section.

All four models gave a mobility gap which are the same within the
limits of experimental error; the value of the mobility gap is estimated
to be 1.81 & 0.03 eV. This is a strong point of these simulations, because
the mobility gap is the electrical parameter of interest; the optical gap
only gives additional information on the optical behavior of the material.
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Table 2.6: Two parameters sets of the models B and C, of the modeling
of the complete absorption spectrum. The sets for a conduction band
characteristic energy of 25 and 30 meV are given. The error x denotes
the quality of the fit.

model: kT, B C

Eopt.sim 25 meV 1.5554+0.005  1.741+0.004 eV
30 meV 1.5624+0.005  1.746+0.004 eV

Epnos 25 meV 1.8254+0.005  1.771+0.004 eV
30 meV 1.8324+0.005  1.776+0.004 eV

kT, 25 meV 43.6+0.4 449404 meV
30 meV 42.540.4 43.940.5 meV

Nap 25 meV (4+1)-10% (240.5)-10  cm™3
30 meV (4+1)-101 (24£0.5)-1016  cm™3

X 25 meV 1.58 1.19 1073
30 meV 1.39 1.10 1073

2.9.2 MODELING THE COMPLETE ENERGY SPECTRUM

In order to obtain reliable (kTy,kT,) pairs and information about the
defect density, the complete energy spectrum was modeled. To determine
the dependence of the different fitting parameters on kT, the inverse
modeling was performed for values of kT, between 17.5 and 37.5 meV,
which range is wide enough to cover any realistic value of k7,. The
range is chosen this wide, in order to clearly show the dependence of the
parameters on k7.

Fits of models B and C to the total energy spectrum of the measured
absorption data are shown in figure 2.15 and the relevant parameters
found from the simulations are listed in table 2.6. The mean squared
error x denotes the quality of the fit: the lower this number is, the closer
the measured points are to the simulated values. The mean squared
error is described detailed in appendix A.

Comparison of table 2.6 with table 2.5 reveals that the mobility gap
of model C is slightly, about 0.02 eV, lowered by adding the low energy
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region to the fitting procedure. This is caused by the fact that modeling
the complete spectrum introduces a larger total error to be minimized,
and the minimum of the total error does not coincide to the minimum
of the error at modeling the high energy region. This arises because the
model does not perfectly describe the absorption process, especially in
the low energy region of the absorption, as can be seen from figure 2.15.
Therefore, the mobility gap found from modeling the high energy region
is adopted as a more reliable value.

Figure 2.16 shows the dependence of the mobility gap on the con-
duction band tail characteristic energy. If it is considered that values of
the conduction band tail characteristic energy are generally between 25
and 35 meV, the dependence of the mobility gap on kT is very modest;
less than 0.08 eV between these extremes.

The total density of defect states is independent of the valence band
tail characteristic energy, and amounts to (4+1)-10% cm™3 for model B
and to (240.5)-10% cm ™3 for model C. Figure 2.15 shows that for photon
energies lower than 1.2 eV, the model does not describe the measured
data well. Therefore, the defect density obtained from these fits should
be used with caution.

Figure 2.16 clearly shows the dependence of the valence band tail
characteristic energy on the conduction band tail characteristic energy,
which result is also theoretically expected. Assuming a conduction band
tail characteristic energy between 25 and 30 meV, which is reasonable,
a valence band tail characteristic energy of 43+0.7 meV for model B
and 43.5+0.7 meV for model C is obtained. Both values are close to
each other and not much smaller than the measured Urbach energy of
4542 meV. Therefore, taking the value of the Urbach energy for the
valence band tail characteristic energy introduces only a small error.
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2.10 Conclusions

In this chapter, measurements of the optical properties of amorphous
silicon and the derivation of optical and electrical key parameters from
these measurements have been described. The optical behavior of a ma-
terial is characterized by the refractive index and absorption coeflicient,
as described in section 2.2.

We used Reflection & Transmission measurements, the Constant
Photocurrent Method and Dual Beam Photoconductivity measurements
to determine these optical parameters of thin amorphous films. By com-
bining results from these three methods, the refractive index and the
absorption coefficient for photon energies between 0.75 and 3.2 eV was
determined. We determined the film layer thicknesses from the RT mea-
surements, which procedure has been described in section 2.5.

A formal derivation of the optical gap is given in section 2.6. Depend-
ing on whether a constant momentum or constant dipole matrix element
is assumed for the optical transitions, and whether a linear or parabolic
energy dependence of the extended states is assumed, the optical gap is
derived from one of four different formulas. We conclude that the optical
gap derived according to Cody [26] or to Klazes [83] give the best fits.
If a constant dipole matrix element is assumed to describe the optical
transitions best, as found by Jackson in 1985 [75], the optical gap must
be determined according to Cody’s method.

| Notwithstanding the fact that the definition of the optical gap ac-
cording to Tauc [217] result in fits which are less good, the most widely

' used definition of the optical gap found in literature is the Tauc gap,

| because of historical reasons.

‘ The refractive index is often assumed constant in the determination of

| the Tauc gap. It was determined that the influence of this simplification

‘ is in the order of 0.01 eV, whereas the influence of the fitting range on the
the Tauc gap is in the order of 0.1 eV, so the influence of the refractive
index on the Tauc gap can generally be neglected.

The relation between the Urbach energy and the optical gap, treated
in section 2.7, describes the coupling between these parameters, and it
is expected that this coupling implies a trade-off between the electrical
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properties of the intrinsic layer of a solar cell and its optical properties.
The smaller the defect density of the i-layer is, the lower the recombina-
tion, which is electrically favorable; however, it implies a higher optical
gap and lower absorption, which is an undesirable effect.

We determined the DOS of intrinsic amorphous silicon from measure-
ments of the sub band gap absorption, done by Constant Photocurrent
Measurements and Dual Beam Photoconductivity, as described in sec-
tion 2.8. The DOS amounted to (5+2)-10'° cm™3, which value indicates
device quality material.

We simulated the absorption coefficient from the DOS, where two
types of the optical transitions, and two types of the extended state
DOS were assumed. Although the four models yield different values of
the optical gap, ranging from 1.33 to 1.78 €V, the mobility gap, found
by modeling the high energy region, is the same in all cases, and is
estimated to be 1.81+£0.03 V. This is an important result: whereas
for optical simulations the optical gap is the determining parameter,
electrical simulations use the mobility gap as a input parameter.

It is concluded that of the four possible models, the models cor-
responding to Klazes’ and Cody’s methods to obtain the optical gap
(model B and model C) describe the absorption data best. The density
of defect states found by model B is (441)-10* ¢cm~3, whereas model C
gives a value of (240.5)-10% cm~3. However, both model B and C do
not describe the measured data for low photon energies well, and there-
fore these figures must be used with some caution. The value found by
model B is usually used in electrical simulations of amorphous silicon
devices and this results in satisfactory simulations.

The found value of the valence band tail characteristic energy is only
~10 % lower than the Urbach energy, because of the relatively small con-
duction band tail characteristic energy. The dependence of the optical
gap, the mobility gap and the density of defect states on the assumed
conduction band tail characteristic energy was found to be negligible. As
was expected on theoretical grounds, the value of the valence band tail
characteristic energy depends clearly on the assumed conduction band
tail characteristic energy.
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CHAPTER 3

DOPED AMORPHOUS AND MICROCRYSTALLINE
HYDROGENATED SILICON AND SILICON CARBIDE

3.1 Introduction

As explained in section 1.6, the doped layers of a solar cell serve to build
up the electric field in the intrinsic layer, in order to extract the photo-
generated carriers from the i-layer. Light which is absorbed in the doped
layers is lost in terms of current production, due to the high density of
states in the band gap, acting as recombination centers for the photo-
excited electron-hole pairs. For this reason, the doped layers of a solar
cell are also called non-active layers, and it is desirable to have the doped
layers as transparent as possible. The high density of states in the gap
of doped layers originates from the dopant atoms [201].

Mazimizing the optical performance of a solar cell

In the commonly used a-Si:H solar cell structures, as described in sec-
tion 1.6, the light enters through the p-layer. Therefore, in order to
minimize optical losses, the front p-layer of a solar cell should be as
transparent as possible.

The argument of maximum transparency is also valid for the n- and p-
layers which are sandwiched between the two intrinsic layers of a tandem
solar cell. Because all incident light falls through the front p-layer, as
shown in figure 1.3, optical absorption in this layer is more detrimental
to solar cell performance than absorption in the middle p- and n-type
layers of a tandem cell.
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While all blue light is absorbed before it reaches the back of the solar
cell, a significant fraction of.long wavelength (>600 nm) light may pass
through the intrinsic layer without being absorbed [122]. There are three
approaches to increase the absorption in the intrinsic layer.

One way is to increase the thickness of the intrinsic layer of the solar
cell. However, a thicker intrinsic layer leads to a decreased electric field
in this layer, and thus to a decreased mean drift length of the carriers.
Therefore more carriers recombine before they reach the doped layers and
a lower current is obtained. Moreover, as explained in sections 1.6 and
2.1, thicker layers degrade faster than thinner layers, thereby decreasing
the internal electric field even more, leading to an extra decrease of the
current [258]. Thus the overall effect of an increase in thickness above
the optimum thickness is a decrease of the solar cell efficiency. The
optimum thickness is much smaller than the thickness needed to absorb

almost all long-wavelength light.

Another way to increase the absorption in the intrinsic layer is to re-
flect light that is not absorbed on its first path through the amorphous
layers back into the solar cell. A highly reflective back contact supports
the optical lengthening of the solar cell while keeping the electrical prop-
erties the same [122]. This utilization of the back surface reflection for
amorphous silicon solar cells was first proposed for p-i-n solar cells on
stainless steel [60, 136]. The back-reflected light should not be absorbed
in the back n-layer, which gives rise to the requirement of having a back
n-layer which is transparent for long-wavelength light, which requirement
is usually easily met.

The third approach is to minimize the total absorption of the doped
layers of the solar cell. There are two methods to achieve this. First,
the thicknesses of the doped layers can be reduced. However, decreas-
ing these thicknesses beyond a certain minimum thickness results in a
decrease of the electric field in the intrinsic layer, resulting in a lower
extraction ratio of the photo-generated carriers, and thus in a lower ef-
ficiency. The minimum thickness is around 10 nm, depending on how
close the Fermi level of the doped layer is to the band edge. Second,

| the absorption coefficient of the material can be decreased, which can be
achieved by, for example, alloying the material with carbon.
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Electrical requirements for the doped layers of solar cells

The Fermi level positions of the p- and n-doped layers determine the
maximum achievable open circuit voltage, and therefore also the max-
imum achievable conversion efficiency of a solar cell, as explained in
section 1.6. The open circuit voltage is generated mostly near the p/i-
interface [58, 59], and is strongly influenced by carrier recombination at
the p/i-interface [71, 167].

Besides determining the maximum open circuit voltage of a solar
cell, the Fermi level positions also determine the DC conductivity of the
doped layers, and thus influence the serial resistance of the solar cell.
The closer the Fermi level is positioned to the valence or conduction
band, the higher is the electrical conductivity, the lower is the serial
resistance, and thus the higher is the short circuit current and fill factor.

For the p-layer of a solar cell, a conductivity of at least 107 Scm™!
is required in order to keep the serial resistance of the window layer
negligible [89]. A higher serial resistance of the window layer causes a
lower open circuit voltage and lower fill factor. Usually, the conductivity
requirements of the n-doped layers are more easily met than those of the
p-doped layers, because of the higher doping efficiency of phosphorus
compared to boron.

Conclusion

Summarizing, from an optical point of view, all doped layers of a solar
cell should be as transparent as possible to maximize the conversion
efficiency of the solar cell. At the same time, the layers should have a
high dark conductivity and low activation energy. Generally, the optical
and electrical requirements counteract: the more transparent the film,
the less its conductivity. Insofar as the solar cell efficiency is concerned,
the electrical characteristics of the layer are as important as the optical
transparency of the film.

Because all light enters through the front p-layer, this layer is the
most crucial doped layer of the solar cell. Of the interfaces, the p/i-
interface is the most important solar cell interface.
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3.2 General description of the doped materials

Historically, the first p-layers used in solar cells were heavily boron doped
a-Si:H layers [17, 18, 102, 135]. The disadvantage of these layers is the
high optical absorption caused by the heavy boron doping [19, 101, 231],
limiting the maximum efficiency of the solar cell.

There are two common methods to decrease the absorption of the
p-type material. First, the a-Si:H can be alloyed with carbon [219, 221],
and second, instead of amorphous material, microcrystalline material
can be used [111]. Also research has been carried out in combining these
two approaches to obtain high-quality microcrystalline silicon carbide.

The advantage of doped microcrystalline silicon over doped a-Si:H,
is the much higher possible dark conductivity, and thus a Fermi level
position closer to the band edge, resulting in a higher open circuit voltage
of the solar cell.

3.2.1 DOPED HYDROGENATED AMORPHOUS SILICON CARBIDE

Adding carbon to a-Si:H increases the band gap of the material. The
widened band gap is the reason for the application of amorphous silicon
carbide (a-SiC:H) as p-layers in solar cells, which was a breakthrough
in solar cell performance [219, 221]. However, incorporation of carbon
in a-Si:H not only widens the band gap, but simultaneously shifts the
Fermi level away from the band edge. This Fermi level shift can be ex-
perimentally observed by a decrease of the electrical conductivity and
an increase of the activation energy of the electrical conductivity [220]
and arises from the increasing DOS in the gap [174], resulting that more
carriers originating from the dopant atoms are trapped [121]. Because
the incorporation of carbon has an opposite effect on the optical proper-
ties versus the electrical ones of the film, the carbon content of the films
must be optimized to obtain optimal films for use in solar cells.

In order to establish the deposition parameters of the deposition sys-
tem for p-type silicon carbide films suitable as a window layer in solar
cells, a series of films have been deposited, under varying deposition
conditions.
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3.2.2 DOPED HYDROGENATED MICROCRYSTALLINE SILICON

Microcrystalline silicon (pc-Si:H) films can be deposited with the same
deposition technique used to produce a-Si:H films, which makes micro-
crystalline material along with amorphous material suited to the pro-
duction of large area devices. Because of the favorable properties of
microcrystalline material, it is used in commercial applications such as
solar cells, thin film transistors [79, 80] and pressure sensors.

Microcrystalline films lie on the borderline between the amorphous
and the polycrystalline phase: in general, they are composed of small
crystallites embedded in an amorphous matrix. The existence of this
amorphous matrix is due to deposition conditions just near the transi-
tion from amorphous to microcrystalline growth. Vepiek ascribes this
two-phase system to deposition too far from partial chemical equilib-
rium (PCE) [241, 242, 244]. The term PCE was introduced by Wag-
ner [243] to indicate a state with vanishing chemical fluxes, but remote
from thermodynamical equilibrium {239, 243]. Thermodynamic equilib-
rium corresponds to a state with vanishing values of the thermodynamic
fluxes such as energy and mass. Similar, vanishing chemical fluxes char-
acterize chemical equilibrium. PCE is a chemical kinetic steady state,
added with the condition that the chemical fluxes vanish, so there no
net etching or deposition occurs. At PCE, the actual concentrations of
the reactants and products are given by the balance of their formation
and decomposition, with a negligible flow term. Microcrystalline films
without detectable amounts of amorphous tissue, less than 1%, are ob-
tained if the difference of the deposition and etching rates, which is the
growth rate, is small compared to the etch rate. The grain size is usually
determined by X-ray or electron diffraction methods and varies typically
from 3 to 20 nm.

The optical as well as electrical properties of pc-Si:H are clearly dis-
tinct from crystalline or amorphous silicon. The optical gap of micro-
crystalline material can be raised to about 2.0 to 2.2 eV [45, 69], as can
be done with a-SiC:H. But, in contrast to a-SiC:H, this gap does not
narrow upon doping [111]. Also in contrast to a-SiC:H, the conductivity
of films with such high band gaps remain high, while that of amorphous
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films drop to values comparable to that of intrinsic a-Si:H.

Fully crystallized microcrystalline material is intrinsically defect rich
due to the large number of internal surfaces or interfaces, which re-
sult in interface states at the grain boundaries [247]. Microcrystalline
surface states may be hydrogen passivated to a large degree, because
glow-discharge prepared microcrystalline silicon typically contains 5 to
15 at. % hydrogen. Nevertheless, a silicon grain boundary trapping state
distribution of 10! cm~2eV ! still leads to an effective volume density
of states of 101" cm™%eV~! for a crystallite size of 10 nm. This is a high
value, compared to intrinsic amorphous material which has a density of
states lower than 10'® cm™3eV~! [247]. The high density of states in
doped layers is desirable, because it prevents light-induced degradation
of the doped layers from taking place.

3.2.3 DOPED HYDROGENATED MICROCRYSTALLINE SILICON CARBIDE

With a special technique, Electron Cyclotron Resonance (ECR) CVD, p-
type microcrystalline silicon carbide (p uc-SiC:H) films can be deposited
which have optical and electrical properties outperforming those of p-
type pc-Si:H films deposited by conventional RFCVD [62, 64, 65]. Highly
transparent, highly conductive p-type pc-SiC:H has been prepared with
this technique: typical values of the dark conductivity o4 and the Tauc
optical gap Ey o are o4=1Scm™! at E, ,4=2.0eV and 05 = 1072 Scm ™!
at By op:=2.8 eV. The suitability of this material for use in solar cells was
also demonstrated [62, 64, 65]. An a-Si:H solar cell implementing an ECR
p-type pc-SiC:H layer with g >1 Scm™! and By opt=2.25 eV showed a
conversion efficiency of 12.0 %, measured under AM1 illumination [62].
The cell had a very large open circuit voltage V,. of 0.967 V, a short cir-
cuit current density Jy, of 17.7 mA/cm? and the fill factor FF amounted
to 0.703. A comparable cell with an RFCVD p-type a-SiC:H layer showed
an V. of 0.875 V, a Jy. of 17.8 mA/cm? and an FF of 0.660. Thus the
increase in efficiency is mainly attributable to the higher V,., which in
turn is primary caused by an increase in the built-in potential [132].
Notwithstanding the good results obtained with the application of
ECRCVD p-type layers in solar cells, the ECRCVD technique is difficult
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Table 3.1: Deposition conditions of the silicon layers.

material p a-Si:H p pc-Si(C):H n pe-Si(C):H

rf power density 5.9 195 195 mW/cm?
substrate temp. 230 200 200 °C

gas pressure 0.25 1.00 1.00 mbar
SiH, flow 25.0 4.0 4.0 sccm

H; flow 20.0-35.0 95.0 95.0 sccm
BoHg flow 0.05-0.20 0.025 — sccm
PH; flow - - 0.025 sccm
CH4 flow 0-40 0.0-0.5 0.0-0.5 sccm

to scale up to an industrial scale, and therefore the practical value of
this technique is limited. Thinking in terms of the mass production of
devices, the conventional RFCVD process is from a technological point of
view to be preferred to ECRCVD. Because of this consideration, doped
microcrystalline silicon carbide films deposited by RFCVD were investi-
gated [229].

3.3 Sample preparation

Amorphous silicon carbide (a-SiC:H), microcrystalline silicon (gc-Si:H)
and microcrystalline silicon carbide (uc-SiC:H) films were deposited by
PECVD in the single chamber deposition apparatus described in sec-
tion 1.5. Silane was used as a silicon source, while p- or n-type doping
was achieved by adding a gas mixture consisting of 1 % diluted diborane
or phosphine in hydrogen. A strong hydrogen dilution and high rf power
were used at the deposition of microcrystalline silicon [240, 117, 112, 232].
The general deposition conditions of these materials are listed in ta-
ble 3.1.

Doped hydrogenated amorphous silicon carbide

The amorphous silicon carbide (a-SiC:H) layers were deposited on Dow
Corning 7059 glass substrates. The flow of the dopant gas mixture was
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varied between 5 and 20 sccm, resulting in a source gas mixture contain-
ing 0.02 % to 0.3 % diborane, depending on the dopant gas and methane
flows. Because the dopant gas mixture consisted of 99 % hydrogen, the
source gas became more diluted by the addition of more dopant gas, and
consequently the growth rate went down. The growth rate of the films
varied from 15 to 20 nm/min, depending on the dopant gas flow. To
eliminate the band gap narrowing caused by boron doping, carbon was
incorporated into the films, by adding up to 40 sccm methane to the
source gas. Samples without carbon were deposited as a reference.

The deposition time of all p-type silicon carbide films was 15 min,
which is long enough to ensure that the properties of the deposited layers
are dominated by the bulk.

Doped hydrogenated microcrystalline silicon

A high rf power density and a high hydrogen dilution were used to pro-
duce microcrystalline films [140, 227]. Because the doped layers in solar
cells are deposited on amorphous material, rather than on bare glass, and
the properties of microcrystalline material depend on the substrate, the
films were deposited on Dow Corning 7059 glass as well as on glass coated
with 100 nm intrinsic a-Si:H, in order to investigate the influence of the
substrate on the properties of the microcrystalline films. The microcrys-
talline films were also deposited on monocrystalline silicon substrates for
the determination of the crystallite size of the films by means of X-ray
diffraction spectroscopy. The crystallite size, as determined from the
experimental data shown in figure 3.1, was 9.4 nm for the p-type layers
and 12.3 nm for the n-type layers.

Doped hydrogenated microcrystalline stlicon carbide

As a carbon source, up to 0.5 sccm methane was added to the source
gas mixture which was used to produce pc-Si:H films, in order to obtain
microcrystalline silicon carbide films. The methane to silane ratio was
varied from 0 to 1/7, so the total spectrum from pure microcrystalline
silicon via microcrystalline silicon carbide to a-SiC:H was investigated.
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Figure 3.1: The X-ray diffraction intensity I in counts per second as
a function of the scattering angle 2-© of uc-Si:H. The signal of the
monocrystalline silicon substrate is displayed 100 times reduced.

The deposition time of all films was 20 min, resulting in thicknesses
of 110 to 135 nm for the p-type silicon carbide films and 65 to 75 nm
for the n-type films, corresponding to growth rates of respectively 6.1 +
0.6 nm/min and 3.50 & 0.25 nm/min. The growth rate decreases with
increasing methane content of the source gas. The films deposited with
methane concentrations above 8 % for p-type and 12 % for n-type films
were not microcrystalline.

3.4 Optical and electrical measurement methods

The thickness, absorption and the optical gap of the layers were deter-
mined as explained in chapter 2. The typical error of the absorption
coefficient is ~ 5 — 10 %, whereas the typical error in the optical gap is
~ 0.1 eV. The growth rates were determined by dividing the thickness
by the deposition time, which procedure neglects the possible influence
of the substrate on the deposition of the first few nanometers of the film.
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The optical gap is obtained from a Tauc plot. Because the Tauc
plot is generally slightly curved upwards, as discussed in section 2.6.2,
the optical gap is obtained by fitting all plots in the energy region of
1.85-2.25 €V, in order to.obtain a meaningful value for the optical gap.

The electrical conductivity o of the films was determined by means of
the four-point probe technique [158, 169] for films with ¢ >~10"% Scm ™.
The conductivity of films with o <~107% S cm™! was determined from the
resistance measured between two parallel metal electrodes on the film.
These thermally evaporated contacts were 20 mm long and separated by
0.5 mm. A Keithley 617 Electrometer was used to apply an electric field
of 2-10° V/cm and to measure the current caused by this field. It was
verified that the contact behavior was Ohmic.

Also, of a number of selected samples, the temperature dependence
of the dark conductivity was measured.

The photoconductivity was measured by illuminating the samples
with light with AM1.5 spectrum and an intensity of 100 mW/cm?, ob-
tained from an Oriel model 81150 solar simulator.

3.5 Measurements on the doped materials

3.5.1 DOPED HYDROGENATED AMORPHOUS SILICON CARBIDE

Figure 3.2 shows the growth rate of the p-type a-SiC:H films as a function
of the methane and dopant gas flows. There is no significant dependence
of the growth rate on the methane flow. However, the dependence on
the hydrogen flow, which amounts to 100 times that of the diborane
flow, is significant, as shown in figure 3.2. From least squares fitting, the
growth rate in nm/min equals (21.9+£2.7) — (0.38 £ 0.2) - ¢,, where ¢g,
denotes the hydrogen flow in sccm. This relation is shown in figure 3.2.
Comparing figure 3.2 to 3.3 shows there is no dependence between the
growth rate and the optical or electrical properties.

The absorption coefficient at 2.3 eV, ay3, and dark conductivity o4
as functions of the diborane and methane gas flows are shown in fig-
ure 3.3. By increasing the dopant gas flow, the films become less trans-
parent, whereas increasing the methane flow has the opposite effect on

78




0.10 EE
ByHe flow  [scem)

g
g
~
g
=
_ 10 - -
&~
51 4
0 1 | | l
0 5 10 15 20 25

H, flow [sccm]

Figure 3.2: Growth rate r of p-type a-SiC:H films as a function of the gas
flows. Above: growth rate as a function of the diborane and methane gas
flows. Below: growth rate as a function of the hydrogen gas flow. The
hydrogen flow amounts to 100 times that of the diborane flow. The line
in the figure below denotes the best fit as obtained from least squares
fitting.
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the transparency, which behavior is in accordance with that described in
literature [219]. Figure 3.3 shows the electrical conductivity of the p-type
a-SiC:H films as a function of the methane and dopant gas flows. All
shown films meet the criterion of a conductivity of at least 10~° Scm™?,
as described in section 3.1.

From figure 3.3 it can be seen that increasing the diborane flow from
0.05 to 0.10 sccm at a fixed methane flow strongly increases the dark
conductivity, more than a factor 4. Above 10 sccm the increase in con-
ductivity with the dopant gas flow is small. By adding more methane to
the source gas at a fixed diborane flow, both the conductivity and the
absorption coefficient decrease significantly.

3.5.2 DOPED HYDROGENATED MICROCRYSTALLINE SILICON

The growth rate of the p-type pc-Si:H films was 6 + 1 nm/min, while
that of the n-type films amounted to 5.0 £+ 0.2 nm/min.

Figure 3.4 shows ay3 as a function of the thickness of the uc-Si:H
film.

Because uc-Si:H has a much higher doping efficiency than a-Si:H has
[110, 111, 162], the Fermi level of doped microcrystalline films can be
closer to the valence or conduction band than in amorphous material.
This is shown in figure 3.5 for relatively thick films, where it must be
kept in mind that the activation energy of a-SiC:H films is generally
about 0.4 eV.

A result of the closer position of the Fermi level to one of the band
edges is that the dark conductivity of doped microcrystalline films can
be several orders of magnitude higher than that of amorphous films, as
is also shown in figure 3.5.

Figure 3.5 shows the dark conductivity of the pc-Si:H films as a
function of the layer thickness. This figure also shows that the electri-
cal properties of microcrystalline material strongly depend on the layer
thickness. The change in material properties is especially pronounced for
layers thinner than 40 nm. Layers with thicknesses around 10 nm have
a very low conductivity in the order of 1078 Scm™'. Layers with thick-
nesses greater than 25 nm show high conductivity. For p-type material
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Figure 3.3: Absorption coefficient at 2.3 eV (o 3, figure above) and dark
conductivity (o4, figure below) of p-type a-SiC:H films as functions of
the diborane and methane gas flows.
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Figure 3.4: Absorption coefficient at 2.30 eV (az30) of p-type (x) and
n-type (©) microcrystalline silicon films as functions of the film thickness.
The dotted lines are for visual convenience.

the conductivity is between 0.1 and 1.2 Scm™! and for n-type material
the conductivity is about an order of magnitude higher and amounts
to about 8 Scm™!. The dependence of the electrical properties on the
layer thickness and the difference of an order of magnitude in conduc-
tivity between p- and n-type pc-Si:H material has also been found by
other authors, independent of the exact deposition conditions, and thus
independent of the exact value of the conductivity [131].

3.5.3 DOPED HYDROGENATED MICROCRYSTALLINE SILICON CARBIDE

Figure 3.6 shows the Tauc optical gap, as a function of the methane
to silane ratio of the source gas mixture. The optical gap of the layers
increases with increasing methane content of the source gas.

Figure 3.6 shows the absorption coefficient as39 at an energy of
2.30 eV as a function of the methane to silane ratio. The absorption
coefficient decreases with increasing methane content of the film. Thus,
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by adding a small amount of carbon to the source gas mixture the mi-
crocrystalline films become .more transparent.

In respect to the use of these layers in solar cells, it must be stated
that actual doped layers applied in solar cells are thinner than the films
used in this investigation, but the dependence of the optical properties
on the thickness is not very pronounced [227].

The electrical properties were determined for the films deposited on
Corning glass as well as for the films deposited on glass covered with
intrinsic amorphous silicon. Figure 3.7 illustrates the influence of the
source gas mixture on the electrical DC dark conductivity o4 of these
films. The films show a conductivity higher than 107 Scm™! for a
methane to silane ratio of less than about 8 % for p-type films. The value
of 1073 Scm™! is a typical value of the conductivity of p-layers used in
highly efficient solar cells. The n-type films deposited with source gas
mixtures with methane to silane ratios of less than about 12% have
conductivities higher than 10~ Scm™!, which are useful values for solar
cell application. The dark conductivity rapidly decreases for methane
concentrations higher than the mentioned 8% for p-type and 12% for
n-type films.

All silicon carbide films deposited on amorphous silicon show higher,
or at least almost equal, conductivity than the same films deposited
on bare Corning glass. The difference becomes more pronounced at
higher methane to silane ratios of the source gas. This difference in
conductivity is explained by the difference of the silicon carbide layers
and is not an artifact of the conductivity of the underlaying amorphous
intrinsic silicon film. Because the total conductivity o of a sandwich
of two layers, with thickness a and b and conductivity o, and o3, stacked
on top of each other, equals
;%-Ua—*—aqb_—b-ab, (3.1)
and the dark conductivity of the underlaying amorphous films is less
than 10~1° Scm™!, the underlaying film cannot account for a total con-
ductivity of more than 1071® Scm™.

The higher conductivity can be explained by two effects. The first
effect is based on the fact that a film which is deposited under conditions

Otot —
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Figure 3.7: Dark conductivity of doped puc-SiC:H films on Corning and
amorphous substrates as a function of the methane to silane ratio of the
source gas: +: p-type on Corning, 4 : p-type on amorphous substrate,
O: n-type on Corning and @: n-type on amorphous substrate. Values of
comparable pc-Si:H films are marked with x for p-type, and ¢ for n-type
films. The dotted lines are for visual convenience.

favoring microcrystalline growth can be roughly considered to consist of
two parts [227]. The first part of the film is not microcrystalline and
has a low 4. The rest of the film is microcrystalline and has a high oy.
When the first part of the film becomes a relatively larger fraction of
the total film thickness, the o4 of the total film will decrease. But to
explain a difference in o4 of more than one order of magnitude, which is
the case for the films deposited on a-Si:H versus those on Corning glass,
it must be assumed that more than 0.9 of the total thickness of the films
on Corning glass is not microcrystalline and only the last 10 % of the
film is crystallized. This seems not to be very likely, and so a second
effect has to take place also.

The second effect is that not only is the thickness of the first part
of the film different, but the second part of the layer has a different
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structure also, i.e. a different crystallite size or a different amount of
amorphous tissue. The electrical measurements point in the direction
that at least the second part of the film depends on the substrate.

Figure 3.8 shows the activation energy E,, as a function of the meth-
ane to silane ratio of the source gas. Compared to typical activation
energy values of 400 meV of doped a-SiC:H films [220], the activation
energy of the n-type uc-SiC:H films remain low up to 14 % methane to
silane ratio. For p-type films this ratio is at about 8 %. These low activa-
tion energies allow high open circuit voltages of solar cells, as explained
in section 1.6.

The photoconductivity o, under standard AM1.5, 100 mW/ cm? illu-
mination, was also measured. Figure 3.8 illustrates that the photosensi-
tivity o,n/04, rapidly increases at 8 % and 12 % methane to silane ratio
for, respectively, p- and n-type films, which is the expected behavior
in view of the rapidly decreasing dark conductivity and the increasing
activation energy under these deposition conditions.

The electrical measurements show a transition from microcrystalline
to amorphous material at the 8 % and 12 % methane to silane ratios for,
respectively, the p- and n-type films.

As mentioned before, the actual doped layers in solar cells are thinner
than the films in this investigation. In contrast to the optical proper-
ties, which do not show a strong dependence on the film thickness, the
effect of the layer thickness on the dark conductivity is very pronounced.
The difference in dark conductivity of 10 nm thick films versus 40 nm
thick ones deposited under the same conditions can be eight orders of
magnitude, as shown in figure 3.5. However, Shimada showed successful
use of 10 nm thick layers which were prepared under microcrystalline
formation conditions in solar cells [183].

3.5.4 COMPARISON OF THE DIFFERENT MATERIALS

Figure 3.9 shows the dark conductivity of a-SiC:H, uc-Si:H and pc-SiC:H
films as functions of the absorption coefficient. The points in the lower
right corner of the plot denote the best films in terms of transparency
and conductivity. It can be seen that the pc-Si:H films are the best
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Figure 3.8: Activation energy (above) and photosensitivity ( opn/oq,
below) of pc-SiC:H films on Corning as well as on amorphous substrates,
as functions of the methane to silane ratio of the source gas. Values are
given for p-type on Corning (+), p-type on amorphous (¢ ), n-type on
Corning (0) and n-type on amorphous (8) substrates. The values of
puc-Si:H are marked with x for p-type, and ¢ for n-type films and the
dotted lines are for visual convenience.
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Figure 3.9: Absorption coefficient at 2.3 eV as a function of the dark
conductivity for a-SiC:H (p-type:0), uc-Si:H (p-type: x, n-type:©) and
uc-SiC:H (p-type: +, n-type:0).

choice in this respect. Also, the higher the conductivity of the uc-Si:H
films is, the lower is the absorption, which is explained by the higher
degree of microcrystallinity of the films with higher conductivity.

3.6 Electrical properties

Because of the importance of the electrical properties of a-Si:H and pc-
Si:H, both from a theoretical as well as from a technological point of
view, this subject is described in more detail in this section. Of the
electrical properties of a material, the electrical DC conductivity is the
most important in respect to its use in solar cells. Other electrical prop-
erties, such as the Hall effect and thermopower, do not play any role of
importance in this field. Therefore, we focused on the DC conductivity.

In section 3.6.1, the DC conductivity is treated. The temperature
dependence of the DC conductivity, which can be described by an ac-
tivation energy in a limited temperature region, and the Meyer-Neldel
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rule, a relation between two parameters describing the conductivity as a
function of the temperature, are discussed in more detail in section 3.6.2.

3.6.1 ELECTRICAL DC CONDUCTIVITY

An explicit formula for the DC conductivity of amorphous semiconduc-
tors can be given if two important approximations are applied. The first
approximation, the one particle approximation, takes the energy eigen-
states independent of their occupation: the energy levels an electron
can occupy are not influenced by other electrons. This approximation
is least valid for the localized states. The second approximation is that
a homogeneous material is assumed, which is not a priori the case in
amorphous semiconductors. For inhomogeneous materials, conduction
can be considered as a percolation process favoring the path of high con-
ductance. With these two approximations the DC conductivity o is given

by [87, 53]
o = [ e-N(B)-u(E)-f(E,T)-[1- {(E,T)] dE, (3.2)
where e is the electron charge,

N(E) is the density of states distribution,
u(E)  is the carrier mobility and
f(E,T) is the Fermi function of energy E and temperature T.

The dominant conduction path is thus determined by the DOS, the car-
rier mobility and the Fermi function. Three different regimes of the
DC conductivity can be distinguished, depending on the energy of the
carriers which carry the conduction [33, 47).

The first conduction mechanism is hopping, also called tunneling
conduction [205, p. 17]. This is the hopping of carriers near the Fermi
level Ep from occupied localized states to spatially and energetically
nearby unoccupied states. Because it is unlikely to find such nearby
states at the same energy level, the tunneling process is usually inelastic:
it involves the emission or absorption of a phonon. Therefore a hopping
energy AW is involved and the conduction obeys

o =op-e SW/FT (3.3)
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where o7 is a constant and AW is the hopping energy.

Because unhydrogenated amorphous silicon has a very high defect
density in the middle of the gap, conduction at room temperature takes
place by hopping at the Fermi level. Due to the much lower defect den-
sity in hydrogenated a-Si:H, this hopping at the Fermi energy does not
significantly contribute to the total conduction in hydrogenated a-Si:H
at room temperature. But at low temperatures, the hopping at the
Fermi level becomes the largest contribution to the DC conductivity of
hydrogenated a-Si:H.

As the temperature is lowered, the number and energy of the phonons
available for absorption decreases, and this restricts tunneling to centers
which lie energetically closer to each other, typically within the range kT'.
This variable range hopping is hopping of carriers between centers which
will generally not be nearest neighbors. Mott derived for this variable
range hopping [124, 125]

o= c-e” @/ (3.4)

where ¢ and 7} are constants.

The second conduction mechanism is thermally assisted hopping,
which takes place near the mobility edges, Ey and E¢ in figure 1.1.
On raising the temperature, the Fermi distribution broadens, and be-
cause the DOS N(E) and the mobility u(F) increases as one moves from
midgap to the band gaps, hopping near the band edges will become the
prominent conduction mechanism at higher temperatures. The temper-
ature at which this happens is well below room temperature.

The form of this conductivity is

o= 02.6—(E—EF+AW2)/kT’ (3.5)

where o9 is a constant and AW, is the hopping energy.

It is expected that o1 < o9 since the density of states and the range
of their wave functions is probably smaller near the Fermi level than
near the mobility edges [47].

The third principal contribution to the DC conductivity is from band
conduction, carried by electrons excited above the conduction band edge
and by holes below the valence band edge.
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Usually, for both doped and undoped material, this conduction takes
place by a single type of carrier. In the following, the case of electrons
will be considered; the corresponding formulas for holes are analogous.
Because the conduction takes place far away from the Fermi level Ep
by a single type of carrier, non-degenerate statistics can be applied: the
Fermi function is approximated by the Maxwell Boltzmann function, and
equation 3.2 reduces to

o= [eN(E) -u(E)-e"E-EH g, (3.6)

The concept of a mobility edge states that N(E)u(FE) increases almost
abruptly from zero to a finite value at the mobility edge E¢, and above
this mobility edge N(E)u(E) does not vary too rapidly with the energy
[126]. In this case equation 3.6 can be approximated by

o = gg-e~EomEr)/kT, (3.7)

where the prefactor oy equals e-N(E¢)-u(E¢)-kT, and is ~ 200 Scm™!
for extended state transport in a-Si:H [147].

This equation is a reasonable approximation if ¢ ( E) increases rapidly
enough in a limited energy range. Although there is doubt about the
sharpness or even existence of a mobility edge, experiments confirm that
equation 3.7 is an adequate description of the DC conductivity at room
temperature and above [205]. For temperatures below room tempera-
ture, conductivity significantly below the mobility edge can be impor-
tant, and this equation is not longer appropriate. Because our interest
is in the temperature range of approximately 300 to 400 K, equation 3.7
was used to model the conductivity.

3.6.2 THE ACTIVATION ENERGY AND THE MEYER-NELDEL RULE

To introduce the concept of the activation energy, the conductivity is
usually written as

o = ogg-e B/ (3.8)

where E, denotes the activation energy and oy is the conductivity pre-
factor. Figure 3.10 shows the experimental temperature dependence of
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Figure 3.10: Arrhenius plot: typical dark conductivity of doped micro-
crystalline and amorphous films as function of the reciprocal tempera-
ture.

the dark conductivity of a few typical samples. From this figure it is clear
that in this temperature range the measured data obey equation 3.8.

The Meyer-Neldel (MN) rule is frequently observed in the conduc-
tivity of inhomogeneous materials [39, 164], to which class amorphous
materials belong. It describes the correlation between the prefactor oo
and the conductivity activation energy E, of equation 3.8 [114]:

o9 = Joo-eE’/kTm, (3.9)

where agy and T}, are positive constants. The MN rule is satisfactorily
explained by the statistical shift of the Fermi level with the temperature
[76, 145, 146). This statistical shift is the shift of the Fermi level with the
temperature caused by the charge conservation law, together with the
pos N(E) which is a non-constant function of the energy. The charge
conservation law is

| N(E)-f(B,T)dE = constant, (3.10)
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Figure 3.11: The Meyer-Neldel rule of doped uc-SiC:H films, both p-type
(A) and n-type (). For comparison, a few values of p-type a-SiC:H are
also shown (denoted by ©). The error bars are denoted by horizontal
and vertical lines.

If it is assumed that N(F) is independent of the temperature, differen-
tiating equation 3.10 with respect to kT gives [257]

dEp __J|5%]-N(E)-f(E,T)-[1-f(E,T)]|dE

dkT ~ IN(E)-f(E,T)-[1-f(E,T)|dE
It is clear that the Fermi level shift with temperature is a weighted
average of —(E— Ep)/kT. At higher temperatures the tail states become
populated and the neutrality condition requires the Fermi level to move
upwards in n-type a-Si:H.

As theoretically predicted by Overhof [147], there is a second region,
with different values of o¢y and T,,, where oy and E, also obey this
relation, but with a negative T,,.

The MN rule states that for samples with different activation energies,
the logarithm of ¢y scales linearly with E,. From another point of view,
it states that if the conductivity is plotted against the reciprocal absolute

(3.11)
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Table 3.2: The Meyer-Neldel parameters of different measurements.

T00,low Tonjow 000, high Ton high
author [Sem™] [10°’K]  [Sem™]  [10%2K]
Overhof [147] 00+£02 7.8+£0.5
Oversluizen [148] -3+1 55+1.0
Street [205, p. 228] -1.0 5.8
Lucovsky [100] 2508 —-23+15 02+12 13.3+£7.0
this work 144+08 -294+13 -7.7+£27 36+0.9

temperature for different samples, all lines intersect at the same point,
given by

o(Ty) = ogo. (3.12)

The MN rule is found independent of the way the activation energy
is varied. In literature, the activation energy is varied by doping, by
light-induced degradation, by the field effect in thin film transistors
[37, 38, 70, 150, 245] and by the effect of the i-layer thickness on E,
in n/i/n-structures [148, 149]. We report the MN rule by varying the
activation energy caused by alloying with carbon. The results are shown
in figure 3.11, and the values of ooy and T;,, found from least squares
fitting, are listed in table 3.2.

As can be seen from table 3.2, there is a wide variation in the con-
stants oo and T;,,. Other authors [205] also found this wide variation,
depending on the film composition and the method of varying F,,.

Both in the work of Lucovsky and in our work, oo and T, of the
low activation energy region, with £, < 0.2 €V, were determined from
nc-SiC:H samples. For this low activation energy region, the values of
ogo and T}, found by Lucovsky and those found in our work agree within
the limits of experimental error.

The values of ooy and T;,, of the high activation energy region, with
E; > 0.4 eV, of Lucovsky’s work were determined from conventional,
a-Si:H samples. Therefore, no direct comparison between the ooy and
T, of our and Lucovsky’s work is permissible.
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3.7 Conclusions

In section 3.1, the general requirements on the optical and electrical char-
acteristics of the doped layers of solar cells were discussed: the doped
layers should be as transparent as possible, while maintaining a suf-
ficiently high dark conductivity and sufficiently low activation energy.
Because the front p-type layer is the most crucial of the doped layers,
we focused on this layer.

Two common methods to obtain highly transparent, highly conduct-
ing doped material are alloying a-Si:H with carbon, and producing micro-
crystalline material. We investigated the optical and electrical properties
of films obtained by these methods and of a novel material, microcrys-
talline silicon alloyed with carbon. The last material, uc-SiC:H, was suc-
cessfully produced earlier on a small scale with the ECRCVD technique
[62, 64, 65]. However, the technique is difficult to scale up to industrial
scale, and with deposition technologies compatible with industrial scale,
uc-SiC:H material is much harder to obtain.

We showed that by adding carbon to microcrystalline films the optical
properties are enhanced, but at the same time the electrical properties
become less favorable in respect to the use of these layers in solar cells.
By adding small amounts of carbon to pc-Si:H films these films remain
microcrystalline, and from measurements of the optical and electrical
properties of the investigated p-type pc-SiC:H films, it is expected that
films deposited with a methane to silane ratio of up to 8% yield solar
cells which are superior to those with an a-SiC:H or unalloyed pc-Si:H
p-type layer.

Regarding the microcrystalline films, it is found that the optical and
electrical properties outperform a-SiC:H films, as shown in figure 3.9.

The concept of the activation energy and the Meyer-Neldel rule have
been treated in section 3.6.2. We show that the Meyer-Neldel rule also
applies to uc-SiC:H, and, for the low energy region, values of the conduc-
tivity prefactor and the characteristic temperature of 1.4 £ 0.8 Scm™
and —290 + 130 K were found. These values agree within the limits of
experimental error with values found by Lucovsky [100].

96

o




CHAPTER 4

MODELING OF A-S1:H BASED
P/I-HETEROJUNCTIONS

4.1 Introduction

A heterojunction is a junction between two different semiconductors
which can have different physical properties such as a different band
gap or different electron affinity. By not only using homojunctions in
a device, but also using heterojunctions, more freedom in the device
design is obtained and devices with a higher performance can be fabri-
cated. For example, silicon germanium transistors achieve a much higher
gain bandwidth product than silicon transistors do. Therefore, hetero-
junctions play an important role in new electronic devices, for example
superlattice structures, resonant tunneling transistors, thin film transis-
tors, solar cells, high electron mobility transistors (HEMTs) and modu-
lation doped field-effect transistors (MODFETS) [36, 41, 214]. The band
lineup at a heterojunction is an important subject both from theoretical
and experimental point of view.

In amorphous silicon solar cells the p/i-interface represents a hetero-
junction because the p-layer is alloyed with carbon in order to widen the
band gap and so to increase the efficiency [219]. This junction signifi-
cantly influences solar cell characteristics and several studies have been
carried out on this subject [85, 190, 259]. Usually it is assumed that the
band discontinuity is totally accommodated by the conduction band.

Different experimental methods have been applied to measure the
band offset [44]. In 1978, for the first time photoemission techniques
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were carried out on crystalline Ge/GaAs interfaces [12, 50, 154]. In a
photoemission experiment, the surface of a semiconductor is bombarded
with ultraviolet (Uv) or soft X-ray photons. This photon flux causes
electrons to be emitted from the material, and the energy distribution of
these electrons is measured. In a first approximation, this distribution
reflects the distribution in energy of the electrons in the specimen, shifted
upwards in energy by an amount equal to the photon energy. Because
the electrons excited upon absorption of a photon have a mean free path
in the sample in the order of a few nanometers, the energy distribution of
the emitted electrons reflect the energy distribution in the sample close to
the surface. When the specimen consists of a semiconductor substrate
with a thin overlayer of a different semiconductor, the photoemission
spectrum contains contributions from the substrate and the overlayer,
from which the valence band discontinuity can be found. Photoemission
studies are widely used in investigations in interfaces formed between
crystalline materials [107]. This method is not only restricted to the
application on crystalline materials, but can also be applied to interfaces
formed between amorphous semiconductors [43, 44].

For heterojunctions consisting of boron doped a-SiC:H on a-Si:H, a
negligible valence band discontinuity was found by UV-photoemission
spectroscopy [43, 44]. The precision of this method is not better than
0.1 to 0.15 eV and the technique does not give information on the mo-
bility edge, which is the important quantity in dealing with electronic
transport in amorphous semiconductors. Investigation by X-ray pho-
toelectron spectroscopy shows valence band offsets increasing with the
carbon content of the p-layer [44] with a precision of 0.1 eV.

In order to get a better understanding of abrupt p/i-heterojunctions,
and in an attempt to determine the band lineup more accurately, simu-
lations and measurements of the Jv-characteristics of metal/p/i/metal
structures have been carried out. To obtain the baseline set of parame-
ters for the simulation of the p/i/metal structure, dark and illuminated
Jv-characteristics of a single-junction solar cell were simulated.
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This work

First, some theoretical backgrounds will be given. Second, by inverse
modeling a set of parameters was established to simulate the dark and
illuminated Jv-characteristics of an experimental single-junction solar
cell. Third, a sensitivity study was performed to obtain information
on the influence of several parameters on the Jv-characteristics of p/i-
heterojunctions. From this, it is concluded that it is feasible to extract
the band lineup from measured Jv-characteristics. Next, the extraction
was actually carried out on an experimental p/i-sample. Last, the ca-
pacitance as a function of the frequency of the single-junction solar cell is
determined. This measurement can serve as a cross check for the values
of the electrical properties used in the electrical simulations.

4.2 Theory: the Anderson model

First, the best-known model for the description of a crystalline semicon-
ductor heterojunction, the Anderson model [4], will be described. This
model is the basis for the description and simulation of amorphous silicon
heterojunctions.

Figure 4.1 shows the band diagram of a heterojunction consisting of
two materials isolated from each other. When brought into contact with
each other, band bending will occur, as depicted in figure 4.2. The two
semiconductors may have different band gaps E,, different work func-
tions ¢ and different electron affinities x. The work function is defined
as the energy required to move an electron from the Fermi-level Er to a
position just outside the material. The electron affinity is defined as the
energy required to move an electron from the conduction band E¢ to a
position just outside the material and equals 4.05 eV for crystalline sili-
con [213, 253]. Hydrogenated amorphous silicon has an electron affinity
which is close to this value, as found by measuring the shift of flat-band
voltages of metal/silicon dioxide/silicon devices with a-Si:H electrodes
(x = 4.06 eV [93]) and from measurements of the conduction band dis-
continuity between a-Si:H and c-Si by means of internal photoemission
[116] and junction capacitance measurements [42]. The last two mea-
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Figure 4.1: Schematic energy diagram of an isolated p/i-heterojunction.

surement techniques yield a difference in electron affinities between c-Si
and a-Si:H of 50 & 50 meV, resulting for the electron affinity of a-Si:H a
value of 4.0 & 0.05 eV.

The relation between the conduction band discontinuity AE¢ and
the electron affinities of the materials forming the junction equals

AEc = q(x2—x1) - (4.1)
From this, the valence band discontinuity AFy must obey
AEy =q(x2 — x1) — (Eg2 — Eg1) - (4.2)

4.3 Used samples

The solar cell used to establish the baseline set of parameters for simu-
lating a-Si:H devices was a single-junction pin-cell, with a p- and n-layer
thickness of 20 nm, and an intrinsic layer thickness of 500 nm. There was
no buffer layer between the p- and i-layer. On this cell, also capacitance
measurements were carried out, in an attempt to cross check the input
parameters of the simulations of the Jv-characteristics.

The sample was deposited in the multi-chamber ultra-high vacuum

13.56 MHz PECVD system called PASTA [104], by the University of Utrecht.
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Figure 4.2: Schematic energy diagram of a p/i-heterojunction in equilib-
rium. In this example, the band discontinuity is divided equally over the
valence and conduction band. In order to show the band bending more
clearly, the difference of mobility gaps is taken larger as usual (p-layer:
2.20 eV, i-layer: 1.80 €V) and the Fermi-level in the p-layer is taken
quiet near the valence band (distance 0.2 eV).

The deposition system is described detailed by Madan et al. [104]. The
area of the silver back contacts is 16 mm?. The layer thicknesses of the
intrinsic and doped layers were determined from the growth rates, which
values are well established. To check the layer thicknesses, the total
thickness of the solar cell was measured with a step-profiler, a device to
measure thickness differences of less than a nanometer. The total thick-
ness of the amorphous layers of the cell was measured to be 537+1 nm,
which means an accuracy of the layer thicknesses of better than 1%.
The structure of the experimental p/i-sample was glass/Cr/p-SiC:H/
i-Si:H/Al. The p- and i-layer thicknesses are respectively 200 nm and
300 nm. The metal layers were produced by thermal evaporation. As
a substrate, Corning glass covered with a semitransparent, 30 nm thick
chromium layer was used. The amorphous layers were deposited by
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RFCVD with the 13.56 MHz deposition system described in section 1.5.
The p-layer was deposited with a silane/methane/hydrogen/diborane
mixture in a gas flow ratio of 200/133/100/1 and the i-layer with a
silane/hydrogen mixture with a gas flow ratio of 5/3. The area of the

aluminum back contacts is 7.5 mm?.

4.4 Modeling of a-Si:H devices

The forward model used to simulate the behavior of the amorphous
silicon devices is the Amorphous Semiconductor Analysis (ASA) program,
developed at the Delft University of Technology. The ASA computer code
is a one-dimensional steady state simulator, designed to simulate single
junction solar cells, tandem solar cells as well as Schottky structures.

For the calculation of the recombination rate, a discretized model
of a continuous density of energy states in the gap was used. The gap
states are described by conduction band and valence band tail states and
the defect states. The conduction band and valence band tail states are
assumed to have an exponential distribution, and the defect states in the
gap are represented by two Gaussian distributions. The concentration
of the defect states is calculated from the Urbach energy, as proposed
by Stutzmann [209], and described in section 2.7.2.

AsA is described in more detail in appendix B.

4.4.1 FESTABLISHING THE BASELINE SET OF SIMULATION PARAME-
TERS

To determine the baseline set of parameters for the modeling of a-Si:H
solar cells, dark and illuminated Jv-characteristics of a single-junction
solar cell were fitted to experimental characteristics. This was done with
the technique of inverse modeling, in which the input parameters of a
forward model are adapted by fitting the simulated results to experimen-
tal data by an optimization driver, until the simulated data sufficiently
matches the experimental data. More on the technique of inverse mod-
eling can be found in appendix A.

The Jv-characteristics of the solar cell in dark and illuminated with
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Table 4.1: List of standard parameters used for the simulation of the
single-junction solar cell. The measured values are denoted by m, the
independent fitting parameters are denoted by %, and the parameters
calculated from other fitting parameters are denoted by c. Parameters
not mentioned are taken from literature.

Parameter status p-layer i-layer n-layer
Thickness [nm] m 20.0 500.0 20.0
Relative dielectric constant 7.2 11.9 11.9
Mobility gap Egme [€V] * 1.83 1.70 1.70
Electron mobility p, [cm?V~'s71 1.0 10.0 2.0
Hole mobility p, [em? V=157 0.2 2.0 04
Effective density of states No=Ny [em™®] ¢ 3.2-10® 3.2-10® 3.2.10%
Activation energy E, [eV] m 0.46 0.85 0.29
Dos at mobility edge N, [cm~%eV~1] x  6.4-102 6.4-10** 6.4-10%
Valence band tail charact. energy [eV] 0.100 0.047 0.047
Conduct. band tail charact. energy [eV] 0.065 0.028 0.028

1.2-10"1% 12.1071 1.2.10716
1.2-107% 12.107% 1.2.107“

Cross section of neutral tail states [cm?]
Cross section of charged tail states [cm?]

o %

Concentration of defect states Ny [cm™3] 40-10® 30-10% 7.6-10'
Position of Ec—Ej, [eV] -1.07 —-1.00 -1.00
Position of Eq—Eg [eV] —0.76 -0.70 —0.70
Standard deviation Gaussian distribution 0.20 0.20 0.20

1.2-1071% 1.2.10°% 1.2.10718
1.2.1078 12-10018 1.2.10718

o

Cross section of neutral defect states [cm?]
Cross section of charged defect states [cm?]

o

400 nm and 600 nm monochromatic light were fitted with one set of
simulation parameters. The results of the inverse modeling are shown
in figure 4.3 [191, 261], and the set of parameters is listed in table 4.1.
The status of the fitted parameters is listed in table 4.2.

4.5 Modeling of p/i-heterojunctions

4.5.1 FORWARD MODELING

The sensitivity of several material properties on the behavior of the p/i-
structure was studied in order to gain knowledge about the parame-
ters with the most pronounced effect on the Jv-characteristics of a p/i-
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Figure 4.3: Simulated Jv-characteristics of a single-junction solar cell
in dark (above), and illuminated with 400 nm (middle) and 600 nm
(bottom) monochromatic light.
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Table 4.2: List of the status of the fitted parameters used for the simula-
tion of the single-junction solar cell, as listed in table 4.1. All parameters,
except for the mobility gap, are taken equal throughout the pin-device.

Independent fitting parameters

Mobility gap of the i-layer [eV] Egmob,i

Dos at the mobility edge [cm™3eV ! Noe

Cross section of the neutral tail states [cm?) Cn

Dependent fitting parameters dependence
Mobility gap of the p-layer Eymopp [€V] Egmobi +0.13
Mobility gap of the n-layer Egmopn [€V] By mob,i
Effective density of states N =Ny [cm™?] 2-kT-Npe
Cross section of the charged tail states [cm?] 10%-c,

Cross section of the neutral defect states [cm?] 10-¢,

Cross section of the charged defect states [cm?] 103-¢c,

heterojunction. The influence of the interface states, the band offset and
the mobility are presented here. The influence of interface states at the
p/i-junction was simulated by a narrow (5 nm) defective intrinsic layer
with a defect density equal that of the p-layer.

The voltage range of the simulations was chosen to be 0.0 to 1.0 V,
because this is the range where the effect of different band lineups is
most pronounced, as shown in figure 4.4.

The parameters used for the modeling of the p/i-structure are listed
in table 4.3. Results for three types of band lineups are presented, viz.
where the band discontinuity only appears in the conduction band or in
the valence band, and where the discontinuity is equally divided between
the bands.

Results of the forward modeling

The mobility of the charge carriers, the density of gap states and the
introduction of a defect layer shows the most pronounced effect on the
current characteristics. The effect of these parameters is shown in fig-
ure 4.5. This figure also shows that the band lineup clearly influences
the current density. The band lineup where the discontinuity appears
only in the conduction band gives rise to the highest current density,
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Figure 4.4: Simulated Jv-characteristics of a p/i-junction. Parameters
are as listed in table 4.3. In each figure three graphs are given for p, =
0.1 cm®/Vs (lowest current) and for y, = 10 cm?/Vs (highest current,).

because the current in the p/i-structure is carried by holes.
The sensitivity study was important to determine the most influential
parameters, which were chosen to be the fitting parameters for inverse

modeling.

4.5.2 INVERSE MODELING

Inverse modeling was used to determine the band lineup of an amorphous
p/i-structure, from the measured Jv-characteristics [228]. The fit to the
Jv-curve is shown in figure 4.6 and the simulation parameters are listed
in table 4.3. The band discontinuity was found to be located both at the
conduction band and valence band, where AEy= 0.11+0.05 eV and the
i-layer valence band is positioned lower than the p-layer valence band.
The error is based on a 95.4 % confidence region and is deduced from
the fitting procedure. The mobility gaps of the p- and i-layer were
respectively 1.90 and 1.75 eV.
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Table 4.3: List of parameters used for the simulation of p/i-hetero-
junctions. The measured values are denoted by m and the independent
fitting parameters are denoted by .

Parameter ' status p-layer defect layer i-layer
Thickness [nm] m 50.0 5.0 300.0
Relative dielectric constant 7.2 11.9 11.9
Mobility gap Egmes [€V] * 1.90 1.75 1.75
Electron affinity x [eV] * 0.0 0.258 0.258
Electron mobility u, [cm?V~!s™!] 10.0 10.0 10.0
Hole mobility g, [cm?V~!s71] * 1.0 0.48 0.48
Effective density of states Ng =Ny [cm ™3] 2.0-10% 2.0-10° 2.0-10%
Activation energy E, [eV] m 047 0.88 0.88
Dos at mobility edge Ny [cm™3eV~1] 1.0-10% 1.0-102  1.0-10%
Valence band tail charact. energy [eV] 0.100 0.100 0.045
Conduct. band tail charact. energy [eV] 0.040 0.030 0.030
Cross section of neutral tail states [cm?] 1.0-107%  1.0-107'¢ 1.0-1071¢
Cross section of charged tail states [cm?] 1.0-107%  1.0-107% 1.0.-107™
Concentration of defect states Ny [cm™3] 2.0-10% 2.0-10"®  5.0-10%
Position of Eg— EY, [eV] «  -115 -1.05  —1.05
Position of Ec—Ey;, [eV] * —0.75 —-0.65 —0.65
Standard deviation Gaussian distribution 0.15 0.15 0.15

Cross section of neutral defect states [cm?]  1.0-107**  1.0-107'¢ 1.0-107
Cross section of charged defect states [cm?]  1.0-107!2 1.0-10"* 1.0.107™

4.6 Capacitance measurements on amorphous devices

For the determination of doping-profiles of crystalline pn-junctions, a
widely used method is measuring the capacitance as a function of the
applied voltage (Cv-measurements) [175, 68]. The small signal capaci-
tance of the depletion region at the junction is measured, from which
the depletion region width is determined. The capacitance is caused
by the depletion region, which is the region depleted of free carriers,
and therefore showing dielectric behavior. The impurity concentration
as a function of the position is determined from the dependence of the
depletion region width on the applied reverse bias.

However, impurity profiles can only be measured reliable if the meas-
ured capacitance is independent of the test frequency [82], which is not
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Figure 4.6: Measured (©) and fitted (line) Jv-characteristics of the
p/i-heterojunction.

the case when amorphous devices are measured, as shown in figure 4.7
and by other authors [66]. The continuous density of states in the band
gap of an amorphous semiconductor causes the capacitance to be de-
pendent on the test-signal frequency. The lower the frequency, the more
band gap energy levels act as effective trapping centers trapping and re-
leasing carriers within the time-scale of one cycle of the test signal, and
thus the higher the capacitance.

Therefore, CvV-measurements can be employed on amorphous devices
for the extraction of the density of states in the band gap of the a-Si:H
material. Extensive theory and calculations of the admittance and Cv-
characteristics of Schottky structures as a function of the frequency are
published by different authors [2, 6, 7, 8, 77, 78, 187, 212]. However,
for pin-devices these calculations are not valid, and an analogous treat-
ment is far more complex because the charge in the intrinsic layer is not
negligible, causing large depletion width variations as function of the
reverse bias. Also, instead of one depletion region, as is the case in a
Schottky structure, in a pin-device two depletion regions exist, compli-
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cating a mathematical treatment of the device response to an AC stim-
ulus. Only thick pyn-structures, where the v-layer is a lightly doped
amorphous layer, can be treated analogous to an a-Si:H Schottky bar-
rier. The v-layer should be in the order of 1 um so that the prn-structure
behaves like a Schottky barrier with respect to the capacitance [82].

The frequency dependence of the capacitance of a pin-structure was
measured at zero bias voltage. The high-frequency part of this measure-
ment was used to check the values of the relative dielectric constants of
the doped and undoped amorphous layers, and the low-frequency part
is presented here as a reference for simulating Cf-characteristics of a
pin-structure.

4.6.1 MEASUREMENT SETUP

The capacitance as a function of the frequency at zero bias voltage was
measured with two setups. For the frequencies above 100 Hz, a Hewlett-
Packard 42474 multi-frequency LCR-meter was used, which determines
the real and imaginary part of the response of a device to a sine wave
with small amplitude of typically 20 mV. The experimental error of the
capacitance determined with this setup is estimated to be less than 4 %.

For frequencies below 200 Hz, a setup consisting of a separate func-
tion-generator and oscilloscope was used. A low-frequency sine wave,
produced by the function-generator, was applied to the device, and the
current effected by the applied voltage was measured with the oscillo-
scope. The oscilloscope used was a Tektronix DsA6014 digitizing signal
analyzer, a CPU-based storage scope which provides a time-base up to
100 sec/division, thus capable to monitor very low frequency signals.
Both the voltage and current were measured with the signal analyzer,
and from the basic equations of the transfer-function of a capacitor par-
allel to a resistance, the capacitance was calculated from the measured
data. With this setup is was possible to determine the capacitance of
the used pin-device down to 0.1 Hz. For this frequency, the experimental
error is estimated to be ~ 10 %.
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Figure 4.7: Capacitance of the pin-device. The experimental error of the
capacitance is about the height of the circles.

4.6.2 RESULTS AND DISCUSSION

Figure 4.7 shows the capacitance of the pin-device. For high frequen-
cies, the capacitance approaches the theoretical value of the geomet-
rical capacitance formed by the p-, i- and n-layer, which amounts to
0.186 mF/m?, if relative dielectric constants as stated in table 4.1 are
assumed. So, this measurement confirms the correctness of these values.

For low frequencies, below 100 Hz, the effect of the defect states
dominates the Cf-characteristics. For these frequencies, carriers move in
and out the depletion region in the i-layer, thereby filling and emptying
gap states at energies near the Fermi level. The capture and emission
of carriers depend exponentially on the energy difference between the
Fermi level and the conduction band.

With the steady-state simulator ASA, the Cf-characteristics can not
be simulated, and, furthermore, ASA cannot easily be extended to han-
dle transient signals necessary to simulate capacitance measurements.
This is, because the semiconductor equations become time-dependent in
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this case, requiring a different numerical approach to solve the set of
equations. Work in this direction, for the simulation of time-of-flight
measurements, is, for example, published by Shapiro [182].

The low-frequency part of the Cf-characteristics is presented as a
reference for future modeling of the capacitance as a function of the
frequency of pin-devices.

4.7 Conclusions

With the device simulator ASA, the JV-characteristics of a single-junction
solar cell in dark and illuminated with 400 nm and 600 nm monochro-
matic light were simulated in order to obtain a set of input parameters
for the modeling of amorphous p/i/metal-heterojunctions. Good fits
were obtained for the dark and illuminated Jv-characteristics of the ex-
perimental single-junction solar cell.

The influence of the band discontinuity, the mobility of charge car-
riers and the interface states on the Jv-characteristics of a p/i/metal-
structure were presented. From this sensitivity study it is concluded
that it is feasible to extract the band lineup of a p/i/metal-structure
from its Jv-characteristics. Next, the extraction was actually performed
on an experimental p/i/metal-structure, by fitting simulated jv-charac-
teristics to measured ones with the inverse modeling technique. The
determined band offset agrees within the limits of experimental error
with measurements made by X-ray photoelectron spectroscopy [44].

As a cross check, the capacitance as a function of the frequency of the
single-junction solar cell was measured. The high-frequency part of this
measurement confirms the correctness of the relative dielectric constants
used in the modeling, whereas the low-frequency part is presented as a
reference for future modeling of the capacitance as a function of the
frequency of pin-devices.
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS FOR
FUTURE RESEARCH

5.1 Conclusions

The main conclusions of this work are listed below.

o In literature, two methods are found for the determination of the
Tauc optical gap of an amorphous semiconductor. The methods differ
in whether the refractive index is or is not taken into account in the
determination. Although most authors omit the refractive index for
the sake of convenience, from theory it follows that the refractive index
must be taken into account. In this work, it is verified that the effect of
omitting the refractive index on the Tauc gap is in the order of 0.01 eV,
which is negligible compared to the effect of other error sources.

e Tauc’s method yields values which depend strongly on, for example,
the interpretation of which region can be approximated by a straight
line, the sample thickness and on the sensitivity of the measurement
setup. In this work it is shown that the determination of the optical
gap, both according to Cody and to Klazes, yield less ambiguous results
than according to Tauc, because the fitting region of Cody’s and Klazes’
method is twice as large as that of Tauc’s method, and a better fit to a
straight line is obtained. Combining results from Jackson and from the
author gives rise to a determination of the optical gap as proposed by
Cody. Notwithstanding this, the method most often employed to deter-
mine the optical gap is Tauc’s method, because of historical reasons.
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e For the first time, relations between values of the optical gap, found by
the methods of Tauc, Klazes and Cody, were determined. We determined
these relations from a large set of optical data of over 200 experimental
samples; including a-SiGe:H, a-SiC:H, pc-Si:H and pc-SiC:H, doped as
well as undoped. The relation between the Klazes and Cody gap is
universally applicable to measurements of the optical gap determined by
these methods, because of the unambiguous way the gap is determined.
e The relation between the Urbach energy and the optical gap, as found
by Cody, only holds for unalloyed amorphous silicon. We show that
alloying a-Si:H with germanium or carbon changes the band gap without
a corresponding change of the Urbach energy. However, Cody’s relation
still can serve as a means to couple these two parameters of unalloyed
intrinsic layers of a solar cell, thereby quantifying the tradeoff between
the electrical and optical properties. From an electrical point of view,
the lower the defect density of the intrinsic layer is, the better, because
the recombination of photo-generated carriers becomes lower. But, the
lower the defect density is, the lower the Urbach energy is. And, from
Cody’s relation, the lower the Urbach energy is, the higher the optical
gap is, and thus the lower the absorption is, which is undesirable, because
the lower the absorption, the less the photo-generated current can be.

e The absorption coefficient of a-Si:H can be calculated from the elec-
tronic density of states, which procedure serves as a cross check of the
optical and electrical input parameters used in the simulation of a-Si:H
devices. We fitted the calculated absorption coefficient of intrinsic a-Si:H
to the measured absorption coefficient, where values of the total defect
density in the gap, the band tail characteristic energies and the value
of the gap are obtained. The found value of the valence band tail char-
acteristic energy, 43 meV, is only ~10 % lower than the Urbach energy,
because of the relatively small conduction band tail characteristic en-
ergy of around 30 meV. The dependence of the optical gap, the mobility
gap and the density of defect states on the assumed conduction band
tail characteristic energy was found to be negligible. As was expected
on theoretical grounds, the value of the valence band tail characteristic
energy, found from fitting the absorption coefficient, clearly depends on
the assumed conduction band tail characteristic energy.

114




¢ Undoped intrinsic a-Si:H and doped amorphous and microcrystalline
silicon and silicon carbide films were deposited, and the optical and elec-
trical properties were measured in order to establish the quality and
suitability of the films for use in solar cells. The measured properties are
the refractive index, the absorption coefficient, the dark and photocon-
ductivity and the temperature dependence of the dark conductivity. The
Fermi level position was determined from the temperature dependence
of the dark conductivity; the valence and conduction band tail charac-
teristic energies and the defect density in the gap were determined from
sub band gap absorption measurements, and the optical gap was deter-
mined from the optical absorption. The measured and derived values
were used as an input for modeling amorphous silicon devices.

¢ For p-doped microcrystalline silicon carbide, a transition from micro-
crystalline to amorphous growth was found at a methane/silane ratio of
the source gas of 8 %, where this ratio amounted for n-doped pc-SiC:H
to 12%. In the microcrystalline regime, by adding more methane to the
source gas, the films became more transparent, whereas the Fermi level
shifted to mid gap, resulting in a lower dark conductivity and higher
activation energy of the dark conductivity. Thus, by adding methane to
the source gas, the optical properties of the films enhance, whereas the
electrical properties worsen. To find an optimum of the electrical proper-
ties versus the optical properties, the films must be incorporated in solar
cells, and the efficiency and stability of these cells must be determined.
o The Meyer-Neldel rule is the experimentally found linear relation be-
tween the prefactor of the dark conductivity and the activation energy
of a material. This rule seems to be universally valid for unordered ma-
terials such as amorphous silicon, and in this work it is shown that the
Meyer-Neldel rule also applies to doped microcrystalline silicon and its
carbon alloys.

e With the device simulator ASA, the Jv-characteristics of a single-
junction solar cell in dark and illuminated with 400 nm and 600 nm
monochromatic light were simulated. The set of input parameters was
found by the inverse modeling technique, and this set was used as a
basis for the simulation of a p/i/metal-heterojunction structure. The
band lineup of an experimental p/i/metal-structure was found from its
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Jv-characteristics with the inverse modeling technique. The found value
agrees within experimental error with measurements made by X-ray pho-
toelectron spectroscopy. As a cross check, the capacitance as a function
of the frequency of the single-junction solar cell was measured. The high-
frequency part of this measurement confirms the correctness of the rela-
tive dielectric constants used in the modeling, whereas the low-frequency
part is presented as a reference for future modeling of the capacitance
as a function of the frequency of pin-devices.

5.2 Recommendations for future research

o The different p-layers described in this thesis should be judged on their
merit by applying them in solar cells. Although optical and electrical
measurements on the separate films can serve to predict their usefulness
in solar cells, the ultimate test of the film quality for solar cell use is by
actually applying it in solar cells.

e The more complex the device structure which is simulated is, the more
variables enter the device simulation, and the simulations become less
reliable and accurate. In order to reduce the number of input parameters,
it is recommended that the test devices have a structure as simple as
possible. This implicates, for example, the use of devices with abrupt
junctions, instead of graded junction devices.

e The more devices described correctly with a certain input parameter
set under different illuminations, the higher the degree is of certainty
of the parameter set. Therefore, it is desirable to find a parameter set
which correctly describes as many different structures, such as pin, pip,
nin and p/i/metal, as possible. This requires not only the simultaneous
modeling of the dark and illuminated Jv-characteristics of one device,
but the modeling of more devices simultaneously.

e The integration of optical and electrical modeling in one simulator
package is highly desirable to facilitate the modeling of illuminated amor-
phous silicon devices. Such an integration would, for example, give in-
sight into the dependence of the solar cell efficiency on the band align-
ment of the p/i-junction, or into the dependence on the mobility gap of
the i-layer of the solar cell.
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APPENDIX A

PARAMETER EXTRACTION BY MEANS OF
INVERSE MODELING

Introduction

Forward modeling is the simulation of the external behavior of a device
for given physical parameters and boundary conditions, whereas inverse
modeling is the extraction of the internal, physical parameters from the
measured, external behavior of this device [142, 143]. In inverse model-
ing, the input parameters of a forward model are adapted by fitting the
simulated results to experimental data by an optimization driver, which
minimizes a cost function. This means that internal, physical parame-
ters can be extracted from the measured, external behavior of a device.
Of course, the reliability and accuracy of the physical parameters found
depend on the correctness of the used forward model.

Some applications of inverse modeling

The method of inverse modeling has been successfully applied in geo-
physics, which led to important breakthroughs in hydrocarbon explo-
ration [30].

Ouwerling used this approach to determine doping profiles in MOS,
Schottky, Junction gates and Junction Charge-Coupled Devices, where
Profile was used as an optimization driver and a fast forward Poisson
solver was used as the forward model [144].

Van Rijs used the method of inverse modeling to determine the mi-
nority carrier mobility, carrier lifetime and band gap narrowing in heavily
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doped crystalline silicon, and used Profile as an optimization driver too
[163].

The inverse modeling described in this thesis was also carried out
with Profile as the optimization driver, where the forward models were,
respectively, the calculation of the absorption coefficient as described in
section 2.9, and ASA, which is described in appendix B.

Optimazation procedure

The parameter optimization driver and the forward model can be two
separate entities, in which case the parameter optimization driver does
not have to have any knowledge about the inner workings of the forward
model. In this case, the driver and the forward model are two separate
programs which communicate through files [97, 142]. The interaction
between the optimization driver and the forward model is schematically
depicted in figure A.1. The optimization driver takes a sequence of
steps, where at each step an input parameter is adapted such that the
cost function is minimized. Thus the input parameter vector is adapted
step by step, until a minimum of the cost function is reached.

%gﬂg%{gg optimization
driver
simulated iteration
behavior model | call parameters
forward
model

Figure A.1: Inverse modeling.
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Minimizing the difference between the simulated and measured be-
havior was done by minimizing the weighted sum of squared differences,
which well-known procedure is commonly referred to as a least squares
fitting. The least squares error £(p) is given by

1 Al meas TR0
£(p) = N; wiyfe -y (), (A1)
where £ is the cost function,

N is the number of data points,

w;  is the weight factor of a data point j,

y;°* is the measured value of data point j,

y}""del is the simulated value of data point j and

P is the input parameter vector which is adapted.

Generally, it is useful to bring the different measured quantities into the
same value range. For functions with an exponential dependence on a
parameter, such as the absorption as a function of the photon energy
(see section 2.9), or the current density as a function of the applied
forward voltage in a diode, the values are brought into the same range
by taking the logarithm of the calculated and measured values in the

fitting process.

Implementation of the inverse modeling

Minimization of the least squares error constitutes a multi-dimensional
nonlinear optimization problem, and several numerical methods for the
approximate solution of such problems are available [10, 252]. However
these methods were originally developed for use with analytical models,
there is no objection to the use of these methods for numerical models.
The Modified Damped Least Squares (MDLS) method as originated by
Meyer and Roth [115] and described by Wolfe [252] was implemented
in the nonlinear optimization driver Profile by Ouwerling [141, 143].
The MDLS method as implemented in Profile is a modification of the
Levenberg-Marquardt method [94, 109], where the modification consists
of a linear search in the calculated step direction when needed.

A detailed description of the MDLS method as implemented in Profile is
given by Ouwerling [144, app. C].
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Potential of inverse modeling

In practice, the described technique of inverse modeling allows the si-
multaneous determination of about maximally five parameters for typ-
ical cases as described in this thesis. In this thesis, the determination
of the density of states of a semiconductor from the measured absorp-
tion spectrum, and the determination of electrical parameters, such as
the carrier mobility or mobility gap, from the Jv-characteristics, are de-
scribed. A prerequisite for the determination of several parameters is
that the parameters are, at least to some degree, independent from each
other.
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APPENDIX B

THE AMORPHOUS SEMICONDUCTOR ANALYSIS
PROGRAM

Introduction

To gain insight into the electronic processes that take place in amorphous
silicon devices such as a-Si:H solar cells, electrical simulations can be
carried out. Over the past years, several research groups have developed
software packages for the electrical modeling of solar cells. An overview
of the evolution of these simulation programs is given by Rubinelli et al.
[168].

Most of the work done by different research groups is limited to one-
dimensional modeling, which is suited to model solar cells on flat sub-
strates. Modeling the behavior of recently introduced structures, such
as solar cells on textured substrates, with their typical problems such as
pinholes and layer thickness inhomogeneities, requires a two-dimensional
approach. Only recently, a Sanyo group presented the results of two di-
mensional modeling [172].

Because of the steady-state character of power conversion in solar
cells, the first method to gain insight into the electrical behavior of these
devices is by simulating them with a steady-state simulator. Addition-
ally, transient simulators can be used for simulating transient experi-
ments such as Time-Of-Flight measurements [223, 224, 182] or capaci-
tance measurements, for gaining extra insight into the electrical behav-
ior, or as a cross check of parameters used in steady-state modeling.

The ASA computer code is a one-dimensional steady-state simulator,
designed to simulate amorphous silicon devices. It is described in more
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detail in the following sections, where the basic equations, the boundary
conditions describing the contacts, the numerical solution of the formed
mathematical problem and the description of the defect states is treated.

Basic equations

AsA is based on the classical drift-diffusion model and uses the potential
%, the hole density p and the electron density n as the independent
variables. It solves Poisson’s equation, the continuity equation for free
electrons and the continuity equation for free holes successively.

Poisson’s equation in one-dimensional form is

£2)-0

where €  is the dielectric permittivity,
1 is the potential and
p is the space charge density.

The space charge density p in Poisson’s equation is given by

p=—g(p—n+pzoc~nzac+ND~NA), (B.2)

where ¢ is the magnitude of the electron charge,
p is the free hole and electron concentrations,
n  is the free hole and electron concentrations,
Pioc is the hole concentration in localized states,
Tioc 18 the electron concentration in localized states,
Np is the ionized donor concentration and
N, is the ionized acceptor concentration.

The free electron and hole concentration in a semiconductor are given

by
n= [ go(E)-f(E)dE, (B.3)
p= [ gu(B)-[1-f(B)dE, (B.4)
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(E) is the density of states in the conduction band,

gv(E) is the density of states in the valence band and

f (E) is the probability that an energy level with energy E is
occupied.

where g,

For a parabolic density of states, g¢(E) and gy (E) equal
gc(E) =cn-vVE - Eg, (B.5)
gv(E)=cp-VEy — E, (B.6)

where ¢, and ¢, are constants depending on the effective masses of the
electrons and holes in the extended states. For crystalline semiconduc-
tors, theoretical treatments teach that go(E) and gy (E) are parabolic
[157].

The occupation probability function f(E) of fermions, to which class
electrons belong, is given by the Fermi-Dirac distribution function:

1

f(B) = {wmapT - (B.7)

Taking this Fermi-Dirac distribution and a parabolic density of states,
the concentrations of free electrons n and free holes p are given by

2

n= NC’ ﬁ .7:1/2(17”) s (B8)
2

p= Ny —=Fi2(np), (B.9)

VT

where N is the effective density of conduction band states and
Ny is the effective density of valence band states.
Fi2 is the Fermi-Dirac integral of order one-half.

The variables 7, and 7, represent

Er, — E¢
Ey — Ep,
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where E¢ is the energy of the conduction band mobility edge and
Ey is the energy of the valence band mobility edge.

The Fermi-Dirac integral of order one-half F;/; is defined by

1/2

2 (o 7
Frya(ns) = ﬁfo mdﬂ- (B.12)

If the semiconductor is non-degenerate, which is usually the case, Max-
well-Boltzmann statistics can be applied, and the Fermi-Dirac integral
can be simplified into an exponential:

f]_/z(’)]s) ~el. (B13)

In this case, the expressions for the free electron density (equation B.8)
and the free hole density (equation B.9) simplify into the commonly
encountered forms

Ep, —E

n=Ng- exp(iﬁ—c) : (B.14)
Ey-E

p=Ny- exp(lﬁj) : (B.15)

The conduction band energy E¢ and the valence band energy Ey are
related to the potential ¢ and the electron affinity x as

Ec=—qp—x, (B.16)
By =—-qp—x—E. (B.17)

With these expressions for the conduction band energy and valence band
energy, the expressions for the free electron density B.14 and the free hole
density B.15 become

Ep, +qp +

n= N¢- exp(—f"—%p——x) , (B.18)
~qp—x—E;,—E

p= Ny -exp(— XkT 87 2By (B.19)
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Besides Poisson’s equation, ASA solves the continuity equations for free
electrons and holes, which are

1dJ,

_1ad o B.
L =GR (B.20)
1dJ,

1ddy _o_ B.
=Gk (B.21)

where J, is the electron current density,
Jp is the hole current density,
G s the total generation rate and
R is the total recombination rate.

From the Boltzmann transport theory, the electron and hole current
densities can be written as

dEp,

Jn = qpin dz (B.22)
dE
Jp = qup d;p ) (B.23)

where pi,, 14,  are the electron and hole mobilities and
Er,, EF, are the electron and hole quasi Fermi levels.

By using Maxwell-Boltzmann statistics, the electron and hole current
densities given in equations B.22 and B.23 can be written as

d dn

Jn = _QUnnE,ié“*an%a (B-24)
B dy dp

Jp = —qupp—- — aDp 1, (B.25)

where D,, and D), are the electron and hole diffusion coefficients.

In short, ASA solves equations B.1, B.24 and B.25, where the free
electron and hole densities are given by B.18 and B.19. When solving
these equations, the proper values of the position-dependent mobilities,
space charge, recombination and generation rates and the boundary con-
ditions must be evaluated.
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Boundary conditions: modeling of the contacts

The interface between the semiconductor device and the outside world is
usually formed by metal semiconductor contacts, or by contacts between
a transparent conductive oxide and the semiconductor. Such a contact
can become a rectifying contact (Schottky contact), or an effective Ohmic
contact. Depending on the contact type, rectifying or Ohmic, different
boundary conditions must be imposed on the semiconductor equations.

Ideal Ohmic contacts assume an infinite surface recombination veloc-
ity, and are described by space charge neutrality at the contacts, and by
carrier concentrations which equal their equilibrium values:

p=20, (B.26)
n=ng, (B.27)

where ngy and pg are the equilibrium electron and hole concentrations.

For general Ohmic contacts, the carrier concentrations at the bound-
aries are determined by the surface recombination velocities of electrons
and holes, S, and S,. The equations of the electron and hole current
densities at the boundaries of the device become

Tn(z=0) = q-Suo - [n(z=0) — no(z=0)], (B.29)
Jp(z=0) = =g Spo - [p(z=0) — po(z=0)], (B.30)
In(z=L) = —q- Spp - [n(z=L) — no(z=L)], (B.31)
Jn(z=L) = q-Spr-[p(e=L) - po(z=L)]. (B.32)

Numerical solution of the semiconductor equations

In order to numerically solve the semiconductor equations, these equa-
tions are discretized by finite differencing. The equations are linearized
by the approximation of all non-linear terms by their first-order Taylor
expansions. The continuity equations are discretized according to the
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integral expressions of Scharfetter and Gummel [173] for numerical sta-
bility. There are two common approaches to solve the resulting set of
algebraic equations.

Firstly, the fully coupled set of equations can be solved [88, 180].
And, secondly, the coupling between the equations can only be partly
taken into account, which method is used by Gummel [57, 180].

The Gummel method is an iterative Newton Raphson solution of
the three basic equations separately, where the coupling between the
equations is partly taken into account.

Both methods use the Newton Raphson iteration method to solve
the resulting set of equations.

The advantages of the Gummel method are the relatively simple pro-
gram coding and the broad range of convergence, which allows the use
of relatively poor initial guesses for the independent variables. How-
ever, the convergence properties become very poor when the coupling
between equations is too strong. This is, for instance, the case with
large generation-recombination terms, which occur in the tunneling re-
combination junction of a-Si:H tandem solar cells [248], in illuminated
solar cells, or in solar cells with an applied voltage of more than ~ 0.6 V.

The fully coupled Newton Raphson method shows a much better
convergence rate in cases with strong recombination, where Gummel’s
method fails. However, in the case of the Newton method, the initial
guess should be relatively close to the solution. In terms of program
complexity and matrix computation time, this algorithm is more elabo-
rate.

Three solution methods are implemented in ASA: the fully coupled
Newton Raphson method, the decoupled Gummel method, and a hybrid
algorithm in which the fully coupled Newton scheme is preceded by a
few Gummel iterations. The latter method is especially useful when a
relatively poor initial solution would result in convergence failure with
the fully coupled Newton method, and the Gummel method would take
numerous iterations, which could be the case in illuminated solar cells.
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Modeling of the defect states

The density of states assumed for the modeling of the amorphous semi-
conductor devices is depicted in figure B.1. The conduction and va-
lence band tails are modeled by exponentially decreasing acceptor-type,
respectively donor-type states. The charge occupation and recombina-
tion of these defect states are modeled according to Shockley-Read-Hall
statistics [185)].

The defect states in the gap are represented by two Gaussian dis-
tributions at different energies. The concentration of the defect states
are calculated from the Urbach energy, as proposed by Stutzmann [209),
and treated in section 2.7.2. The Gaussian distributed defect states in
the gap, which are amphoteric of character, are modeled with statistics
derived for defects with multiple charged states. These statistics were
derived by Sah and Shockley [137, 170].
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Figure B.1: Density of states in hydrogenated amorphous silicon. The
valence and conduction band tail states are denoted by 'VB states’
and ’CB states’, respectively, and ’DB states’ denote the dangling bond
states.
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LIST OF MAIN SYMBOLS

Symbol Description

SESESIES

Nyoc

fraction absorbed light in a film
film thickness

electron diffusion coefficient

hole diffusion coefficient

energy

Urbach energy

conduction band energy level
Fermi level

mobility band gap, equals E¢c—Ey
optical band gap, equals E,— E,
valence band energy level
activation energy

electron charge

occupation probability function
total generation rate

generation rate under illumination
Planck’s constant

photon energy

incident photon flux

electron current density

hole current density

Boltzmann’s constant

extinction coefficient

conduction band characteristic energy
valence band characteristic energy
electron mass

free electron concentration
refractive index

free electron concentration in localized states
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Unit

cm

cm?s™1

cm?s™1
eV
eV
eV
eV
eV
eV
eV

eV

Ccm™3

Ccem~™
eVs
eV
s™lem~
Acm~
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Symbol Description Unit

Na dangling bond density cm™3

Ny acceptor concentration cm™3

N¢ effective density of states in the conduction band cm™

Np donor concentration cm ™3

Ny effective density of states in the valence band cm ™3
N(E)  density of states distribution function cm3eV!
P free hole concentration cm ™3

Dioc free hole concentration in localized states cm™3

q magnitude of the electron charge C

R total recombination rate Ccm™3

T absolute temperature K

T Meyer-Neldel characteristic temperature K

a(w) absorption coefficient cm™!

023 absorption coefficient at 2.3 eV cm™!

€ dielectric permittivity Fcm™!
E(w) complex dielectric constant 1

A light wavelength nm

p(E)  carrier mobility cm?V-1s
L electron mobility cm?V~1s!
Hp hole mobility cm? Vsl
P space charge density Cem™3

o conductivity prefactor Scm™!

a0 Meyer-Neldel characteristic conductivity prefactor S cm™!

o4 dark conductivity Scm™!
Oph photoconductivity Scm™!
oph/0q  photosensitivity 1

T carrier lifetime S

¢ work function eV

X electron affinity eV

P electrostatic potential v

w angular frequency rad




SUMMARY

Amorphous and microcrystalline silicon deposited by Plasma Enhanced
Chemical Vapor Deposition is used in commercial solar cells. In the past
18 years the initial efficiency of single-junction p-i-n amorphous silicon
solar cells has increased steadily from 2.4% of the first solar cells to
13.2 % presently.

In this thesis investigations in two fields of solar cell research are
described, viz. concerning p-type material for use in solar cells, and
simulations. First, we investigated the deposition, characterization and
optimization of p-type amorphous and microcrystalline silicon based ma-
terials for use in solar cells. Secondly, amorphous silicon solar cells were
investigated with computer simulations. Chapter 1 gives an introduction
to these subjects.

Chapter 2 and 3 deal with optical and electrical measurements on
amorphous and microcrystalline silicon-based materials, in order to de-
termine the quality of the p- and i-type material and to obtain a baseline
set of parameters for simulations of devices.

Chapter 2 deals with measurements and the analysis of the optical
properties of thin amorphous and microcrystalline films. The reflectance
and transmittance of UV, visible and IR light of thin films was measured,
from which the thickness of the film, the refractive index and the ab-
sorption was derived.

The optical and electrical properties of amorphous silicon and related
materials, such as microcrystalline silicon and alloys of it, are predomi-
nantly determined by the density of states (DOS). Therefore, to perform
realistic modeling, it is necessary to have knowledge about the DOS.
We determined the DOS in the band gap of intrinsic amorphous silicon
with the Constant Photocurrent Method (cPM) and from Dual Beam
Photoconductivity (DBP) measurements. The two methods use different
methods to circumvent the difficulty that the carrier lifetime, and thus
the sub band gap photoconductivity, depends on the carrier concentra-
tion, and thus on the illumination intensity. We have demonstrated that
within experimental error CPM and DBP yield the same results for the
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DOS. The measurements of the DOS of a-Si:H deposited in our laboratory
confirms the device quality of this material.

Further, chapter 2 describes the relation between the Urbach energy
and the optical gap, as found by Cody [24, 25]. Our measurements show
that this relation is only valid if the optical gap is varied by other means
than alloying it. Alloying amorphous silicon with carbon or germanium
changes the band gap without a corresponding change in the Urbach
energy, as predicted by the relation between the Urbach energy and the
optical gap. The relation quantifies the trade-off between the optical and
electrical properties of the intrinsic layer of a solar cell. From an electrical
point of view, the lower the defect density of the intrinsic layer, the
better, because the recombination of photo-generated carriers becomes
lower. But the lower the defect density, the lower the Urbach energy.
From Cody’s relation, the lower the Urbach energy, the higher the optical
gap, and thus the lower the absorption is, which is undesirable, because
the lower the absorption, the less the photo-generated current can be.

Last, chapter 2 describes optical simulations to determine the energy
dependence of the extended states. A computer model was developed
which relates the DOS with the absorption coefficient. The different
models of the DOS distribution were tested to fit the measured absorption
coefficient. If a constant dipole matrix element is assumed to describe the
optical transitions best, as found by Jackson in 1985 [75], a parabolic
energy dependence is found. This leads to the determination of the
optical gap according to Cody’s method.

Because light enters the cell from the p-layer side, the p-layer and
the p/i-junction are the most critical parts in the single-junction solar
cell. Because of the importance of the p-layer, we deposited several se-
ries of p-doped amorphous silicon carbide, microcrystalline silicon and
microcrystalline silicon carbide which are suitable for use in solar cells.
The suitability of these materials for solar cell use is investigated by de-
termining their refractive index, absorption coefficient, dark and photo-
conductivity and their Fermi level position as functions of the deposmon
conditions. These topics are covered in chapter 3.

Also, in this chapter, the conduction mechanisms in amorphous semi-
conductors and the Meyer-Neldel (MN) rule are described. The MN rule
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gives the relation between the prefactor of the dark conductivity and the
activation energy, where previously it was found that amorphous silicon
and its alloys obey the MN rule. Our measurements on uc-Si:H and pc-
SiC:H show that the MN rule also applies to microcrystalline silicon and
its carbon alloys.

Concerning microcrystalline silicon carbide films, we found that be-
low a critical methane/silane ratio of the source gas the films were mi-
crocrystalline, while above this critical ratio the films were amorphous.
These ratios are 8% and 12 % for n-doped and p-doped films, respec-
tively. In the microcrystalline regime, the films became more transparent
and less conducting with increasing carbon content.

Chapter 4 describes simulations of solar cells. Device simulations
offer notable advantages over the actual production and measurement
of devices: simulations are generally much cheaper, the impact of small
changes of a configuration can be determined much faster and more
reliably and it is possible to examine the influence of input parameters
which are otherwise hard or impossible to set independently.

We investigated solar cells and theirs p/i-junction by means of simu-
lations. First, we determined a baseline set of parameters by fitting the
dark and illuminated Jv-characteristics of a single-junction solar cell.
Next, we used modeling to examine the influence of material parameters
on the yv-characteristics of the p/i-junction. We found that the mobility
of the charge carriers, the density of gap states and the introduction of an
defect layer show the most pronounced effect on the Jv-characteristics.

By means of forward simulations we established that it is feasible
to extract the band lineup of a p/i-heterojunction by fitting its meas-
ured Jv-characteristics to simulated ones. With the inverse modeling
technique, the band lineup of an experimental p/i-heterojunction was
actually determined. We found that the offset was both in the valence
and conduction band, in contrast with the common assumption that the
offset is totally accommodated by the conduction band. The determined
band lineup agrees within error with X-ray photoelectron spectroscopy
measurements.

Chapter 5 gives a re§umé of the thesis and recommendations for
future research concerning the topics covered in the thesis.
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Concluding, this work has led to better p-type material for use in so-
lar cells, and to more insight into the optical and electrical characteristics
of the materials used in solar cells.
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SAMENVATTING

Amorf en microkristallijn silicium gefabriceerd met de Plasma Enhanced
Chemische Damp Neerslag methode wordt toegepast in commerciéle zon-
necellen. Sinds de eerste amorf silicium zonnecel, 18 jaar geleden, heeft
een gestage groei van het rendement plaatsgevonden, van 2.4 % van de
eerste cel, tot 13.2 %, hedendaags.

Dit proefschrift beschrijft onderzoek op twee gebieden ter verbetering
van amorf silicium zonnecellen, nl. betreffende p-type gedoteerd materi-
aal voor toepassing in zonnecellen en betreffende simulaties. De deposi-
tie, karakterisatie en optimalisatie van p-type amorf en microkristallijn
silicium en koolstoflegeringen hiervan zijn uitgevoerd, met als oogmerk
de toepassing van deze materialen in zonnecellen. Tevens is met behulp
van computersimulaties onderzoek verricht naar het gedrag van amorf
silicium zonnecellen. Hoofdstuk 1 geeft een introductie in deze onder-
werpen.

In hoofdstuk 2 en 3 zijn optische en elektrische metingen op amorf en
microkristallijn silicium gebaseerde materialen beschreven. Met behulp
van deze metingen is de kwaliteit van de p- en i-type lagen vastgesteld
en is een uitgangsset parameters ten behoeve van het modelleren van
amorf silicium devices verkregen.

Hoofdstuk 2 behandelt de metingen en de analyse van de optische
eigenschappen van dunne amorfe en microkristallijne silicium lagen. De
reflectie en transmissie van UV, zichtbaar en IR licht is gemeten en uit de-
ze metingen is de laagdikte, de brekingsindex en de absorptiecoéfficiént
van de lagen bepaald.

De optische en elektrische eigenschappen van de besproken materi-
alen worden voornamelijk bepaald door de toestandsdichtheid van ener-
gieniveaus (DOS) binnen en buiten de verboden band. Daarom is kennis
van de DOS een conditio sine qua non voor het realistisch modelleren
van amorf silicium devices. Wij hebben de DOS in de verboden band
bepaald met de Constante Fotostroom Methode (CPM) en met behulp
van Dubbelstraals Fotogeleidings (DBP) metingen, waarbij wij laten zien
dat deze twee methoden binnen de experimentele onzekerheid dezelfde
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resultaten opleveren. De twee methoden verschillen in de manier waarop
omgegaan wordt met het gegeven dat de levensduur van de ladingdragers
athankelijk is van de concentratie van deze, en dus afhankelijk is van de
belichtingssterkte. De metingen tonen aan dat het amorf silicium gefa-
briceerd in onze depositieopstelling van zeer hoogwaardige kwaliteit is.

Hoofdstuk 2 beschrijft tevens de relatie tussen de Urbach energie
en de optische bandafstand, welke relatie voor het eerst door Cody be-
schreven is [24, 25]. Onze metingen laten zien dat de relatie tussen de
Urbach energie en de optische bandafstand slechts geldig is als de opti-
sche bandafstand op andere manieren dan door legeren veranderd wordt.
Legeren van amorf silicium met koolstof of met germanium verandert de
optische bandafstand zonder een corresponderende verandering van de
Urbach energie teweeg te brengen, zoals door Cody’s relatie voorspeld
wordt. Deze relatie kwantificeert de afweging tussen de optische en elek-
trische eigenschappen van de intrinsieke laag van een zonnecel. Des te
lager de toestandsdichtheid van deze laag en dus des te lager de Ur-
bach energie, des te beter. Echter, volgens de relatie van Cody gaat een
lage Urbach energie gepaard met een hoge optische bandafstand, het-
geen ongewenst is daar de absorptie dan minder is en dus de maximale
fotostroom tevens lager is.

Als laatste zijn in hoofdstuk 2 simulaties beschreven om de energie-
athankelijkheid van de extended states toestandsdichtheid te bepalen.
Een computermodel is ontwikkeld welke de optische absorptie berekent
uit de toestandsdichtheid. Wij hebben verschillende modellen voor de
toestandsdichtheid getest of deze de gemeten absorptie kunnen verkla-
ren. Als aangenomen wordt dat bij optische overgangen het dipoolmo-
ment behouden is, hetgeen is aangetoond door Jackson in 1985 [75],
vinden wij een parabolische afhankelijkheid van de toestandsdichtheid
als functie van de energie. Dit geeft aanleiding geeft om de optische
bandafstand te bepalen volgens de methode van Cody.

Omdat het licht door de p-type laag de zonnecel binnenkomt, zijn
de p-type laag en de p/i-overgang de meest kritische onderdelen van een
zonnecel. Vanwege het belang van een goede p-laag hebben wij meerdere
series amorf siliciumcarbide, microkristallijn silicium en microkristallijn
siliciumcarbide, geschikt voor gebruik in zonnecellen, gefabriceerd en
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gekarakteriseerd. De geschiktheid voor zonnecelgebruik is bepaald door
de brekingsindex, de absorptiecoéfficiént, de donker- en licht-geleiding en
het Ferminiveau te bepalen als functie van de depositieomstandigheden,
hetgeen in hoofdstuk 3 beschreven is.

Tevens zijn in dit hoofdstuk de geleidingsmechanismen en de Meyer-
Neldel (MN) relatie beschreven. De MN relatie geeft het verband tussen
de voorfactor van de donkergeleiding en de activatieénergie. Eerder is ge-
vonden dat amorf silicium en legeringen hiervan aan deze regel voldoen.
Onze metingen wijzen uit dat deze relatie tevens van toepassing is op
microkristallijn materiaal en koolstoflegeringen hiervan.

Betreffende de microkristallijne siliciumcarbide lagen, vonden wij dat
beneden een kritieke verhouding van methaan tot silaan in het gas-
mengsel de lagen microkristallijn groeien, terwijl daarboven de lagen
amorf werden. Voor n-type en p-type lagen waren deze verhoudingen
respectievelijk 8 % en 12 %. In het microkristallijne gebied zijn de la-
gen transparanter en minder geleidend naarmate meer methaan aan het
gasmengsel wordt toegevoegd.

Hoofdstuk 4 behandelt computersimulaties. Simulaties brengen be-
langrijke voordelen boven de feitelijke produktie van devices met zich
mee: over het algemeen zijn simulaties goedkoper, de invloed van kleine
veranderingen in een configuratie kunnen sneller en betrouwbaarder on-
derzocht worden en parameters kunnen onafhankelijk van elkaar veran-
derd worden, hetgeen in een hardware device zeer lastig of zelfs onmo-
gelijk kan zijn.

Wij hebben zonnecellen en hun p/i-overgang met behulp van simula-
ties onderzocht. Als eerste is met behulp van invers modelleren een basis-
set van simulatieparameters bepaald door de gesimuleerde en gemeten
donker en licht 1v-karakteristieken van een single-junction zonnecel te
fitten. Vervolgens is via simulaties de invloed van verschillende materiaal
parameters op de Iv-karakteristieken van de p/i-overgang onderzocht.
Wij vonden dat de mobiliteit, de toestandsdichtheid en de introductie
van een defectlaag de grootste invloed op de 1v-karakteristicken hebben.

Met behulp van simulaties is aangetoond dat de ligging van de banden
in de p- en i-laag ten opzichte van elkaar een zodanige invloed op de Iv-
karakteristieken hebben dat het mogelijk is met behulp van invers model-
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leren de bandenligging ten opzichte van elkaar te bepalen. Wij hebben
deze bepaling voor een experimentele structuur uitgevoerd, waarbij wij
vonden dat zowel de valentieband als de geleidingsband verschuiven bij
de materiaalovergang, in tegenstelling tot de algemeen gebruikte aan-
name dat de sprong volledig in de geleidingsband ligt. De bandenligging
komt binnen de experimentele fout overeen met Rontgenstraling foto-
electronen spectroscopie metingen.

Hoofdstuk 5 tenslotte, geeft de conclusies van het onderhavige werk
en doet aanbevelingen betreffende vervolgonderzoek.

Samenvattend kan gesteld worden dat dit werk heeft geleid tot ver-
beterd p-type materiaal voor gebruik in zonnecellen en tot meer inzicht
in de elektrische en optische eigenschappen van de materialen gebruikt
in zonnecellen.
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