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ABSTRACT 
Increased levels of user control in learning systems is commonly 
cited as good AI development practice. However, the evidence as to 
the efect of perceived control over trust in these systems is mixed. 
This study investigated the relationship between diferent trust 
dimensions and perceived control in postgraduate student burnout 
support chatbots, and modelled the moderating factors therein. 
We present an in-between subject controlled experiment using 
simulated therapy-goal learning to study the efect of perceived 
control (as manipulated by feedback incorporation) on perceived 
agent benevolence, competence, and trust. Our results showed that 
perceived control was moderately correlated with benevolence 
(� = 0.448, ��10 = 7.150), and weakly correlated with competence
and trust. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI.
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1 INTRODUCTION 
eHealth solutions have appeared in recent years hoping to bridge 
the gap between individuals and mental health services, reaching a 
population not currently served by in-person support. Unlike tradi-
tional approaches, eHealth solutions ofer greater scalability, lower 
cost, anonymity, and resource equity [6, 62]. With rising trends in 
mental health issues among university students [35, 39, 46] such 
systems have become vital, especially given the outbreak of the 
COVID-19 virus and subsequent pandemic [4, 56]. Among these 
rising mental health issues is burnout [3, 47, 58], a psychologi-
cal syndrome in which an individual sufers emotional exhaus-
tion, depersonalization, and reduced personal accomplishment [37]. 
eHealth systems do have their drawbacks however, they tend to 
sufer from attrition, i.e., the loss of user engagement over time 
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[7, 12, 45]. One method of increasing engagement is the use of chat-
bots [45]. Chatbots have a long history in mental health care, where 
they can mimic the support of healthcare professionals, thereby 
fostering a stronger sense of accountability in users, and promoting 
engagement [41, 45]. 

We investigated trust in post-graduate student burnout support 
chatbots. Trust is a key aspect not only of human-chatbot inter-
actions, but also of human-therapist interactions [34, 49]. In the 
feld of human-computer interaction (HCI), its most common di-
mensions are benevolence (the confdence that one’s wellbeing will 
be protected by the trustee [19, 26]) and competence (confdence in 
the trustee’s skill level [19, 26]). Improvement along those dimen-
sions creates more positive interactions with technology [38], while 
maintaining steady relationships with intelligent systems [63]. 

Many factors infuence trust, thus, though we focused on per-
ceived control as manipulated by feedback incorporation in this 
study, we also modelled possible moderating factors in the trust-
control relationship. The evidence as to the exact efect of control 
over an interaction with an intelligent system is mixed. In some 
cases, allowing users to correct mistakes made by the system was 
seen to improve user trust [20, 54, 55], but in others, the opposite 
is true [24]. Nonetheless, allowing the user some degree of control 
over intelligent systems remains a recommended ’best-practice’ 
in industry standards [1, 17, 18]. Such discord further motivates 
the development of a more nuanced understanding of perceived 
control. Given this, we propose the following research questions: 

(1) RQ1: How does allowing the user to feedback the agent’s
predictions afect their perception of its benevolence?

(2) RQ2: How does allowing the user to feedback the agent’s
predictions afect their perception of its competence?

(3) RQ3: What factors moderate the relationship between dif-
ferent trust dimensions and perceived control?

To answer these questions, we designed a prototype of a therapy-
goal-generating empathetic chatbot. While the chatbot was pre-
sented to participants as able to learn goals from conversation, goal 
formulation was simulated using an abbreviated clinical burnout 
inventory. We chose goals as the locus of exercising control as 
goal-setting and goal-alignment are vital activities when estab-
lishing trust in client-therapist relationships [25, 43], as well as 
when motivating and sustaining behavioural change in users [36]. 
Users exercised control over the chatbot by accepting, rejecting, or 
correcting the goals it recommended. 

2 RELATED WORK 
Lee and See [32] defne trust in automation as “[the belief] that an
agent will help achieve an individual’s goal in a situation character-
ized by uncertainty and vulnerability”. Along with benevolence and
competence [26], further dimensions such as reliability and utility 
[23] emerge in human-computer trust. As for perceived control, we
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defne it as the perception of directly altering system behaviour, 
models, or outcomes. This defnition derives from human-in-the-
loop machine learning (IML). In IML, users infuence model be-
haviour, most commonly by labelling data points presented to, or 
selected by, them [59]. The efect of this feedback incorporation 
technique on perceived control, and by extension trust, is not ex-
tensively studied, and studies that address this issue contradict in 
their fndings. 

Gutzwiller and Reeder [20] and Smith et al. [54] investigated this 
relationship in unmanned vehicles and topic modelling respectively, 
concluding that control via feedback incorporation was positively 
correlated with trust. In the frst study, researchers found that 
participants not only trusted and preferred the IML regardless of 
interaction level, but were also able to recognize them as such 
when compared to other systems. In [54], researchers noted that 
participants seemed to even overtrust the system. On the other hand, 
using a simulated face detection model, Honeycutt et al. [24] found 
correcting the system to be negatively correlated with trust and 
perception of accuracy, regardless of whether the model improved 
in accuracy after feedback. Nonetheless, the authors still pointed 
out that users have shown a higher willingness to use imperfect 
systems when they were able to correct them [11]. We further note 
that users may also value systems more if they participated in their 
training [42]. Moreover, in human teams, feedback provision and 
incorporation improves the perceived fairness of team decisions 
and trust in the decision-making process [29, 61]. Of these studies, 
both Honeycutt et al. [24] and Smith et al. [54] choose to select 
non-expert end-users as their participant pool, contrasting their 
choice with the more common choice of developers or annotators. 
Similarly, we were also motivated to involve the real-world use 
case of student burnout, especially as it allowed us to incorporate 
the elements of vulnerability into the system-user interaction that 
are vital to trust formation. 

Comparison across these studies is somewhat hindered as they 
do not employ the same scale for measuring trust, nor do they em-
ploy granular measures of trust as we have. However, Honeycutt 
et al. [24] do invoke themes of competence in their discussion, spec-
ulating whether the negative impact on trust was due to the action 
of system correcting embedding system mistakes more deeply in 
the users’ memory than its successes. Thus, within the context 
of the postgraduate student population, we propose the following 
hypotheses: 

(1) H1: Increased perceived control has a positive correlation 
with perceived benevolence. 

(2) H2: Increased perceived control has a negative correlation 
with perceived competence. 

Studies have modelled trust in HCI more completely by consid-
ering the moderating factors that afect its relationship to other 
variables, e.g. avatar familiarity with the “uncanny valley” efect 
[57]. To our knowledge, the perceived control and trust relationship 
has not been likewise studied. We instead look into factors known 
to afect trust, and investigate them as suspected moderators. Hu-
manness, the unconscious attribution of human characteristics to 
artifcial agents, has been linked to willingness to establish com-
mon ground with agents [8], and human-agent trust [14]. Closeness, 
the sense of social intimacy with another, is a part of therapeutic 

alliance and may be linked to user engagement [30]. Similarly, us-
ability and trust have been linked across domains [50, 51]. Lastly, 
Attitude towards AI [52], an emerging concept distinct from tech-
nology acceptance [9], but which also likely afects trust in a similar 
capacity [44]. 

3 METHODOLOGY 
This study investigated the relationship between perceived control 
and diferent dimensions of trust in burnout support chatbots, as 
well as its moderating factors, using a simulated therapy-goal learn-
ing chatbot and feedback incorporation. We follow an in-between 
subject controlled experiment to avoid biasing the user’s impression 
of the bot. 

3.1 Participants 
Over two weeks, 109 participants were recruited for this experiment 
using ’snowball’ recruitment. The inclusion criteria demanded par-
ticipants be over 18, currently attending a university, or a recent 
graduate, and comfortably profcient with the English Language. Of 
those participants, 35 submitted the study questionnaire for analy-
sis, completing the study. Participants who started the questionnaire 
but did not submit were ignored in our analysis. Participants were 
not screened for clinical burnout, but assumed to experience some 
level of stress in their day-to-day life as students. Our sample pool 
consisted of 63.33% female participants, 33.33% male, and 3.33% 
otherwise identifying. Of those, 36.67% were undergraduate stu-
dents, 30% postgraduates, and 33.33% recent graduates. Only 10% 
of participants reported their technical skills to be below average 
on a fve-point scale. 

3.2 Measures 
Two measures form the core of this study; the Human-Computer 
Trust scale [19] measuring the aforementioned trust dimensions 
(benevolence, competence, perceived risk, and general trust), and 
the Yu [64] scale for measuring perceived control. Gulati et al. [19] 
propose a twelve item, fve-point Likert scale measure, while the 
Yu [64] scale consists of fve bipolar items (1: Favours item on the 
left, 7: Favours item on the right). Items measuring perceived risk 
in Gulati et al. [19] were excluded from this study. Our suspected 
moderating factors are measured as follows: 

• Usability, via the UMUX-LITE [33], which is a two-item, 
seven-point, Likert scale. 

• Humanness or Mindless Anthropomorphism from Kim 
and Sundar [28] measuring the unconscious attribution of 
human characteristics to artifcial agents, such as likability. 
This scale consists of a four-item, ten-point (very poorly to 
very well) survey. 

• Closeness via the Inclusion-of-the-Other-in-the-Self (IOS) 
[2] scale, a single-item, pictorial, measure. The IOS depicts 
seven sets of circles of varying degrees of overlap, correlating 
to degrees of relationship intimacy. 

• Attitude Towards AI, via two, fve-point Likert scale, items. 
We borrow these items from the twenty item questionnaire 
proposed by Schepman and Rodway [52]. 
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3.3 Procedure 
First, all participants flled out informed consent forms and demo-
graphic data surveys. Next, attitude towards AI systems data was 
collected. Participants were then randomly split into control and 
experimental groups, where they had one conversation with the 
chatbot prototype as it suggested three therapeutic goals to them. 
The control group was unable to correct the chatbot when it was 
mistaken, only accept or reject them, while the experimental group 
was. The bot proposed goals to users in the following pattern: irrel-
evant goal, most relevant goal, irrelevant goal. Goal relevancy was 
calculated based on the user’s answers to an abbreviated version of 
the Oldenburg Burnout Inventory [10] and was not learned from 
conversation as presented to the user. The system thus showed 
some signs of improvement after it has been corrected, but did not 
give the impression that it could learn perfectly from one piece 
of feedback. During the post-test, participants completed all re-
maining measures and answered short-answer questions regarding 
their experience. The task lasted 25 – 35 minutes. All data were col-
lected via an online survey hosted on Qualtrics. Study procedures 
were approved by the TU Delft Human Research Ethics Committee 
(application number: 2005). 

The chatbot was developed specifcally for this experiment using 
the framework Rasa1 and trained on conversation samples created 
by the primary author. We note that during data collection, we 
enacted a change to the chatbot’s behaviour. The conversational 
branches were pruned so that the model classifed intention more 
consistently. Issues with intent misclassifcation persisted after this 
change, but seemed to be less severe. Before this change we had 
recruited 19 participants (Control: 4, Experiment: 15), the remaining 
participants were recruited afterwards. We expect this change made 
it more likely for participants to have been able to complete the 
requisite bot interaction before moving on to the post-test survey, 
but would not have afected their perception of system usability, 
since the issue was not eliminated. 

Figure 1: Example of goal correction in the interface (left) 
and conversation (right) 

4 RESULTS 
As survey questions did not force participants to answer, some 
items had missing answers. In those cases, respondent answers on 
the inventory associated with said missing item were dropped from 
the analysis. 

This analysis was based on Bayesian techniques to enable us 
to better understand the strength of our evidence. Using Bayesian 
analysis we were able to perform multimodel inference, report on 
1rasa.com 

the likelihood of our models, and, to some extent, adapt to our small 
sample size [40, 48]. 

4.1 Does feedback incorporation afect 
perceived control? 

The frst step of our analysis was a manipulation check. By compar-
ing perceived control across our experimental and control groups, 
we verifed whether withholding the ability to feedback goals af-
fected participants’ sense of control. Users who had trouble com-
pleting the conversational fow with the bot, and therefore only saw 
one or no goal(s) throughout the interaction, were excluded because 
they did not interact with the goal suggestion feature enough. Of 
our 35 participants, this excluded 11, for a total of 24 responses, with 
a further response excluded for missing data. However, it is worth 
noting that users may have underreported how many goals they saw 
throughout the conversation, but as we did not log conversations 
we cannot correct for this. We split our data on experimental group, 
so that we had 12 participants in control, and 11 in experiment. We 
then compared the two group’s mean perceived control using an 
independent samples Bayesian t-test with the default prior = 0.707 
which returned a Bayes Factor (��10) of 0.985. With a ��10 = 0.985, 
observing the data we do is 0.985 time more likely to occur under 
our model (where perceived control was higher in the experimental 
group) than the alternative, null, model. Thus, the relationship was 
anecdotal [27]. 

4.2 How does perceived control afect trust? 
Since the relationship between the experimental group and per-
ceived control was anecdotal, we did not study diferences in trust 
between the participant groups. Thus, we cannot claim any change 
in trust levels was a result of feedback incorporation. However, 
since we are interested in perceived control in general, whether it 
arises from technical issues, design choices, or our experiment, we 
should investigate the efects of this variable on trust. Thus, the pre-
viously excluded users were reintegrated into the analysis pool from 
this point onwards. We used Bayesian correlation to investigate the 
relationship of perceived control with benevolence, competence, 
and general trust directly, with a prior width of 13 [53]. For prior 
distribution, we used a Cauchy distribution centred around � = 0.45 
[53], since based on prior literature [20, 24], we expected to observe 
a medium-size ��ℎ�� ′ � � efect. Of our 35 participants, two were ex-
cluded for missing data. The correlation analysis showed moderate 
[27] evidence for an infuence of perceived control over benevo-
lence with � = 0.448, ��10 = 7.150. Evidence for this relationship 
remained in the moderate range across all priors (see Figure 2). The 
exact efect size in this relationship was fairly uncertain; bound 
with 95% confdence between 0.082−0.630. Meanwhile, competence 
(� = 0.291, ��10 = 1.232) and general trust (� = 0.222, ��10 = 0.749) 
only exhibited anecdotal evidence towards a correlation with per-
ceived control. Thus, our data ofers support towards H1, but not 
H2. 

https://rasa.com/
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Figure 2: Bayesian Pearson Correlations: Perceived Control 
& Benevolence 

4.3 Do other factors moderate the 
trust—perceived-control relationship? 

To answer RQ3, we studied the efects of moderating factors on 
the relationship between perceived control and each trust dimen-
sion using Bayesian linear regression. One such moderation model 
(benevolence—perceived-control) is seen in Equation 1. This analy-
sis was performed using a beta binomial model prior of � = 3, � = 3 
[53] [5]. 

����������� = �0 · ������� + �1 · ��������� + �2 · ℎ�������� 

+�3 · �������� + �4 · ���������� + �5 · (������� ∗ ���������) 
(1)+�6 · (������� ∗ ℎ��������) + �7 · (������� ∗ ��������) 

+�8 · (������� ∗ ����������) + �� 

Usability, humanness, and closeness had little moderating efect 
on the relationship between perceived control and benevolence, all 
exhibiting less likelihood to be included in a predictive model of 
benevolence than perceived control (����������� < 0.745). Mean-
while, the interaction efect of perceived control and attitude to-
wards AI exhibited a higher likelihood of inclusion than perceived 
control alone (����������� = 1.117 > 0.745). This interaction was 
also the only one which was included within the top fve predictive 
models of benevolence (See highlight in Table 1). 

Interestingly, the top benevolence model relied on closeness 
alone as a predictor, with posterior odds of � (� |����) = 0.084. 
However, the model (highlighted in Table 1) which does contain 
perceived control (as well as humanness and attitude towards AI), 
though of lower posterior odds, has 3.093 times the likelihood of 
co-occurring with our observed data, than a model containing only 
closeness [60]. If we use frequentist multiple linear regression to 
compare these two models, we see that the latter achieves higher 
�2 (0.645 > 0.361) and adjusted �2 (0.588 > 0.341), as well as lower 
root mean squared error (RMSE) (0.610 < 0.812). Thus, the model 
containing perceived control, humanness, and attitude towards AI 
is a better ft over our data [21]. 

We repeat this analysis with general trust and competence as our 
dependent variables. No moderating efects emerged. In the case 
of competence, the best predicting model combined closeness and 
usability (� (�) = 0.011, � (� |����) = 0.238, ��� = 28.524, ��10 = 
1, �2 = 0.654). As for general trust, it was best predicted by combin-
ing attitude towards AI and usability (� (�) = 0.011, � (� |����) = 
0.147, ��� = 15.707, ��10 = 1.580, �2 = 0.586). The model of com-
petence achieved an �2 = 0.591, an adjusted �2 = 0.564, and an 

���� = 0.666. As for trust, the model achieved an �2 = 0.570, an 
adjusted �2 = 0.543, and an ���� = 0.685. 

4.4 How do users feel about providing feedback? 
Of our 35 participants, 31 answered the questions on perceived 
changes in accuracy, and 29 addressed the importance of goal cor-
recting capability. We qualitatively analysed the frst third of these 
responses to create our initial codebook, then refned and fnalized 
it with the remaining responses [16]. Selective coding was used to 
cluster granular codes. 

4.4.1 Did users think their feedback improved the system? Of the 25 
participants who indicated whether they felt the chatbot’s recom-
mendations improved throughout the conversation when answer-
ing this question, 52% said Yes, 44% No, and 4% were Neutral. Thus, 
more users felt their feedback was efectively incorporated into the 
chatbot than not, citing factors such as supportiveness, adaptation, 
and competence (“Yes, M came up with [the] right conclusions” ). 
On the other hand, some participants (45.5%) who disagreed also 
cited competence as a key infuence over their perception of model 
accuracy. Similarly, the remaining neutral responses referenced 
both competence and adaptation, such that participants felt the 
system did adapt to their responses but did not prioritize its recom-
mendations well. Participants who did not address the question of 
accuracy fuctuations in their answers instead discussed technical 
issues they encountered, including failing to understand user input. 

4.4.2 Did users want to provide feedback? In terms of the capacity 
to edit goals, 76.9% (20 out of 26) of participants wished for, or 
appreciated, this feature, while 19.2% were not interested, and 3.8% 
were neutral. Of the participants who were not interested in goal 
correcting, only one explicitly discusses this feature as “[. . . ] too 
much trouble”. Otherwise, participants desired this opportunity for 
increased autonomy “Yes, it would make it more customisable and 
relevant to me” and possibly for improved chatbot performance. 

5 DISCUSSION 
The goal of our frst two research questions, RQ1 and RQ2, was 
to investigate whether providing feedback to an intelligent sys-
tem would afect a user’s perceived benevolence, competence, and 
general trust. We expected that participants who were able to cor-
rect the goals proposed to them by the chatbot, instead of simply 
accepting or rejecting them, would feel a greater sense of system 
benevolence (H1), but have a lower perception of its competence 
(H2). In RQ3, we aimed to model the moderating factors which 
afect the trust—perceived-control relationship. In this study, our 
manipulation of perceived control via goal correcting and feedback 
incorporation was inefective. Given the sense of confusion among 
participants in the feedback received, we expect this was due to 
perceived control being too strongly afected by other aspects of the 
system, such as intent misclassifcation, to be manipulated through 
goal correcting. However, by divorcing the method through which 
we achieve variance in perceived control from said variance, we 
were still able to address our hypotheses. The downside in this 
case is that we are limited in our ability to compare to previous 
studies we found who, in all but one case (Smith et al. [54]), did not 
actually measure perceived control. Thus, such studies analyse the 
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Table 1: Comparison of the 5 best models of the benevolence-perceived control relationship 

Models P(M) P(M|data) BF� BF10 R2 

Closeness 0.027 0.084 3.302 1.000 0.428 
Closeness + Attitude 0.011 0.053 5.089 1.568 0.511 
Humanness + Closeness 0.011 0.048 4.595 1.423 0.506 
Per. Cont. + Humanness + Attitude 0.005 0.043 10.006 3.093 0.633+ Per. Cont. * Attitude 
Humanness + Closeness + Attitude 0.006 0.042 7.224 2.240 0.576 

relationship between a tangential, but not identical, independent 
variable (feedback incorporation) and trust [20, 24], where we study 
perceived control and trust. 

5.1 How does perceived control afect trust? 
We observed that perceived control was moderately, positively, cor-
related with benevolence with a Pearson’s � = 0.448[27], and anec-
dotally correlated with general trust and competence. This result 
lends support for hypothesis H1 that increased control would co-
occur with increased benevolence, though not H2. One possibility 
is that the relationship between perceived control and benevolence 
is the sole reason studies have seen a positive correlation between 
trust and interactivity in learning systems. While incorporating 
user feedback into a system may or may not communicate ability 
on behalf of said system, it does communicate a certain sense of fair-
ness within the human-agent team, similar to that in human teams 
[29, 61], an element which is closely related to benevolence [22]. 
On the other hand, perceived control could exhibit a stronger rela-
tionship with general trust and competence given a larger dataset. 
In fact, we expect this would be the case since if only benevolence 
is tied to control via feedback incorporation, then it does not follow 
that trust should decrease with feedback as was seen in Honeycutt 
et al. [24]. 

5.2 Do other factors moderate the 
trust—perceived-control relationship? 

Attitude towards AI was as a key moderator in our analysis, answer-
ing RQ3. It was the only factor which infuenced benevolence and 
moderated the relationship between benevolence and perceived 
control. We can see how such a connection came to be; if a user 
mistrusts intelligent systems, gestures of benevolence such as feed-
back solicitation may be viewed as manipulative. If a user is overly 
positive towards automation, they may place too much emphasis 
on interactivity and attribute unearned benevolence to the agent, 
leading to misaligned trust. This is an important fnding as attitude 
towards AI can be understudied in trust modelling compared to 
acceptance of technology [9]. 

Surprisingly, closeness emerged as an important predictor of 
perceived competence. Possibly, users who felt closer to the agent 
were more likely to overlook mistakes or technical issues during the 
interaction. Such a relationship is another example of misaligned 
trust. The user may overestimate the system’s capability due to 
an overly intimate reading of their relationship, or underestimate 
it because they do not feel close enough. While this is already 
an issue as over- and under- trust can lead to inappropriate use 

of intelligent systems [31, 32], it is also an issue because it may 
encourage developers to maliciously drive up user-agent closeness 
without improving actual system capability. 

5.3 How do users feel about providing feedback? 
In both our study and Honeycutt et al. [24], users are confdent that 
their feedback was incorporated into the model. Honeycutt et al. 
[24] interpret this perception of feedback usage as following from 
the capacity to provide feedback. We suspect the same, simply al-
lowing the users to reject goals likely impacted their sense of model 
adaption over time. Similarly, we see a strong desire for feedback 
incorporation among the users. Though our results indicated goal 
correcting did not have a strong efect on users’ perceived control, 
it seems that users’ nonetheless valued this feature greatly. Since 
users associated feedback incorporation with concepts of auton-
omy, and customization, it follows that it should be so valued, and 
their inclusion would be a justifed design strategy [17, 18]. 

6 LIMITATIONS 
Firstly, the small sample size, and limited demographic, restricted 
our ability to generalize our fndings to other populations. When 
investigating a medium size efect using an in-between subject 
design frequentist power analysis [13] and Bayesian sample-size 
literature [15] indicate a population in the range of 154 < � < 216 
would be best, a population larger than recruited in this study. 
Second, we note the subjectivity in detecting chatbot mistakes in 
this setting. Though we may have formulated them as irrelevant or 
relevant, goal recommendations were not always be read thus by 
the user. Therefore, not every user, even controlling for the number 
of goals seen, observed the same ratio of hits and misses in their 
interaction. Since we chose to perform most of our analysis directly 
on the correlations of perceived control and trust, this variance was 
not as concerning as it would have otherwise been. Lastly, the non-
deterministic nature of our chatbot was an uncontrolled source of 
mistrust at points. Users had to handle issues of misunderstanding, 
without researcher involvement, which could have afected their 
view of the system. As user-agent conversations were not recorded, 
we could only estimate when these failures occurred based on the 
answers to our survey. 

7 CONCLUSIONS 
In this study, we found increased perceived control in burnout 
support chatbots to positively impact perceived agent benevolence, 
while perceived competence and general trust in the agent were not 
likewise afected. We had hoped to study these variables through 
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the use of feedback incorporation, but efects of this manipula-
tion were non-signifcant. Though this might have afected our 
capacity to comment on feedback incorporation and interactivity 
as a design choice, our users also made clear these features were 
desired. We also produced multifactor models of diferent trust com-
ponents, highlighting attitude towards AI and closeness as two key 
infuences. Through these models, we pinpointed several points in 
user-agent interactions where misaligned trust could occur. Thus, 
we propose that the role of perceived control should be a more 
prominent aspect of future Human-AI interaction studies, and em-
phasize the need to understand the mechanics of trust in interactive 
learning more thoroughly. 
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A APPENDIX: MODIFIED QUESTIONNAIRE: 
PERCEIVED CONTROL 

This scale was developed to measure control in intelligent-system-
user interaction. Where Yu [64] used the consistency of interaction 
rhythm in mixed initiative chatbots to manipulate sense of con-
trol, we used feedback incorporation. Therefore, the statement I 
was controlling the pace was rewritten as I was controlling M’s un-
derstanding of me. Moreover, while the original version used the 
statement The software intended to challenge me to convey feelings 
of frustration with an inconsistent system, we used M intended to 
complete its own task to better align with the kind of impression 
a negative interaction with a supposedly adaptive system would 
invoke. 

• How did you feel during the task? 
– M adapted to me (1) - I adapted to M (7). 
– I was controlling M’s understanding of me (1) - M was 
controlling its understanding of me (7). 

– M intended to help me (1) - M intended to complete its 
own task (7). 

– I felt relaxed during this interaction (1) - I felt stressed 
during this interaction (7). 

– I felt confdent using this system (1) - I felt unconfdent 
using this system (7). 

B APPENDIX: SELECTED ITEMS 
QUESTIONNAIRE: ATTITUDE TOWARDS AI 
• How interested are you in using artifcially intelligent sys-
tems in your daily life? Not interested at all (1) Extremely 
interested (5) 

• How do you feel about the use of artifcially intelligent sys-
tems becoming more common? Extremely negative (1) Ex-
tremely positive (5) 

C APPENDIX: OPEN ANSWER 
QUESTIONNAIRE 
• Do you think M’s goal recommendations improved over the 
course of your conversation? Why? 

• Did you feel the ability to change the suggested goals was 
important to you? Why? 

• What afected your sense of trust in M the most? 
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