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Abstract: Hydraulic transport pipelines in the dredging, mining and deep sea mining are designed using steady-state 
methods. However, these methods cannot predict density wave formation. Density waves form a risk for pipeline 
blockages, therefore there is a need to understand and preferably be able to model the process. The density waves studied 
in this research are caused by a stationary sediment deposit in the pipeline. This article explores the development of a new 
transient design model, based on 1-dimensional-two-layer Driftflux CFD. The two layers model the exchange of sediment 
between the turbulent suspension, and a stationary bed layer, and can therefore model density wave amplification. An 
empirical erosion-sedimentation closure relationship is applied to model the sediment exchange between the two layers, 
and is calibrated using experiments. The final model is also validated against a second experiment, specifically for density 
wave amplification. The experiments and the model show good agreement on the erosion of a stationary bed layer and the 
growth rate of a density wave and the amplitude of the density wave. 

 
Keywords: Hydraulic transport; Dredging; Deep sea mining; Transients; Flow assurance; Driftflux. 

 
INTRODUCTION 
 

The dredging, mining and deep sea mining industries use hy-
draulic transport pipelines, powered by large centrifugal pumps, 
to transport sediments such as sand, rock, clay, manganese  
nodules and various other minerals. These pipelines are currently 
designed using steady-state methods. Specifically, the energy 
added by the centrifugal pump is weighted against the energy 
lost by the pipeline. This analysis results in a pipeline operating 
velocity. When the velocity is high, sediment is suspended by 
turbulence. When the velocity is low, particles form a bed layer 
in the pipe. The transition is called: the deposit limit velocity. 
Steady-state design simply aims to design a pipeline with an  
operating velocity above the deposit limit velocity. 

The steady-state design method unfortunately has its limits, 
since it is based on steady state assumptions. An example of such 
a steady assumption is that the concentration of sediment 
entering the pipeline is constant. Another assumption is that the 
sediment concentration does not change while flowing through 
the pipeline. However, various field pipelines and laboratory 
experiments have shown that these assumptions are not always 
valid (de Hoog et al., 2021). Variations in mixture concentration, 
either temporal or spatial, can lead to serious flow assurance 
issues, mainly in the form of self-excited density waves (de Hoog 
et al., 2021; Matoušek, 1996; Talmon, 1999). Density waves are 
highly concentrated flows of sediment, that can self-amplify over 
time and in space. Density waves form an increased risk to safe 
pipeline operation, increasing the chance of pipeline blockages, 
failures of the centrifugal pump drive and complicate future 
automation of deep sea mining pipelines. In general, the longer 
the pipeline the greater the risk. 

Density waves have so far been encountered as two 
mechanisms. One where the wave grows due to spatial particle 
velocity differences between pipes of different orientation, i.e. 
horizontal and vertical. This was encountered in the “Freiberg” 
experiments (de Hoog et al., 2022) and referred to as “transient 
accumulation.” The key characteristic of this mechanism is, that 
these density waves can form despite that the pipeline operates 
far above the deposit limit velocity. Therefore, these transient 
waves cannot be predicted or considered when using steady-state 
design principles. The second mechanism causes the wave to 
grow by feeding from a stationary sediment bed layer in the 
pipeline, when the pipeline operates close to the deposit limit 
velocity. Erosion of the bed is stronger for higher suspension 
concentrations above the bed, therefore density waves tend to 
self-amplify once formed. This mechanism is referred to as the 
“erosion-sedimentation imbalance” (Talmon, 1999). This article 
focuses on the latter mechanism, the erosion-sedimentation 
imbalance. 

In the case of waves formed by transient accumulation, a new 
transient 1-dimensional Computational Fluid Dynamics (CFD) 
Driftflux model was developed to predict density wave 
amplification by de Hoog et al. (2022). This type of 1D CFD is 
very powerful, as it allows the simulation of kilometers long 
pipelines in a matter of minutes on a decent laptop computer. 
This is currently impractical with the most state-of-the-art 2D or 
3D CFD models (Messa et al., 2021), because of long 
computational times. Unfortunately, a 1D transient model to 
predict density waves due to the erosion-sedimentation 
imbalance is currently not available. Since density waves due to 
the erosion-sedimentation imbalance are still not fully 
understood nor modelled, a 1D CFD model would be very 
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valuable to further research the problem, and potentially also a 
great design tool for pipeline designers. 

The aim of this article is to explore the possibility to model 
density waves due to the erosion-sedimentation imbalance, using 
1D CFD. We propose to extended the 1D model by de Hoog et 
al. (2022) with a second lower layer, to be able to model the 
erosion and sedimentation process between the suspended 
particles and the bed layer. The second lower layer models a 
stationary bed, while the upper layer models the suspended 
particles. A closure relationship can be used to model the transfer 
of sediment between the two layers. A potential candidate for 
this closure relationship can be found in CFD simulations of 
other dredging processes and morphological models, specifically 
empirical “erosion-sedimentation” based models (Bisschop, 
2018; Talmon, 1999; van Rijn, 1984; van Rhee, 2010). However, 
such erosion-sedimentation models have never been applied in 
pipeline flows before. 

In this article we will aim to answer the following research 
question: Can we model density wave amplification using a  
1-dimensional-2-layer (1D-2L) CFD model? A sub question is: 
Is an erosion-sedimentation based closure relationship suitable 
for modelling the sediment exchange between the stationary bed 
layer and the suspended flow, within a 1D-2L model? 

First, we create a new numerical scheme for a 1D-2L Driftflux 
model. Secondly, validation experiments are conducted to 
validate the use of an erosion-sedimentation closure for pipeline 
flows. And thirdly, experiments to validate the formation of 
density waves in the new 1D-2L Driftflux model are conducted. 
These steps are elaborated in the Methods and Results & 
Discussion sections. But first, the erosion-sedimentation density 
wave amplification mechanism is explained in the Theory 
section. 

 
THEORY 

 
So how does the erosion-sedimentation imbalance work? A 

density wave can grow from a stationary bed layer in the 
pipeline, by erosion of the bed. This bed layer is formed when 
the mixture velocity drops below the deposit limit velocity. Once 
formed, the bed layer erodes faster for increasingly higher 
mixture concentrations, due to hindered sedimentation (Talmon, 
1999). The concept of hindered sedimentation entails that the 
sedimentation rate of particles is increasingly hindered, and 
therefore decreases, with increasing mixture concentration 
(Richardson and Zaki, 1954). As a consequence, at velocities 
close to the deposit limit velocity, low concentration flows cause 
sedimentation, while high concentration flows cause erosion. 
This unintuitive behaviour led to the name: the erosion-
sedimentation imbalance (Talmon, 1999). Consequently, a local 
maximum of the concentration can act as a small perturbation, 
which locally causes more erosion than in surrounding areas. 
This small perturbation will grow, flow further down the pipe, 
erode the bed more, and consequently grow even more. This 
process keeps repeating as the wave self-amplifies, until the 
wave is fully developed. 

Mathematically, the erosion and sedimentation of a bed layer 
can be described with an erosion and sedimentation balance 
(Bisschop, 2018; Talmon, 1999; van Rijn, 1984; van Rhee, 
2010): 

 𝑣௦௘ௗ = 𝜕𝑦௕𝜕𝑡 = 𝑆௛ − 𝐸௛𝜌௦(1 − 𝑛଴ − 𝑐௡௕)                                                   (1) 
 
In Equation (1), 𝑣௦௘ௗ  is the sedimentation velocity of the bed 

interface, 𝑦௕  the bed height, 𝑡  time, 𝜌௦  the particle density, 𝑛଴ 

the bed porosity and 𝑐௡௕  the near bed concentration. The near 
bed concentration represents the concentration responsible for 
the erosion and sedimentation process, defined to be just above 
the bed layer (more details in the Methods section). 𝑆௛  is the 
hindered settling flux, which is the amount of sediment that 
settles out of suspension and forms a bed. 𝐸௛  is the hindered 
erosion flux, which represents the sediment being eroded and 
transferred to the suspension. When 𝐸௛ and 𝑆௛ are equal to each 
other, the bed height is steady. 

Hindered sedimentation is modelled using the well-known 
and accepted Richardson and Zaki (1954) approach: 

 𝑆௛ = 𝜌௦𝑤௧௦𝑐௡௕(1 − 𝑐௡௕)௡                                                               (2) 
 
In Equations (2) 𝑤௧௦  is the terminal settling velocity of a 

particle, 𝑛 is the hindered settling exponent and 𝑐௡௕ is the near 
bed concentration. The exponent 𝑛  can be modeled using 
Garside et al. (1977). 

Unfortunately, hindered erosion is not as well researched as 
hindered sedimentation. Research by Winterwerp at al. (1992) 
and van Rhee and Talmon (2010) found experimental proof for 
hindered erosion at low bed shear stresses. While during the high 
shear stress experiments by Bisschop (2018) not much focus was 
put into hindered erosion. Recent work by Keetels et al. (2023) 
shows that for increasingly higher suspension concentrations 
erosion is dampened. This is caused by the loss of turbulent 
kinetic energy at high concentration (>~30%). Under these 
conditions, turbulence simply cannot pick up more sediment. 
Keetels et al. (2023) used multi-phase turbulent kinetic equations 
to derive these conclusions. They tested their theory against a 
wide range of experimental data, including the data from van 
Rijn (1984) and Bisschop (2018). 

As part of this research it was found that without modelling 
hindered erosion in the 1D-2L model, density waves grow 
indefinitely in time. This is because of the 1 − 𝑛଴ − 𝑐௡௕ term in 
the denominator of Equation (1). This creates an additional 
numerically based argument, to better model hindered erosion. 
Specifically, erosion should be damped for concentrations 
approaching the bed concentration, as stated by Keetels et al. 
(2023). We propose the following hindered erosion model: 

 𝐸௛ = 𝐸 ⋅ ൤1 − ൬ 𝑐௡௕𝑐௠௔௫൰௠൨                                                                 (3) 
 
In which 𝐸 is the erosion flux without a hindered effect, thus 

at low near bed concentrations. For 𝑚 = 1 and 𝑐௠௔௫ = 1 − 𝑛଴ 
the equation equals the hindered erosion model by van Rhee and 
Talmon (2010). The parameters 𝑐௠௔௫ and 𝑚 require calibration, 
which will be elaborated in the Results & Discussion section of 
the article.  

Figure 1 shows the results of Equations (1), (2) and (3), and 
how these can lead to density wave amplification. In this 
arbitrary example, the bed erodes at a near bed concentration 
above 20%. This can be seen in Figure 1 when 𝑣௦௘ௗ is lower than 
zero as a function of 𝑐௡௕. As this occurs, the flow switches from 
a net sedimentation to a net eroding flow. Therefore, a local 
small concentration perturbation will erode deposits, 
consequently grow, flow down the pipe, increase the near bed 
concentration, cause more erosion and cause the wave to grow 
even more. A constantly repeating cycle of erosion and density 
wave growth. Concluding, this causes a perturbation to self-
amplify. 
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Fig. 1. Top: a visualization of hindered erosion and hindered sedimentation as a function of the near bed concentration. Bottom: an arbitrary 
example of Equation (1), showing sedimentation for concentrations below 20% and erosion above 20%, using 𝑆 = 2.5, 𝐸 = 1, 𝑚 = 3, 𝑐௠௔௫ = 0.55. 

 
METHODS 

 
With the erosion-sedimentation imbalance in mind, the 

following steps need be taken to develop a 1-dimensional-two-
layer Driftflux model, which is able to model density wave 
amplification. Firstly, develop a numerical scheme of a 1D-2L 
model. The requires implementation of the second layer. 
Secondly, apply the erosion-sedimentation closure relationship 
to model the mass exchange between the two layers. Thirdly, 
experimentally validate the use of an erosion-sedimentation 
based closure relation in pipeline flow. Lastly, experimentally 
validate the self-amplification of a density wave. The method 
sections follow the steps as given above. 

 
Numerical scheme of the 1D-2L Driftflux model 

 
The 1D-2L Driftflux model is based on a self-developed in-

house code. The novelty of this model is the two layers and that 
volume of the cells change in time and space. We use the Finite 
Volume Method (FVM) to discretize the model, because this 
method always ensures mass conservation. To further explain the 
model an illustration of the numerical grid is given in Figure 2. 

The 1D-2L model is based on a circular shaped cross-section. 
In Figure 2 a numerical cell is split into an upper and a lower 
layer. The upper layer represents the flowing suspended mixture, 
while the lower layer models the stationary bed layer. The cell 
size is Δ𝑥 and the index 𝑖 denotes the cell number with 𝑖 − ଵଶ and 𝑖 + ଵଶ the in- and out- faces of the cell 𝑖, respectively. The pipe 
diameter 𝐷 and bed layer height 𝑦௕ are defined on the cell faces 
and both can change in space. Because only the upper layer 
flows, the momentum and transport equations will only apply to 
the upper layer. The volume concentration 𝑐 , mixture density 𝜌௠, and momentum 𝜌௠𝑢ො௠ are cell averaged values of the upper 
flowing layer. 

The 1D-2L model requires two types of mixture velocities. 
Firstly, the mixture velocity 𝑢ො௠  can be derived from a mass 
balance of the fluid and solids phases. 

 𝑢ො௠ = 𝑢௦ 𝜌௦𝜌௠ 𝑐 + 𝑢௙ 𝜌௙𝜌௠ (1 − 𝑐)                                                     (4) 
 
In Equation (4), 𝑐  is the cell averaged volumetric 

concentration, 𝜌௦ and 𝜌௙ are the density of the solids and fluid 

respectively, and 𝑢௦ and 𝑢௙ their respective velocities. This mass 
flow based mixture velocity is referred to as the Favre averaged 
mixture velocity is some Driftflux literature, and allows for a 
convenient way to derive the momentum equation (Ishii and 
Habiki, 2011). 

The second way to define the mixture velocity is based on a 
volume balance, which is required for the particle transport 
equation: 

 𝑢௠ = 𝑢௦𝑐 + 𝑢௙(1 − 𝑐)                                                                    (5) 
 
The full derivation of the momentum and transport equations 

for this two-layer model, is provided in detail in Appendix A. 
The continuity equation for modelling the mass flow on the 

entire mixture is as follows: 
 𝜕𝜕𝑡 (𝜌௠𝑉) + ෍  (𝜌௠𝑢ො௠A)௙௔௖௘௦ = Γ௠                                               (6) 

 
In which 𝑉 is the volume of the upper layer cell and 𝐴 the 

cross-sectional area of the upper cell face (the area above the 
bed). The volume of the upper cell 𝑉 is computed numerically 
and is a function of 𝐷 and 𝑦௕ on both cell faces. This allows for a 
continuous grid with varying bed heights as well as varying pipe 
diameters. In Equation (6), the sum over the cell faces represents 
the in- and out-fluxes 𝐹 over the cell faces. The mass source term Γ௠ is used to exchange mass between the two layers, and is re-
lated to the volumetric source term Γ௩ as depicted in Figure 2. 

To adhere to Newton’s second law, the momentum balance is 
as follows: 

 𝜕𝜕𝑡 (𝜌௠𝑢ො௠𝑉) + ෍  (𝜌௠𝑢ො௠𝑢ො௠𝐴)௙௔௖௘௦= − ෍  (𝑝𝐴)௙௔௖௘௦ − 𝜏௠𝑂 − 𝜏௕𝑊 + ⋯ 

−𝜌௠𝑔𝐴 sin(𝜔) − ෍ ቂ𝐴𝑐𝜌௦(𝑢௦ − 𝑢ො௠)ଶ௙௔௖௘௦+ 𝐴(1 − 𝑐)𝜌௙൫𝑢௙ − 𝑢ො௠൯ଶቃ + 𝐴 ⋅ 𝑆௣         (7) 
 
In Equation (7), 𝑝 is the pressure, 𝜏௠ the shear stress of the 

pipe wall, 𝜏௕  the shear stress on top of the bed layer, 𝑂  the 
surface area of the pipe wall (above the bed), 𝑊 the surface area  
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Fig. 2. The grid definition of the 1D-2L Driftflux model. The upper layer represents the flow of sediment and the lower layer the stationary 
bed. 𝑐 is the sediment concentration, 𝜌௠ is the mixture density, Δ𝑥 is the cell size, 𝑦௕ the bed height, 𝐷 the pipe diameter, 𝐹 the numerical 
fluxes, Γ௩ the bed source term, W the bed width and O the pipe wall surface of the cell portion above the bed. 

 
of the bed interface, 𝜔  the pipe inclination angle and 𝑆௣  the 
centrifugal pump pressure source term. 

The particle transport equation, which is required to model the 
flow of the particles only, is as follows: 

 𝜕𝜕𝑡 (𝑐𝑉) + ෍  (𝑢௦𝑐𝐴)௙௔௖௘௦ = Γ௩                                                      (8) 

 
In Equation (8) 𝑢௦ is the particle velocity, and Γ௩ the erosion-

sedimentation volumetric based source term. The particle 
velocity, required in Equation (5), is modelled as: 

 𝑢௦ = 𝑢௠ + 𝑢௦/௠ − 𝜖𝑐 𝜕𝑐𝜕𝑥                                                                (9) 
 
This allows us to model a velocity difference, 𝑢௦/௠, between 

the mixture velocity 𝑢௠ and the particle velocity 𝑢௦. To be able 
to model axial diffusion due to turbulent dispersion, a diffusion 
velocity is modeled using the diffusion coefficient 𝜖. 

The relative particle velocity in the horizontal pipes are 
estimated with the empirical Sobota and Krill (1992) model: 

 𝑢௦/௠ = −𝑢௠ ൤𝑓௧ ⋅ ቀ1 − 𝑐0.6ቁଶ.ଵ଺ ⋅ ൬𝑢௖௥௜௧𝑢௠ ൰ଵ.଻൨                           (10) 
 
With 𝑓௧ an empirical constant and  𝑢௖௥௜௧ the critical velocity, 

which is roughly equal to the deposit limit velocity. 𝑓௧  is 
computed as a function of the particle Reynolds number. This 
particle Reynolds number is based on the particle terminal 
settling velocity, 𝑤௧௦:  𝑅𝑒௣ = ఘ೑௪೟ೞௗఱబఓ೑ . This particle Reynolds 

number should not be confused with other particle Reynolds 
numbers used in other fields of CFD, which are based on the slip 
velocity of the particle. 𝑓௧ is computed as follows: 

 𝑓௧ = ቊ 0.1464 ⋅ 10଴.଺଴ଷଵ⋅୪୭୥൫ோ௘೛൯                       if  log൫𝑅𝑒௣൯ < 10.7858 ⋅ tanhൣ0.7986 ⋅ log൫𝑅𝑒௣൯ ൧      if  log൫𝑅𝑒௣൯ ൒ 1 

  (11) 
This empirical model is only applicable for mixture velocities 

above 𝑢௖௥௜௧. However, we also need to model the relative particle 
velocity above the bed layer, thus below 𝑢௖௥௜௧ . No empirical 
models are available for this. Therefore, it is proposed to use the 

same model, but scale 𝑢௖௥௜௧ with the hydraulic diameter of the 
reduced flow cross-section above the bed layer, effectively 
modeling a smaller pipe for the cells above the bed. Since 𝑢௖௥௜௧ 
roughly equals the deposit limit velocity, and most empirical 
models of the deposit limit velocity scale with the square root of 
the pipe diameter (Visintainer, et al. 2023), we scale 𝑢௖௥௜௧ 
accordingly: 

 𝑢௖௥௜௧,௛𝑢௖௥௜௧ = ඨ𝐷௛𝐷                                                                               (12) 

 
In which 𝑢௖௥௜௧,௛ is the critical velocity in case of a bed layer, 

and 𝐷௛ the hydraulic diameter of the cross-section above the bed 
layer. This method allows for a smooth transition when 
computing 𝑢௦/௠  once a bed layer forms, although it is not 
validated. Fortunately, the effect of 𝑢௦/௠  was found not to be 
very sensitive for predicting density wave amplification, as such 
this proposed adaption, although not validated, seems a good 
placeholder until a better closure model is available. 

The shear stresses, axial dispersion coefficient 𝜖 and pump 
source term 𝑆௣ are modelled exactly the same way as with the 
1D Driftflux model covered by de Hoog et al. (2022). The 
relative particle velocity 𝑢௦/௠ in vertical sections of the grid is 
modeled differently. Specifically, the relative particle velocity in 
vertical pipes is based on the hindered settling velocity principle 
(Richardson and Zaki, 1954), which has been shown to work 
well in vertical pipes (van Wijk, 2016). Since these aspects are 
not the focus of this article, we kindly refer you to de Hoog et al. 
(2022) for these details. Rather, this research’s main focus is on 
the two-layer structure and mass exchange between the two 
layers. 

 
Modeling erosion and sedimentation of the bed layer 

 
To model the sediment exchange between the two layers, the 

erosion-sedimentation balance is used (Equation (1)). This 
choice was made for the following reasons: 

1. The original erosion-sedimentation imbalance (Talmon, 
1999) was derived using this method. As such, directly 
numerical modelling this is a good way to further verify the 
erosion-sedimentation imbalance mechanism. 
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2. The availability of high bed shear stress erosion data 
from the research of Bisschop (2018). High bed shear stresses 
result in a shear layer above the bed, several particle diameters 
thick, which is different from single particle erosion (Bisschop, 
2018). This erosion mechanism is the main erosion mode in pipe 
flows, due to the typically high velocities encountered in 
pipelines (in the order of meters per second). 

3. Erosion-sedimentation functions have successfully been 
applied in numerical models for various applications such as 
alluvial flows, coastal morphology (Delft3D) and sedimentation 
of sand in trailing suction hopper dredgers. 

In the state-of-the-art 2D and 3D multiphase literature, 
sediment beds are modelled using rheological models or kinetic 
theory models. The authors are aware of these developments and 
discuss these further in the Results & Discussion section. 

The general formulation of the mass exchange terms in the 
CFD model need to be explained in more detail. To this end Γ௠ 
is used in Equation (6) and Γ௩ in Equation (8). These two source 
terms both represent the exchange of solids between the bed and 
the suspension, but have different units. Specifically, Γ௠  is in 
mass flow rates, while Γ௩ is in unit volume flow rates. The two 
are related as follows: 

 Γ௠ = Γ௩ ⋅ ൤𝜌௦ − 𝜌௙ ൬1 − 11 − 𝑛଴൰൨                                              (13) 
 
So how is Γ௩  computed? Imagine how the top of bed layer 

erodes: Particles are lifted from the bed layer into the suspension. 
In other words, the concentration of sediment transferred to the 
suspension equals the change of the bed layer volume 𝑉௕ 
multiplied by the concentration of the bed, which is equal to 1 − 𝑛଴: 

 Γ௩ = Δ𝑉௕Δ𝑡 ⋅ (1 − 𝑛଴)                                                                       (14) 
 
The change of the bed layer volume is computed from the 

change of the height of the bed layer at the cell faces. 
 Δ𝑉௕,௜Δ𝑡 = 𝑓 ൭Δ𝑦௕,௜ିଵଶΔ𝑡 , Δ𝑦௕,௜ାଵଶΔ𝑡 ൱                                                       (15) 

 
The bed height change at the faces is computed using 

Equation (1). 
The pickup function to model 𝐸 in Equation (3) needs to be 

defined next. The Bisschop (2018) model was chosen for two 
reasons. Firstly, the dataset on which this model is calibrated is 
of high velocity erosion. This regime is also applicable for our 
application, and in general suitable for pipeline flows. Secondly, 
the model is easy to implement numerically and does not require 
any iteration like a few other pickup functions do. The Bisschop 
(2018) model is as follows: 

 𝐸 = ℎ௦𝜆௕(1 − 𝑛଴)𝜌௦4 𝑇஻                                                                     (16) 
 
In which ℎ௦  is the shear layer thickness, 𝜆௕  a coefficient to 

represent the amount of turbulent bursts eroding the bed layer, 𝑛଴ the porosity of the sand bed and 𝑇஻ the mean bursting period 
of turbulent sweeps. 𝜆௕ and 𝑇஻ have a physical meaning, but can 
be varied to calibrate the model. Bisschop (2018) recommends 𝜆௕ = 1  and 1.0 < 𝑇௕ < 3.0 . Bisschop (2018) states that this 
model requires iterative computation. Fortunately, an explicit so-
lution was found during this research. For further details on im-
plementation of this pickup function, and the explicit solution, 

see Appendix B. To compute the erosion flux 𝐸, the following 
geotechnical parameters are required: the angle of internal  
friction 𝜙, the maximum porosity of the bed 𝑛௠௔௫, the minimum 
porosity 𝑛௠௜௡  and the permeability at the maximum porosity 𝑘௠௔௫. 

The final piece of the puzzle is how to model the near bed 
concentration. The near bed concentration is the concentration 
just above the bed layer that dictates the erosion process, and is 
required for the Bisschop (2018) erosion model. At low concen-
tration or low velocities, the concentration just above the bed 
layer is equal to the mean concentration of the suspension (van 
Rijn, 1984). However, at high concentrations or high velocities 
a shear layer develops above the bed, therefore the near bed con-
centration becomes a function of the height above the bed. 
Bisschop (2018) showed that the erosion process at high flows is 
governed by turbulent eddies eroding parts of the bed layer. 
These eddies were approximately 3 cm large. Therefore, 
Bisschop (2018) defined the near bed concentration to be the 
concentration 3 cm above the bed layer, in a 28.8 cm high con-
duit. This is roughly at 10% of the total height of the conduit. 
However, the experiments and simulations in this research are 
conducted in a 4 cm pipe, therefore direct application of the 3 cm 
height as defined by Bisschop (2018) is not viable. How to solve 
this problem? The largest turbulent eddy in a pipe scales linearly 
with the pipe diameter, or more specifically with the Stokes num-
ber (Keetels et al., 2023). Therefore, the 3 cm erosion zone is 
scaled linearly with the height of the conduit, 28.8 cm in the case 
of Bisschop (2018) and 4 cm in the experiments of this research. 
Using this method, an empirical relationship is derived to relate 
the near bed concentration to the average concentration of the sus-
pended flow, measured form experiments, which are explained in 
the next subsection. The resulting empirical relationship between 
the mean suspended concentration and the near bed concentration 
can be found in the Results & Discussion section. 

 
Experiments to validate the erosion-sedimentation balance 
in pipe flow 

 
A dedicated experiment was designed to study the 

implementation of the erosion-sedimentation balance in pipe 
flow. These experiments are also used to determine an empirical 
relationship for the near bed concentration as a function of the 
average concentration of the suspension. A vertically oriented 40 
mm diameter pipe circuit was built. This circuit contained a  
2 meter long horizontal section, with a vertical inlet and a vertical 
outlet. An Electrical Resistance Tomograph (ERT) was placed 
1.5 meter along this section. This ERT measured the sediment 
concentration distribution over the cross-section of the pipe over 
time with a sample rate of 64 Hz. At the inlet and outlet 
Conductance Concentration Meters (CCM) were placed 
vertically. The 2-meter measuring section was prepared with a 
sand bed. A mixing loop, in front of the 2-meter section, was 
used to prepare a suspended mixture with a desired 
concentration, by measuring the weight of the sand and knowing 
the volume of the mixing loop. An Electro-Magnetic Flowmeter 
(EMF) was placed in front of the mixing loop to measure the 
mean pipeline velocity. The centrifugal pump was placed before 
the EMF, at the very start of the flow loop. Figure 3 shows a 
schematic overview of the experimental apparatus. 

The data required to validate the erosion model is the bed 
height over time, the concentration above the bed layer and the 
mean pipeline velocity. More data was measured, like pressure 
losses in the pipes, inlet concentrations, outlet concentrations, 
however this data is not used as part of this article, and therefore 
this data is reserved for future publications. At initiation of an  
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Fig. 3. A schematic front view of the bed erosion experimental setup. ERT = Electrical Resistance Tomograph, CCM = Conductance 
Concentratoin Meter, EMF = ElectroMagnetic Flowmeter. 

 

 
Fig. 4. The particle size distribution of the Zilverzand used for all experiments in this research. 

 
experiment, the main pump was turned on, the mixing loop was 
connected to the main loop and the prepared mixture was sent 
past the sand bed. At the end of the loop the sand was separated 
using a settling tank. The water was sent back into the loop to 
recirculate. 

In total 20 experiments were conducted using five sand types 
at four different concentrations in the mixing loop, specifically 
5, 10, 20 and 30%. The sand types ranged in size from 242 μm 
to 2 mm. Only the 242 μm sand showed erosion without sliding 
bed behavior (Zilverzand: d10 = 184 μm,  d50 = 242 μm, 
d90 = 336 μm, see Figure 4 for the particle size distribution). On 
the contrary, the bed layer of the larger sand types started sliding 
before being fully dissolved by erosion. The sliding bed 
mechanism forms different density waves, and is therefore 
outside of the scope of this research. As such, for validation we 
have four experiments with 242 μm  sand, at mixing loop 
concentrations of 5, 10, 20 and 30%. 

A method is needed to determine the bed height from the ERT 
tomograms. Figure 5 shows a tomogram of a stationary bed 
without flow and the pipe filled halfway with a flat sand bed. 

Notice that at the side of the tomogram the correct bed 
concentration is measured, between 50–55%. However, in the 
middle of the tomogram the concentration is not between 50–
55% as it should be. Also notice that the sharp bed interface is 
not well represented in the tomogram. These two issues are 
caused by the interpolation algorithm used to construct the 
tomogram from the raw sensor data, which is provided by the 
ERT manufacturer and tends to smear out sharp gradients. 
Because of the non-sharp interface in the tomogram, the actual 
height of the bed is located somewhere in the smeared out region. 

This causes an error when computing a bed height from a 1D 
vertical concentration profile from the tomogram (computed by 
horizontal integration). To correct for this error, we define that 
the bed interface is at a concentration of 42%, in the vertical 
concentration profile.  This value was determined through visual 
observation of a half full pipe, and then interpolation of the 
tomogram with the method described above. Sharp gradients, 
like a bed interface, are not present in the suspended parts of the 
profiles, therefore no correction is applied in these parts of the 
tomogram. 

The near bed concentration is also measured from the 
concentration tomogram. As explained earlier in the Methods 
section, the near bed concentration is the concentration of the 
suspensions 4 mm above the bed layer, which is 10% of the pipe 
diameter. The near bed concentration is computed by 
interpolating the vertical concentration profile above the bed. 
The results of the experiments are presented in the Results & 
Discussion section. 

 
Experiments to validate erosion-sedimentation based 
density wave amplification 

 
Another experimental flow loop was built specifically to 

study density wave amplification, see Figure 6. The loop was 
built to be as long as possible, in total 45.5 m long at an internal 
diameter of 42 mm. To measure the density wave development 
two vertical U-loops were constructed, to measure the delivered 
concentration 𝑐௩ௗ (Clift and Clift, 1981; Visintainer et al., 2023), 
spaced 15.6 m apart.  The delivered concentration 𝑐௩ௗ is defined 
as the ratio of the solids flow rate over the mixture flow rate.  
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Fig. 5. ERT tomogram of a stationary sharp flat bed interface, without flow over the top. The pipe was filled just below halfway. Notice that 
at the edges the correct concentration is measured, but the middle of the tomogram does not measure a bed concentration of 50–55%. This is 
an interpolation error. 
 

 
Fig. 6. A 3-dimensional schematic overview of the density wave flow loop. EMF = Electro Magnetic Flowmeter, ERT = Electrical Resistance 
Tomograph. 
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The two U-loops were intended to measure the development and 
growth of a wave between the two loops, this however was an 
attempt in vain. Figure 7 only displays the signal of the first U-
loop downstream of the pump, since displaying both U-loops in 
one figure clutters the figure too much, and the two measurements 
are nearly identical. An Electro Magnetic Flowmeter (EMF) was 
used to measure the velocity of the mixture. 

Theoretically, the U-loops affect density wave growth 
negatively, since these vertical parts do not contribute to density 
wave development, because no bed layer can form here. To 
check whether this was a problem, a few test was repeated 
without U-loops. Fortunately, no change in wave development 
behaviour could be detected, thus we concluded that the U-loops 
do not interfere significantly. Furthermore, the dispersive effect 
of the bends was kept to a minimum by limiting the use of bends 
only at the U-loops and at the centrifugal pump, and by building 
a special 1.5-meter long radius bend to complete the circuit. An 
ERT was also included, but unfortunately the data could not be 
used, since the ERT could not record data longer then the passing 
of a density wave. Experiments were conducted with the same 
Zilverzand as the erosion experiments. Three experiments were 
conducted with this sand type, at a mean pipeline volumetric 
concentrations of 10, 15 and 18%. An experiment was conducted 
in three stages: First, the experiment started at velocities at least 
twice the deposit limit velocity to disperse any waves. The 
second step was to slowly lower the pump revolutions until a bed 
layer formed. The third step was to keep the pump revolutions 
stable to allow density waves to grow over time. See Figure 7 for 
an example of the time traces of the pump revolutions, mixture 
velocity and delivered concentration of one of the experiments. 
The results of the other experiments, are shown in the Results & 
Discussion section. 

 
RESULTS & DISCUSSION 

 
In the Methods section the 1D-2L model framework was 

provided, and the experiments to validate the model explained. 
So how does the model perform against the experiments? 

First the measurements of the near bed concentration are 
analysed, and an empirical model is derived be able to compute 
the near bed concentration from the mean concentration of the 
suspension. The results can be seen in Figure 8, together with the  
 

data measured by Bisschop (2018) in the 28.8 cm conduit. The 
following power-law correlation can be derived from the data: 

 𝑐௡௕ = min( 0.564 ⋅ 𝑐଴.ଶହଶ, 𝑐)                                                       (17) 
 
This equation was fitted through the data in Figure 8, using a 

non-linear least squares method. The near bed concentration is 
bounded, to never be below the mean concentration 𝑐, since this 
is physically impossible. Do be aware of the spread in the data 
visible in Figure 8, caused by the concentration measurement, 
which will naturally affect the accuracy of the estimation of 𝑐௡௕ 
using Equation (17). 

A small side note on Figure 8: An error was found in the data 
processing algorithms to determine the near-bed concentration 
by Bisschop (2018). The error was corrected, shown in Figure 8, 
which has not yet been published elsewhere. The original data 
can be found back in Bisschop (2018; Figure 8.12a). 

Next we review the performance of the erosion-sedimentation 
closure by comparing the model to the experiments. The 1D-2L 
model was applied in a flow driven mode. This means that the 
volumetric flow rate is used as input for the model, and the 
pressure field follows as a results from the momentum equation. 
Additionally, the initial bed height from the experiment is an 
initial condition for the model. The near bed concentration was 
calculated from the mean concentration above the bed as 
measured by the ERT, using Equation (17). Ideally, the erosion 
model should be in agreement with all four experiments using 
the same model settings. Figures 9, 10, 11 and 12 show the 
results of the erosion experiments against the model, conducted 
at mixing loop concentrations of 5, 10, 20 and 30% respectively. 
The Bisschop (2018) model was slightly adjusted, by using 𝜆௕ =0.7 instead of the default value of 𝜆௕ = 1.0 (see Appendix B for 
more details). Other geotechnical parameters used in the 
simulation are: 𝑛଴ = 0.44, 𝑛௠௔௫ = 0.47, 𝑛௠௜௡ = 0.36, 𝑘௠௔௫ =4.74E − 04 𝑚/𝑠 , 𝜙 = 34°. These were measured by Bisschop 
(2018). For the hindered erosion model 𝑚 = 3.0  and 𝑐௠௔௫ =0.55 were used for all four simulations. The exponent 𝑚 was 
found to have a strong effect on the high concentration 
experiments. By comparing the time required to erode the bed, 
we can see that by using the above mentioned settings, all four 
experiments can be simulated to satisfactory agreement. Two 
trends were noticed during calibration of the erosion model.  
 

 
Fig. 7. An example data set of the density wave experiments, using Zilverzand at a concentration of 18%. Top: the pump revolutions. Middle: 
the mixture velocity. Bottom: the delivered concentration. 
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Fig. 8. The near bed concentration c୬ୠ as a function of the mean suspended concentration above the bed c. Measured values are from Bisschop 
(2018) and of the erosion experiments in this research. 

 
Fig. 9. Model output against experiments, mixing loop concentration is 5%. Top: the bed height, middle: the velocity above the bed, bottom: 
the near bed concentration. 

 
Fig. 10. Model output against experiments, mixing loop concentration is 10%. Top: the bed height, middle: the mean velocity above the bed, 
bottom: the near bed concentration. 
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Fig. 11. Model output against experiments, mixing loop concentration is 20%. Top: the bed height, middle: the velocity above the bed, bottom: 
the near bed concentration. 

 

 
Fig. 12. Model output against experiments, mixing loop concentration is 30%. Top: the bed height, middle: the mean velocity above the bed, 
bottom: the near bed concentration. 

 
Firstly, for high concentrations the results are sensitive for the 
hindered erosion model settings, 𝑚 and 𝑐௠௔௫. Secondly, the cal-
ibration was also sensitive to adjustment in the erosion model, 𝜆௕, for all concentrations. A disagreement can be noticed in Fig-
ure 12. Figure 12 shows that the experiment lasts 10.5 seconds, 
while the model predicts a fully eroded bed after 7.5 seconds. In 
other words, the erosion is slightly overestimated at high concen-
trations. This behaviour can be altered by recalibrating the hin-
dered erosion model. Calibrating 𝑚  and 𝑐௠௔௫  to better match 
Figure 12 was attempted, however this made the calibration of 
Figures 10 and 11 worse, therefore 𝑚 and 𝑐௠௔௫ were left unal-
tered. In the introduction we asked ourselves: Is an erosion-sed-
imentation based closure relationship suitable for modelling the 
sediment exchange between the stationary bed layer and the sus-
pended flow? We can conclude that the answer is yes, after 
proper calibration of the coefficients. However, if a future goal is 
to have a generic 1D-2L model for a large range of pipe diameters 

and sand type, more experimental data is required for validation 
and calibration, more on this at the end of the discussion section. 
Now the ability of the 1D-2L model to simulate density wave 
amplification is analysed, using the calibrated erosion model. 
The simulations of the density wave experiments are given in 
Figures 13, 14 and 15. The full flow loop was meshed including 
U-loops, with a mesh resolution of 0.1 meter and a time step of 
0.01 seconds. From experience using the 1D model, it is gener-
ally recommended to have several hundred grid cells to represent 
a single density wave. These simulations typically produced two 
waves in the flow loop, as such we used ~250 cells to capture 
one wave. The time step is based on attaining a Courant grid 
number lower than 0.1. A good agreement is reached if the am-
plification rate and density wave amplitude are similar in the ex-
periment and the simulation. The solver once again is used in a 
flow driven mode. The simulation starts at high velocity similar 
to the experiment. In the experiment several minutes are used to 
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allow the wave to dampen, this is not simulated. What is simu-
lated, is a very small initial wave with a length equal to the loop. 
This was to provide a perturbation for the waves to grow from, 
and was also present in the experiments.  Thereafter, the velocity 
is lowered over a period of several minutes until a bed layer 
formed in the simulations. The formation of the bed coincides 
with a rapid drop of the delivered concentration measured by the 
vertical U-loops. The experiments showed that the effect of the 
waves on the mixture velocity was small, and can be considered 
as constant, see Figure 7. Therefore, in the simulations, once a 
bed layer formed, the simulated velocity is kept constant as well. 
The magnitude of the simulated velocity was chosen to attain a 
bed height similar as measured in the experiments. 

We chose to aim for a similar bed height in the simulation 
compared to the experiment, because the bed height determines 
the amount of sediment available to create a wave, therefore this 
influences the final wave amplitude. This was experienced in the 
experiment, and also during calibration of parameters 𝑚  and 𝑐௠௔௫  for the simulations. The consequence of this choice is 
however, that the mixture velocity cannot be perfectly matched, 
since there is some discrepancy between the erosion model and 
the experiment at high concentrations as seen in Figure 12. The 
cause of this discrepancy was already addressed three paragraphs 
earlier in this article. This discrepancy directly results in the 
mixture velocity mismatch. It was also attempted to do it the 
other way around, aim for a similar mixture velocity, however 
then only a very thin bed, or no bed at all formed in the 
simulations, since the 1D-2L model slightly underestimates the 
deposit limit velocity. For future research, it is recommended to 
improve the hindered erosion model (likely not by simply 
adjusting the coefficients) to be able to predict the deposition 
limit velocity more accurately. 

While calibrating the hindered erosion model, it was found 
that 𝑚 influences mainly the amplification rate of the wave, and 𝑐௠௔௫ the final wave amplitude. Experiment 1 and 2 (Figures 14 
and 15, respectively) could be simulated well with the same 
settings of the hindered erosion model, using 𝑚 = 3 and 𝑐௠௔௫ =0.55. However, with these settings simulation 3 showed waves 
with a 33% lower amplitude than the experiments, shown in 
Figure 15. Figure 16 again shows experiment 3, but now using 𝑐௠௔௫ = 0.56. This gives a better match with the experiment in 
terms of wave amplitude, and also gives a demonstration of how 
changing 𝑐௠௔௫ affects the wave amplitude. 

Table 1 provided an overview of typical values defining the 
simulation and the experiments. Summarized, the following sim-
ilarities can be seen between the simulations and the experiments: 

1. Wave amplitude: Simulation and experiment are within a 
10% deviation for simulation 1 and 2. Simulation number 3 was 
slightly off when using the same model settings, a 33% deviation. 

2. The mean mixture velocity: the simulation predicts a 
slightly lower mean velocity, and within a 25% deviation. 

3. The average delivered concentration of the wave: 
Simulation and experiment are within a 10% deviation. 

 

One very obvious difference between the simulations and the 
experiment is the wavelength. In the experiment the wavelength 
always equals the length of the flow loop, which has also been 
observed in other density wave experiments (de Hoog et al., 
2021; Talmon et al., 2007). These simulations however, usually 
end up generating two waves. Sometimes the secondary wave 
was small enough to be absorbed by the main wave, resulting in 
a single wave, but this did not always occur. Talmon (1999) 
stated that the relative strength between dispersive forces (𝜖 in 
Equation (9)) and amplifying forces, determines the wave length. 
However, changing 𝜖  in the model did not affect the wave 
length, but only the amplitude. Another hypothesis was that the 
U-loops affect the wave length. The idea was that the U-loops 
split the circuit into two sections, since in the U-loops no bed 
layer can form, because the pipes are vertical. Consequently, the 
U-loops do not contribute to the density wave amplification 
process. As such, the hypothesis was that the two U-loops slip 
the flow loop into two sections, causing two waves to be 
initialized once a bed layer forms. However, removing the U-
loops from the simulation domain made no noticeable difference 
to the simulations, and still two waves formed in most 
simulations. Concluding, at this moment it is unclear why the 
simulations tend to generate two waves in the loop. 

In the introduction we asked ourselves the following main 
research question: Can we model density wave formation using 
a 1-dimensional-2-layer CFD model? The answer is yes, after 
calibration of the coefficient. Some remarks: the method chosen 
in this research is very empirical. The calibration coefficients are 𝜆௕ , 𝑚 , 𝑐௠௔௫  and the coefficients related to the 𝑐௡௕  model 
(Equation (17)). The Bisschop (2018) erosion model has a 
physical foundation, and is calibrated for sand sizes up to 562 𝜇𝑚, therefore has potential to scale well beyond the current use 
in this article. The hindered erosion and 𝑐௡௕ models however are 
purely empirical, and therefore if any user desires to apply the 
1D-2L model in its current state, the user is limited to a pipe of 
42 mm and sand of 242 μm. 

To transform the 1D-2L model from a research model to a 
generic design model using the current closures, a large amount 
of validation data is needed of various pipe diameters and 
sediment types. This is not advised, rather a better development 
path would be to use physical based closure from literature. For 
example, the near bed concentration model can be improved by 
estimating the concentration distribution above the bed using 
Schmidt-Rouse type turbulent diffusion models (Matoušek et al., 
2014). The fact that a 𝑐௡௕  model is required, is linked to the 
choice of using the Bisschop (2018) erosion model, which is 
currently the state-of-the-art in the category of physical-
empirical erosion models. Using a different closure to model 
erosion would eliminate the need for the 𝑐௡௕  model. An 
alternative for the Bisschop (2018) could be found in the state-
of-the-art 3D multiphase CFD literature, where stationary 
sediment beds are modelled using rheological models (Chauchat 
et al., 2017; Goeree, 2018) or using kinetic theory (Berzi and  
 

Table 1. The parameters defining the density wave simulations and experiments. 
 

Simulation/ experiment Initial 
concentration  

[–] 

Mean wave 
concentration 

[–] 

Wave max-min 
[–] 

Mean pipe velocity  
[m/s] 

Relative bed height  
[–] 

𝒎 
[–] 

𝒄𝒎𝒂𝒙 
[–] 

Sim Exp Sim Exp Sim Exp Sim Exp Sim Exp 
1 0.10 0.10 0.058 0.054 0.052 0.048 0.82 1.1 0.05 0.06 3.0 0.55 
2 0.15 0.15 0.086 0.084 0.071 0.068 0.82 1.0 0.15 0.14 3.0 0.55 
3 0.18 0.18 0.12 0.13 0.060 0.090 0.81 1.1 0.12 0.11 3.0 0.55 
3* 0.18 0.18 0.12 0.13 0.093 0.090 0.80 1.1 0.14 0.11 3.0 0.56 
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Fig. 13. Results of simulation 1 (top) and experiment 1 (bottom), with an initial concentration of 10%. 

 

 
Fig. 14. Results of simulation 2 (top) and experiment 2 (bottom), with an initial concentration of 15%. 

 

 
Fig. 15. Results of simulation 3 (top) and experiment 3 (bottom), with an initial concentration of 18%. 

 

 
Fig. 16. Results of simulation 3 (top) and experiment 3 (bottom), with an initial concentration of 18%. Using 𝑐௠௔௫ = 0.56. 
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Jenkins, 2011). Rheological or kinetic theory based models 
incorporate more physics, therefore these are better for scaling. 
This further reduced the demand for experimental data. As such, 
it is worth investigating the use of a 1D variation of either a 
rheological or a kinetic theory based model, inspired on the state-
of-the-art in 3D multiphase CFD literature. 

Up to this point the 1D-2L model was only used in a flow 
driven mode, as opposed to the pressure driven mode. In the 
pressure driven mode a driving pressure is applied in one of the 
cells (representative of a centrifugal pump), and consequently 
the velocity field follows from the momentum equation. The 
fully pressure driven mode has been verified and observed to 
work well, but still requires detailed validation. To verify the 
pressure driven mode, and therefore the full momentum 
equation, the energy losses of the bed layer and the mixture 
should match the experiments. This can be achieved with well-
developed physical-empirical models from literature 
(Visintainer et al., 2023). A pump can be modelled to drive the 
system to overcome these losses. This will yield a mixture 
velocity similar to the experiment, and therefore also lead to 
density waves. This approach also allows for the ability to 
simulate pipeline blockages, when the density waves grows to 
large and forms a plug. A similar approach was used with the 1D 
Driftflux model in de Hoog et al. (2022). Validation of the 
pressure driven mode of the 1D-2L model will be conducted in 
the future. 

Using the pressure driven mode also enables the possibility to 
study the role a centrifugal pump booster stations might have in 
triggering density waves, as hypothesized by de Hoog et al. 
(2021). The idea is that once a strong wave is formed, and flows 
through a pump booster station further down the pipe, which is 
not designed with enough power to handle the wave, causes a 
pipeline wide drop in mixture velocity. This decrease in velocity 
can trigger a new wave, if the mixture velocity drops below the 
deposit limit velocity. This effect is repeated if the new wave 
flows through the booster pump once more. Resulting in an 
unstable pipeline, constantly initiating new waves. Even through 
the 1D-2L model is only validated for a single particle size and 
pipe diameter, this wave-pump interaction can already be 
studied. Furthermore, the physics behind wave-pump interaction 
is easily scaled and translated to larger pipeline diameters, by 
using pump affinity laws. 

 
CONCLUSIONS 

 
The main aim of this research was to study the possibly to 

model density wave amplification, caused by the erosion-
sedimentation imbalance, using a 1D-2L numerical model. This 
model helps us understand the density wave phenomenon better, 
and opens the way towards using 1D transient modelling in 
pipeline design, to expand on the traditional steady state design 
methods. The 1D Driftflux model of de Hoog et al. (2022) was 
used as a starting point, and extended with a changing cell 
volume in time and space, allowing implementation of a second 
stationary bed layer. This 1D-2L model uses erosion-
sedimentation equations to model the mass transfer between a 
stationary bed and the suspension, calibrated using custom 
erosion experiments. Finally, the 1D-2L model was calibrated 
against density wave experiments and shown to be able to model 
density wave amplification. The fact that the 1D-2L model can 
predict density wave amplification, further confirms the erosion-
sedimentation imbalance mechanism. This result confirms that 
the erosion-sedimentation imbalance effect, is a driving 
mechanism behind density wave formation, in the presence of a 
stationary bed layer. Even though the model is only 1D, it shows 

to be able to simulate complex physical processes like bed 
erosion and density waves, which is a promising result on the 
path of further developing these type of models and using 1D 
modeling in daily pipeline design. 
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APPENDIX A 
General Finite Volume Method formulation  
 

According to (Hirsch 2007) the general formulation of the  
Finite Volume Method in integral form, for a scalar quantity 𝑈, 
is: 
 𝜕𝜕𝑡 න 𝑈 𝑑𝑉 +  ර �⃗� ⋅ 𝑑𝑆ௌ = න 𝑞 𝑑𝑉௏௏  (A.1)

 
where 𝑉 is the volume of  a numerical cell, 𝑆 the surface of a cell, �⃗� the numerical flux and 𝑞 a source term. This equation can be 
rewritten in a discrete form by expressing volume integrals as 
volume averaged values, and surface integrals as a sum of nu-
merical fluxes of cell boundaries: 

 

 
The numerical flux �⃗� equals the product of the scalar value 𝑈 

and velocity 𝑢ሬ⃗ : 
 �⃗� = 𝑈 𝑢ሬ⃗  (A.3)

 
For the numerical grid defined by Figure 2, 𝑆 equals the area 

of the cell boundary above the bed, 𝐴. The source term is rewrit-
ten to a volumetric source term per unit time: 

 Γ௩ = 𝑞 𝑉 (A.4)
 
Therefore, the final general formulation of the FVM for 1D 

grid in Figure 2 becomes: 
 𝜕𝜕𝑡 (𝑈 𝑉) + ෍ (𝐹 𝐴)௙௔௖௘௦ = Γ௩ 

(A.5)

Transport equation 
 

To derive the transport equation of the solids phase, and using 
the 1D grid defined in Figure 2 and 𝑈 = 𝑐, 𝐹 = 𝑢௦. 

 𝜕𝜕𝑡 (𝑐𝑉) + ෍ (𝑢௦𝑐𝐴)௙௔௖௘௦ = Γ௩ (A.6)

 
This can be rewritten in differential form by applying 𝑉 =Δ𝑥𝐴: 
 𝜕𝜕𝑡 (𝑐𝐴) + 𝜕𝜕𝑥 (𝑢௦𝑐𝐴) = Γ௩ (A.7)

 
Momentum equation 

 
To derive the momentum equation of the mixture the sum 

over the momentum equations of the phases is applied. There-
fore, first the momentum equation of a phase is derived. Equation 
(A.1) is applied in vector form, with 𝑈ሬሬ⃗ = 𝑐௞𝜌௞𝑢ሬ⃗ ௞ , with 𝑐௞ , 𝜌௞ 
and 𝑢௞  being the respective phase volumetric concentration, 
density and velocity: 

 𝜕𝜕𝑡 න 𝑐௞𝜌௞𝑢ሬ⃗ ௞ 𝑑𝑉 + ර 𝑐௞𝜌௞𝑢ሬ⃗ ௞(𝑢ሬ⃗ ௞ ⋅ 𝑑𝑆)ௌ௏ = න 𝑐௞𝑓௞ 𝑑𝑉௏  
(A.8)

 

With 𝑓௞ being a force term, which is the sum of internal forces 𝑓௞,௜ and external forces𝑓௞,௘. According to Hirsch (2007), internal 
forces 𝑓௞,௜ and external forces 𝑓௞,௘ can be applied as momentum 
source terms. Internal forces are: 
 𝑓௞,௜ = 𝝈 ⋅ 𝑛ሬ⃗  (A.9) 

 

𝜕𝜕𝑡 (𝑈 𝑉) + ෍ �⃗� ⋅ Δ𝑆௙௔௖௘௦ = 𝑞𝑉 (A.2)
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With 𝑛ሬ⃗  the unit vector and 𝝈 the total internal stress tensor: 
 𝝈 = −𝑝௞𝑰 + 𝝉 (A.10)
 

In the above 𝑰 is the unit tensor, 𝑝௞ the pressure of a phase 
and 𝝉 internal viscous stresses, which represent internal friction 
forces between fluid layers. Since the model is 1D, internal 
viscous stresses cannot be modelled in this way, rather 
momentum source terms are applied (see Equation (A.21)). 
Pressure is only resolved in axial direction. Therefore, the source 
term for internal forces simply reduces to: 

 𝑓௞,௜ = −𝑝௞  (A.11)
 
Hirsch (2007) states that internal forces act as surface sources, 

therefore are integrated over the cell surfaces. The momentum 
equation of a phase now becomes: 

 𝜕𝜕𝑡 න 𝑐௞𝜌௞𝑢ሬ⃗ ௞ 𝑑𝑉 +  ර 𝑐௞𝜌௞𝑢ሬ⃗ ௞(𝑢ሬ⃗ ௞ ⋅ 𝑑𝑆)ௌ௏ = − ර 𝑐௞𝑝 ⋅ 𝑑𝑆ௌ + න 𝑓௞,௘ 𝑑𝑉௏  
(A.12)

 
For the 1D numerical grid defined by Figure 2, 𝑆 equals the 

area of the cell boundary above the bed, 𝐴. The 1D momentum 
equation of a phase becomes: 

 𝜕𝜕𝑡 (𝑐௞𝜌௞𝑢௞𝑉) + ෍  (𝑐௞𝜌௞𝑢௞𝑢௞𝐴)௙௔௖௘௦= − ෍  (𝑐௞𝑝௞𝐴) + 𝑐௞𝐹௞,௘௙௔௖௘௦   (A.13)

 
With 𝐹௞,௘  being the total integrated phase external force 

acting on a volume 𝑉, and the "faces" being the numerical cell 
faces. The mixture density 𝜌௠, by summation of all phases 𝑘, is 
defined as: 

 𝜌௠ = ෍ 𝑐௞𝜌௞ே
௞ୀ଴   (A.14)

 
The Favre averaged mixture velocity is 𝑢ො௠ defined as (Ishii 

and Hibiki, 2011): 
 𝑢ො௠ = 1𝜌௠ ෍ 𝑐௞𝜌௞𝑢௞ே

௞ୀ଴   (A.15)

 
The drift velocity 𝑢௞/௠ is defined as the velocity difference 

between the phase and the mixture velocity: 
 𝑢௞/௠ = 𝑢௞ − 𝑢ො௠  (A.16)

 
Summation of the drift velocity over all fraction must equal 

zero (Ishii and Hibiki, 2011): 
 ෍ 𝑐௞𝜌௞𝑢௞/௠ = 0ே

௞ୀ଴   (A.17)

 
Finally, the mixture momentum equation is attained by 

summing Equation (A.13) over all 𝑘 phases: 
 

𝜕𝜕𝑡 ෍(𝑐௞𝜌௞𝑢௞𝑉)ே
௞ୀ଴ + ෍ ൥෍(𝑐௞𝜌௞𝑢௞𝑢௞𝐴)ே

௞ୀ଴ ൩௙௔௖௘௦= − ෍ ൥෍(𝑐௞𝑝௞𝐴)ே
௞ୀ଴ ൩௙௔௖௘௦+ ෍ 𝑐௞𝐹௞,௘ே

௞ୀ଴  

(A.18)

Substitution of Equations (A.14), (A.15), (A.16) by applying 
(A.17), into (A.18), leads to the mixture momentum equation: 
 𝜕𝜕𝑡 (𝜌௠𝑢ො௠𝑉) + ෍ (𝜌௠𝑢ො௠𝑢ො௠𝐴) =௙௔௖௘௦ − ෍  (𝑝𝐴)௙௔௖௘௦+ ⋯− ෍ ൥෍ 𝐴𝑐௞𝜌௞𝑢௞/௠𝑢௞/௠ே

௞ୀ଴ ൩     ௙௔௖௘௦+ 𝐹௘
(A.19) 

 
In which 𝑝 is the pressure of the mixture and 𝐹௘ the external 

forces on the entire mixture. The equation is slightly rewritten. 
Specifically, the water phase (𝑘 = 0) is replaced by subscript 𝑓, 
the solids phase (𝑘 = 1) with subscript 𝑠: 
 𝜕𝜕𝑡 (𝜌௠𝑢ො௠𝑉) + ෍ (𝜌௠𝑢ො௠𝑢ො௠𝐴) =௙௔௖௘௦ − ෍  (𝑝𝐴)௙௔௖௘௦+ ⋯ − ෍  ቂ𝐴𝑐𝜌௦(𝑢௦ −  𝑢ො௠)ଶ + 𝐴(1 − 𝑐)𝜌௙൫𝑢௙ −  𝑢ො௠൯ଶቃ௙௔௖௘௦ + 𝐹௘  
 

(A.20)

In which 𝐹௘ are external frictional forces over the entire mix-
ture and 𝑝 the pressure over the mixture. The external forces are: 
 𝐹௘ = −𝐹௠ − 𝐹௕ − 𝐹௦ + 𝐹௣ (A.21)

 
In which 𝐹௠  are frictional forces of the mixture against the 

pipe wall, 𝐹௕  frictional forces of the mixture flow over a bed 
layer, 𝐹௦ hydrostatic forces and 𝐹௣ are driving forces caused by 
the pressure of the pump. 

 𝐹௠ = 𝜏௠𝑂 (A.22)
 𝐹௕ = 𝜏௕𝑊 (A.23)
 𝐹௦ = 𝜌௠𝑔𝐴 sin(𝜔) (A.24)
 𝐹௣ = 𝐴 𝑆௣ (A.25)
 

The final momentum equation becomes: 
 𝜕𝜕𝑡 (𝜌௠𝑢ො௠𝑉) + ෍ (𝜌௠𝑢ො௠𝑢ො௠𝐴)௙௔௖௘௦= − ෍  (𝑝𝐴)௙௔௖௘௦  − 𝜏௠𝑂 − 𝜏௕𝑊+ ⋯ −𝜌௠𝑔𝐴 sin(𝜔) − ෍ ቂ𝐴𝑐𝜌௦(𝑢௦ − 𝑢ො௠)ଶ௙௔௖௘௦+ 𝐴(1 − 𝑐)𝜌௙൫𝑢௙ − 𝑢ො௠൯ଶቃ + 𝐴 𝑆௣ 

(A.26)
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APPENDIX B – BISSCHOP (2018) PICKUP FUNCTION 
EXPLICIT SOLUTION 

 
The erosion model by Bisschop (2018) is a physical-analyti-

cal model, based on turbulent sweeps eroding parts of the bed 
layer. The pick function of Bisschop (2018) is as follows: 

 𝐸 = ℎ௦𝜆௕(1 − 𝑛଴)𝜌௦4𝑇஻  (B.1)

 
With ℎ௦ the shear layer thickness, 𝜌௦ the particle density, 𝑛଴ 

the bed porosity, 𝜆௕  a coefficient for the amount to turbulent 
bursts eroding the bed layer and 𝑇஻ the mean bursting period of 
a turbulent sweep. The shear layer thickness is estimated with: 

 ℎ௦ = (𝑝ᇱ − 𝜎௔) ⋅ tan ቀ𝜋4 + 𝜙2ቁ𝑁ఊ𝑔(𝜌௦ − 𝜌௙ + 𝑖 ⋅ 𝜌௙) (B.2)

 
With 𝑝ᇱ the normal pressure on the sand bed caused by turbu-

lent bursts, 𝜎௔ the resisting pressure of a sand wedge in the bed 
to be removed by turbulent bursts, 𝜙 the sand internal friction 
angle, 𝑁ఊ a soil strength related constant, 𝜌௕ the in-situ density 
of the sand bed and 𝑖 the hydraulic gradient caused by inward 
flow of water normal to the bed layer, due to soil dilatation. The 
normal pressure 𝑝′ is calculated as: 

 𝑝ᇱ = 12 𝜌௙𝑤ෝ ଶ (B.3)
 
With 𝑤ෝ  the mean vertical velocity of the turbulent bursts, 

which is a function of the mixture velocity above the bed 𝑢௕. 
 𝑤ෝ = 1.0 ⋅ 𝑢௕  (B.4)
 
The sand bed resistance vertical pressure 𝜎௔ equals: 
 
 

 𝜎௔ = ℎ௦𝑢௕2𝑇஻ 𝜌௦(1 − 𝑛଴) (B.5)
 
The hydraulic gradient of the bed water inflow 𝑖 is calculated 

as: 
 𝑖 = ℎ௦𝑇஻ ⋅ 𝑘௠௔௫ ⋅ 𝑛௠௔௫ − 𝑛଴1 − 𝑛௠௔௫  (B.6)

 
In the equation above 𝑛௠௔௫ is the maximum porosity the soil 

can have, and 𝑘௠௔௫ the permeability at 𝑛௠௔௫. 𝑁ఊ is computed as: 
 𝑁ఊ = 12 ቈ൬1 + sin 𝜙1 − sin 𝜙 ൰ହ/ଶ − ൬1 + sin 𝜙 1 − sin 𝜙 ൰ଵ/ଶ቉ (B.7)

 
Bisschop (2018) states this model needs to be solved itera-

tively as both 𝜎௔ and 𝑖 are a function of ℎ௦. Fortunately, by sub-
stitution of Equations (B.5) and (B.6) into Equation (B.2), a sec-
ond order polynomial equation can be derived with the following 
analytical solution:  

 ℎ௦ = −𝐶ଵ + (𝐶ଵଶ + 𝐶ଶ)଴.ହ𝐶ଷ  (B.8)

 𝐶ଵ = 𝜌௦2 (1 − 𝑛଴) 𝑢௕𝑇஻ ⋅ tan ൬𝜋4 + 𝜙2൰ (B.9)

 𝐶ଶ = 4𝑇஻𝑘௠௔௫ ൬𝑛௠௔௫ − 𝑛଴1 − 𝑛௠௔௫ ൰ ⋅ 𝑁ఊ ⋅ 𝑔 ⋅ 𝜌௙ ⋅ 𝑝ᇱ
⋅ tan ൬𝜋4 + 𝜙2൰ 

(B.10)

         𝐶ଷ = 2𝑇஻𝑘௠௔௫ ൬𝑛௠௔௫ − 𝑛଴1 − 𝑛௠௔௫ ൰ ⋅ 𝑁ఊ ⋅ 𝑔 ⋅ 𝜌௙ (B.11)
 

 
 
 
 
 

 
 
 


