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ABSTRACT
Large Language Models (LLMs) are expected to significantly impact various socio-technical 
systems, offering transformative possibilities for improved interaction between humans and 
technology. However, their integration poses complex challenges due to the intricate interplay 
between societal structures, human behaviour, and technological innovation. This research 
explores these multifaceted challenges, emphasising the need for a human-centered approach 
in integrating LLMs to ensure that technological advancements are aligned with ethical 
standards and societal needs. Utilizing a structured methodology comprising a workshop, 
literature analysis, and expert collaborations, the study uses a multi-dimensional human- 
centered AI framework to guide the responsible integration of LLMs. Key insights include the 
importance of inclusive data, considering unintended consequences, maintaining privacy, and 
respecting intellectual property rights. The paper identifies and advocates for principles like 
human-in-the-loop, continuous longitudinal studies, proactive awareness campaigns, and 
regular audits to develop LLMs that are ethically sound, adaptable, and effectively integrated 
into various socio-technical systems, thus addressing user needs and broader societal impacts. 
The paper also underlines the importance of collaboration among academia, industry, and 
policymakers to develop LLMs that are ethically aligned, socially beneficial, and adaptable to 
future societal needs. The findings offer valuable insights into the strategic integration of LLMs, 
advocating for a broader research perspective beyond industrial motivations to fully understand 
and leverage LLMs in socio-technical landscapes.
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1. Introduction

1.1. Background

Generative Artificial Intelligence (AI) is an emerging 
technology enabling computers to process and create 
text, images, audio, and video. Large Language Models 
(LLMs) are a specific form of generative models built 
from vast data sources. They process human language 
as a series of symbols, likely to appear next to each 
other, and predict language patterns, extrapolating 
from their training database. LLMs have shown great 
promise at challenging text generation tasks, such as 
translation, summarisation, paraphrasing, and dialogue 
generation, and also perform well in text classification, 

including sentiment analysis, among others (Dong 
et al. 2022; Hanqing Zhang et al. 2023; Li et al. 2021; 
Min et al. 2023). Currently, there are several LLMs in 
the market, such as GPT-4o (OpenAI 2024) and GPT- 
4 (OpenAI et al. 2024) (OpenAI models used for 
ChatGPT1, a popular publicly available LLM-powered 
chatbot), Gemini models2 (Team, Anil et al. 2024; 
Team, Georgiev, et al. 2024), Claude 3.5 Sonnet3, Meta 
Llama4 (Touvron, Lavril, et al. 2023; Touvron, Martin, 
et al. 2023), BLOOM (BigScience Workshop et al. 
2023), Gemma 25, OLMo6, Mistral Large7, Med- 
PaLM8 (Singhal et al. 2023), among others. LLMs are 
transforming our interaction with systems and technol-
ogy, particularly within various socio-technical systems.
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The role of LLMs in socio-technical systems can be 
compared to the role of language in society. Language 
is foundational in society, influencing every aspect of 
human interaction and life. It serves as the basis for 
communication, information sharing, coordination, 
and expressing needs, thoughts, feelings, and obser-
vations (Downes 1998; Trudgill 1991). Language also 
provides mental models to view the world and interact 
with others: cultural, social, cognitive, and conceptual 
frameworks, as well as political frameworks (Lakoff 
and Johnson 2008; Thomas and Wareing. 1999). The 
ability of LLMs to generate content and respond to 
human commands creates new pathways for inter-
actions between humans, socio-technical systems, and 
the technologies they represent, necessitating a 
thorough examination of their challenges and impacts.

LLMs can help streamline processes, enhance 
decision making, and personalise experiences within 
socio-technical systems through their language proces-
sing capabilities. In this context, socio-technical systems 
refer to the intricate interplay between societal infra-
structure, human behaviour, and technological inno-
vation (Kroes et al. 2006). For example, in healthcare, 
LLMs can aid in diagnostics, improve patient communi-
cation, and manage medical records more efficiently. In 
education, they can help create adaptive learning 
environments and provide personalised experiences to 
students (Murgia, Pera, et al. 2023). As evidenced by 
the literature (Haghani 2023), the growing trend 
towards adopting and integrating LLMs across diverse 
socio-technical systems suggests an inevitable trajectory 
towards their widespread utilisation.

This integration, however, is a double-edged sword. 
While it provides opportunities to refine and address 
existing issues within socio-technical systems, if not 
managed carefully, incorporating LLMs could exacer-
bate existing issues (Bender et al. 2021) or even intro-
duce new, unforeseen challenges. The literature 
highlights several areas of concern, including but not 
limited to the potential for increasing various forms of 
biases in algorithms (Blodgett et al. 2020; Lopez 2021; 
Prabhakaran, Hutchinson, and Mitchell 2019), which 
may lead to unfair or discriminatory outcomes (Drage 
and Mackereth 2022; European Union Agency for Fun-
damental Rights 2022; Navigli, Conia, and Ross 2023), 
and the risk of data privacy breaches when handling 
sensitive information (Bender et al. 2021; Schappert 
2023). Additionally, overreliance on automation with-
out human oversight could undermine critical 
decision-making processes and reduce accountability 
(Cummings 2006; Goddard, Roudsari, and Wyatt 
2012; Skitka, Mosier, and Burdick 2000; Sterz et al. 
2024). Furthermore, the digital divide could widen 

(Xiao et al. 2024) if access to LLM-powered systems is 
not made equitable, leaving specific populations disad-
vantaged in benefiting from these technological 
advancements. This underscores the importance of 
developing strategies for the effective and responsible 
deployment and integration of LLMs across diverse 
domains.

The transformative potential of LLMs, characterised 
by their unprecedented scale, human-like interactions, 
and adaptability, sets them apart from conventional 
AI systems. Effective integration of LLMs into socio- 
technical systems is complex and presents unique chal-
lenges. Unlike traditional AI applications, which are 
often constrained by task-specific datasets and contexts, 
LLMs possess a cross-system reach that necessitates a 
comprehensive examination of their broader societal 
impacts. There needs to be a greater understanding of 
the societal concerns, challenges, and risks involved 
across domains. The present study seeks to address 
this lack of understanding, which is not only of aca-
demic importance but essential to safeguard society 
against potential adverse consequences. To bridge this 
knowledge gap, this paper emphasises the need for 
research to go beyond specific use cases of the technol-
ogy and delve into the broader domain of understand-
ing how LLMs should ultimately function within 
socio-technical systems. Specifically, this paper: 

. Offers a set of strategies to improve LLM-related 
research ideas for socio-technical systems, identifying 
four key strategies (Section 4.1)

. Identifies common challenges in integrating LLMs 
across diverse socio-technical systems (Section 4.2)

. Presents action plans and key research themes, set-
ting a research agenda (Section 4.3).

The present research takes a proactive approach, 
which would help navigate unforeseen difficulties and 
pitfalls due to insufficient preparation and understand-
ing of the technology integration. To guide this explora-
tion and inquiry, this paper has adopted a human- 
centered AI framework (Torkamaan et al. 2024), 
which we describe in Section 1.2.

1.2. Foundations of the human-centered AI 
framework

The interdisciplinary nature of integrating LLMs into 
socio-technical systems necessitates a nuanced approach. 
The human-centered AI framework, first introduced in 
Torkamaan et al. (2024), provides a comprehensive 
lens through which the multifaceted interactions 
between technology, users, and societal structures can 
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be examined and understood. This framework (Torka-
maan et al. 2024) provides a multi-dimensional approach 
to understanding, designing, and implementing AI sys-
tems and comprises four main components: (1) para-
digms, (2) actors, (3) values, and (4) the level of 
realisation and evaluation. The framework illustrates 
AI research’s dynamic and evolving nature and has a 
paradigmatic approach to AI systems. It introduces 
four paradigms, each presenting a complementary view-
point through which AI systems can be designed, con-
ceptualised, and refined: technology-centric, user- 
centric, human-centric, and future-centric perspectives 
(Figure 1). In a nutshell, this framework underscores 
the evolution of AI research from a primarily technol-
ogy-focussed approach, emphasising algorithmic accu-
racy and performance, towards more inclusive and 
comprehensive paradigms that consider the broader 
societal impacts, ethical considerations, and long-term 
implications of AI technologies.

The transition from a technology-centric paradigm to 
a more user-centric perspective results from acknowled-
ging the significance of user experience and interaction 
with AI systems. This transition marks a shift from solely 
algorithmic efficiency to a broader understanding of AI’s 
role in human lives, emphasising the importance of 
usability, user preferences, and experience.

Subsequently, the human-centric paradigm broadens 
the lens beyond individual users to include various sta-
keholders, such as non-users affected by AI decisions, 
communities influenced by AI deployment, developers, 
policymakers, and others impacted by AI systems. This 

approach delves into crucial issues and values like fair-
ness, privacy, and ethical dimensions of AI. It acknowl-
edges the varied impacts of AI systems, illustrating how 
they might affect different societal groups. For instance, 
it considers how data privacy concerns differ between 
end-users and individuals whose data are collected 
indirectly. Similarly, it addresses fairness, not just in 
terms of user experience but in how AI systems can per-
petuate or mitigate societal inequalities (Costanza- 
Chock 2020; Eubanks 2018). This perspective empha-
sises the importance of equitable outcomes, ensuring 
that AI technologies are developed and implemented 
in a just and beneficial way for all members of society, 
not just a select few. The human-centric paradigm 
focuses on analysing current practices and their real- 
life implications. It concerns itself with existing and 
pressing societal issues and emphasises alignment with 
current societal norms, legal regulations, and ethical 
guidelines.

The future-centric paradigm represents the most 
advanced stage in this evolution, where the focus extends 
to designing AI systems that anticipate long-term 
societal consequences (Torkamaan et al. 2024). With a 
proactive and forward-looking approach, AI system 
owners and developers are encouraged to acknowledge 
their accountability for the long-term consequences of 
their creation. The future-centric paradigm fosters 
open discussion regarding the realisation and future of 
ethical principles and involves long-term studies, ensur-
ing AI aligns with evolving societal values and needs.

Commonly used and relevant scope, methods, suc-
cess criteria, and limitations are specified within each 
paradigm. The human-centered AI framework (Torka-
maan et al. 2024) presents a transition from a narrow, 
technical focus to an inclusive and forward-looking 
approach that considers the complex interplay between 
technology, individuals, society, and ethical consider-
ations. Accordingly, it provides a foundation for AI 
research and development that is both comprehensive 
and adaptable to the changing landscape of AI technol-
ogy and its societal implications. This is the rationale 
behind its adoption in the study presented in this 
paper. By employing this framework as a guiding struc-
ture, the workshop (described in the next section) 
explored the issue of LLMs’ integration into socio-tech-
nical systems, highlighting the need for AI systems that 
are ethically aligned, human-centric, socially impactful, 
and future-resilient. The framework thus served as an 
instrumental tool in exploring, shaping, and assessing 
a research agenda that aligns with the ethical, user 
engagement, societal influence, and anticipatory gov-
ernance demands in the rapidly advancing domain of 
artificial intelligence.

Figure 1. Paradigms of human-centered AI framework, adapted 
from Torkamaan et al. (2024).

BEHAVIOUR & INFORMATION TECHNOLOGY 3



2. Related work

The integration of LLMs into various research domains 
and socio-technical systems has gained significant atten-
tion since 2022. Recent studies (e.g. Gordon et al. 2024; 
Hacker, Engel, and Mauer 2023; Haghani 2023; Lo 2023; 
Murgia, Abbasiantaeb, et al. 2023; Novelli et al. 2024; 
Oviedo-Trespalacios et al. 2023; Thirunavukarasu et al. 
2023) have extensively examined the applications and 
impacts of LLMs, including ChatGPT, across diverse 
fields, underscoring their interdisciplinary utility. This 
research spans disciplines such as Medicine and Compu-
ter Science, with growing interest in the Social Sciences, 
Arts, and Humanities. For a literature trend analysis of 
existing research on LLMs across these fields, see Appen-
dix B, which offers a more comprehensive overview. 
Notably, these studies highlight the significant roles of 
LLMs in education and healthcare, with frequent inter-
sections in areas like decision-making, ethics, and data 
privacy. The widespread and rapid adoption of LLM 
technology underscores its complex and interdisciplin-
ary nature. These insights emphasise the need for a hol-
istic approach to conducting technically sound, ethically 
responsible, and practically applicable socio-technical 
research. Additionally, they underscore the importance 
of developing research strategies for effectively integrat-
ing LLMs into socio-technical systems, guided by prin-
ciples from human-centered AI.

The concept of human-centered AI plays a crucial 
role in designing and developing AI systems that align 
with human values and societal needs. Research and 
novel approaches in this field, such as the framework 
proposed by Sousa et al. (2024), place user trust at the 
core of socio-technical designs. This framework advo-
cates for AI development incorporating social and com-
munity insights, human-computer trust interactions, 
and user trust characteristics. Similar work has high-
lighted that human-centered explanations can signifi-
cantly increase user reliance on AI systems 
(Scharowski et al. 2023). Shneiderman’s Human-Cen-
tered AI (HCAI) framework (Shneiderman 2022, 
2020a, 2020b) is particularly relevant as it promotes bal-
ancing human control and AI automation, ensuring 
trustworthiness, safety, and reliability. This framework 
also incorporates governance structures with audit and 
ethical considerations. Additionally, frameworks such 
as the US National Institute of Standards and Technol-
ogy (NIST) AI Risk Management Framework (AI 2023) 
and various ethics-based auditing models (Mökander 
and Floridi 2021; Raji et al. 2020) and standards (IEEE 
2020; IEEE Standards Committee and Joanna Isabelle 
Olszewska 2020; ISO 2021) support the advancement 
of trustworthy AI.

Several initiatives within the European AI and 
robotics landscape aim to create trustworthy AI systems 
that align with European values, such as respect for 
human dignity, freedom, democracy, and the rule of 
law. The High-Level Expert Group on Artificial Intelli-
gence9 has highlighted seven characteristics that AI sys-
tems should exhibit to be considered trustworthy: 
human agency and oversight, technical robustness and 
safety, privacy and data governance, transparency, 
diversity and non-discrimination, societal and environ-
mental well-being, and accountability. The European 
Union has established six AI Networks of Excellence 
to address these characteristics: AI4Media10, ELISE11, 
ELSA, euROBIN, HUMANE-AI12, and TAILOR13. For 
instance, AI4Media focuses on media-related AI tech-
nologies, ELISE emphasises machine learning inno-
vations to create trustworthy AI systems, and 
HUMANE-AI and TAILOR focus on building the 
scientific foundations of trustworthy AI.

The Joint Strategic Research Agenda of the EU14

highlights legal questions surrounding training data 
and methods to keep LLMs factual and updated as key 
research directions. This paper complements these 
efforts to analyse and build trustworthy AI by focussing 
on the challenges of integrating LLMs across socio-tech-
nical systems and domains. Furthermore, the EU 
addresses AI through its Digital Rights Principles (Euro-
pean Commission 2023), emphasising the importance 
of freedom of choice. The EU also has provided the 
first regulatory framework for AI that specifically sets 
out rules for general purpose models like LLMs (recital 
99, 105 Art 3 (66), Art 75 AI Act (EUR-Lex 2021)). In 
the context of elections, the EU addresses generative 
AI content within the Digital Services Act, which regu-
lates content moderation and platform governance. This 
includes guidelines for online platforms that have 
reached a specific user threshold, emphasising the miti-
gation of risks associated with generative AI, misuse in 
political advertising, media literacy initiatives, and the 
labelling of AI-generated content (EUR-Lex 2024).

Other human-centered AI frameworks emphasise 
human engagement and participation in AI develop-
ment, leveraging data donors as domain experts (Yoo 
et al. 2024) and addressing the under-represented com-
munities (Freeman 2020; Mack et al. 2024) for creating 
supportive environments that place these groups’ lived 
experiences at the forefront of design. For instance, 
studies have shown that existing text-to-image genera-
tive AI models often produce biased outputs that misre-
present people with disabilities (Mack et al. 2024). By 
focussing on specific user groups, developers can 
enhance the accuracy of LLMs by combining human 
and machine intelligence, resulting in better 
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technologies and outcomes for users (Monarch 2021). 
However, the consequences of AI (related) decisions 
extend beyond active users and can affect non-users 
and unintended audiences. The design justice approach, 
as articulated by Costanza-Chock (2020), advocates for 
inclusive design processes led by marginalised commu-
nities. This approach ensures that AI systems do not 
perpetuate societal biases but instead foster equitable 
outcomes for all stakeholders. Addressing issues such 
as algorithmic bias is essential to ensure that AI systems 
are carefully designed and evaluated to promote justice 
and accountability. Further work is needed to guarantee 
equitable outcomes for all AI stakeholders in using and 
deploying human-centric systems and properly inte-
grating LLMs into socio-technical systems.

To effectively integrate our research with existing 
frameworks and initiatives in human-centered AI, we 
have employed a comprehensive, multi-dimensional 
framework that centres on human values and societal 
needs (Torkamaan et al. 2024) (Section 1.2). Building 
on the foundation established by existing research on 
human-centered AI and trustworthy AI initiatives and 
agendas, this study enhances these efforts by adopting 
a flexible and generally applicable framework (Section 
1.2) to address the complex challenges of integrating 
LLMs into diverse socio-technical systems. This 
approach aligns this study with notable frameworks, 
such as those discussed above. It promotes interdisci-
plinary collaboration, proactive ethical considerations, 
and value-driven design, addressing critical issues 
such as bias, accountability, trustworthiness, and inclu-
sivity. This ensures that our findings are robust and rel-
evant, providing actionable insights for the responsible 
and effective deployment of LLMs in diverse socio-tech-
nical contexts.

3. Methodology

This study employed a structured, multi-part approach 
to explore the integration and impact of LLMs within 
socio-technical systems. The methodology comprised 
three distinct parts, the third part building upon the 
insights and outputs of the previous ones to develop a 
comprehensive understanding, reflective of the interdis-
ciplinary nature of integrating LLMs into these systems.

Part 1 – Collecting Research Ideas. We launched a 
workshop call focussing on how LLMs are shaping 
socio-technical systems, addressing their integration 
and impacts. We aimed to bring together experts from 
various disciplines, including computer science, safety 
and security, psychology, ethics, design, and sociology, 
to share their knowledge, ensuring various experiences 
and perspectives in the discussion. Interested 

participants were asked to prepare an abstract of 200– 
500 words, detailing either a hypothetical future 
research project or their viewpoints, interests, ideas, or 
concerns regarding LLMs. A total of 13 abstracts were 
submitted. These abstracts served as the starting point 
for analysis, further dialogue, and ideation during the 
workshop (see Appendix A for the abstracts). A the-
matic analysis approach was used to categorise and 
interpret the abstracts, identifying key patterns, themes, 
and research trajectories proposed by the participants.

Part 2 – Literature Trend Analysis. We conducted a 
trend analysis of ChatGPT and LLMs research to have 
an updated and broader scope of inquiry within the 
domain of LLMs using the Scopus database (Scopus
n.d.). We extracted search results for the term 
‘ChatGPT’ and the more general ‘large language 
model*’ as textual BibTeX entries. This query was con-
ducted in August 2023 before the workshop and was 
repeated and updated in November 2023 for this 
paper. No significant difference in trends between the 
two analyses was observed. In November 2023, the 
query for ‘ChatGPT’ resulted in 2,841 titles, and the 
query for ‘large language model*’ returned 2,543 
items. Upon gathering a substantial number of 
abstracts, we relied on the insights generated via Scopus 
and conducted additional automated literature trend 
analysis using basic topic extraction algorithms15. This 
computational analysis aimed to identify prevailing 
themes, gaps, and emergent patterns within the existing 
body of work. Details on the results of this trend analysis 
are listed in Appendix B.

Part 3 – The Workshop. Following the identification 
of key trends and practices within the literature, the 
research progressed to Part 3–the workshop component 
(Figure 2). The choice of a workshop over other 
methods, such as interviews or purely literature reviews, 
was intentional to foster real-time, dynamic exchanges 
and collective problem-solving, and to facilitate the inte-
gration of diverse viewpoints and the synthesis of collec-
tive intelligence, both essential for addressing complex, 
multifaceted issues. Twelve scholars confirmed their 
participation in the workshop following the invitation. 
A total of ten individuals attended the in-person session. 
Another session was scheduled for the other two indi-
viduals, while logistical challenges led to separate dis-
cussions with them. These discussions ensured their 
contributions were included in the workshop tasks 
and outcomes. Additionally, to maintain objectivity, 
one experienced scientist with expertise in participatory 
systems, who did not submit an abstract, acted as an 
unbiased observer and provided an external perspective, 
helping reduce potential bias and structure the work-
shop results. All 13 contributors (listed in Table 1)16
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had varied areas of expertise and experience in their 
respective areas ranging from two to 37 years and are 
confirmed as co-authors of the final paper, having 
actively engaged in the process, had access to the data, 
and contributed to the collaborative writing of the 
paper. Furthermore, throughout the entire process, we 
maintained structured critical reflection, detailed 

documentation, and open discussion to ensure objectiv-
ity and minimise bias in our findings and reporting.

The interdisciplinary nature of LLM applications and 
their cross-disciplinary impact on various socio-techni-
cal systems necessitates a broad spectrum of expertise to 
address the associated challenges effectively. Expertise 
in AI, human-computer interaction, ethics, sociology, 

Figure 2. The workshop as an interactive colloquium bringing distinct expertise together.

Table 1. Contributors’ backgrounds and areas of expertise.
Identified gender (Years 
of research experience) Role PhD degree in Expertise

Female (8 years) Assistant professor in AI for 
health systems

Computer science Digital Health, Recommender Systems, Human-Centered AI, User 
Modeling and personalisation, Ubiquitous computing

Male (10 years) Assistant professor in Ethics & 
Philosophy

Philosophy, History 
and Sociology

Philosophy of technology, ethics of technology, emotions, values

Female (15 years) Associate professor in Web 
Information Systems

Computer science Information Retrieval (IR), Children Information Retrieval, 
Information Access, Recommender Systems, IR for Non-traditional 
Users, Education

Male (4 years) PhD candidate in Knowledge 
and Intelligence Design

Industrial design Human-centered AI, Knowledge Sharing, AI and Design, 
Conversational agents

Female (2 years) PhD candidate in Platform 
Governance and Digital 
Regulation

Technology Policy and 
Management

Content moderation, platform governance and regulation, AI and 
socio-technical and legal system design

Female (5 years) PhD candidate in AI & Society Human factors 
engineering

Psychology, Technology Acceptance, AI & Society, Data Stewardship

Male (14 years) Assistant professor in 
Knowledge and Intelligence 
Design

Computer science HCI, Social Cognition, Human-Centered AI, Empathy-Centric Design, 
CSCW

Male (11 years) Assistant professor in Web 
information systems

Computer science Human-Centered AI, Crowd Computing, Human Language 
Technologies, Recommender Systems

Female (14 years) Assistant professor in Safety and 
Security Science

Safety science Safety Culture, Human Behaviour, Safety Education and Training

Male (22 years) Full Professor in Complex 
Systems Design

Computer Science Complex Systems, Distributed Systems, Artificial Intelligence, Self- 
Management, Security & Privacy, Energy

Male (13 years) Assistant professor in 
Responsible Risk Management

Human factors 
engineering

Safety Science, Misuse of Technology, Socio-technical systems, 
Engineering Psychology, Transport, Industrial Management

Female (9 years) Assistant professor in Ethics/ 
Philosophy of Technology

Ethics of technology Ethics of technology, Postphenomenology, AI, Mental healthcare, 
Voice assistants

Female (37 years) Full Professor in Systems 
Engineering

Cognitive Psychology Participatory, Systems, Distributed Systems, Multi-agent Systems, 
Design, Autonomic Computing
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and system design is crucial to navigating the complex-
ities of integrating LLMs into socio-technical systems. 
By fostering a multidisciplinary environment, the work-
shop aimed to leverage the diverse expertise of partici-
pants to develop comprehensive strategies for the 
responsible and effective integration of LLMs.

The workshop was structured as a sequence of six 
distinct phases depicted in Figure 3. The welcome and 
group introduction were conducted in Phase 0, ‘Intro-
duction’. Then, Phase 1, ‘Exploration,’ proceeded 
through presentations and discussions based on pre-
liminary literature trend analysis insights. Additionally, 
participants individually reflected on how their research 
is connected to such literature trends, relying on the 
submitted abstracts and group exploration to identify 
key issues.

In Phase 2, ‘Elevation,’ participants worked towards 
elevating their research ideas to a more future-centered 
perspective guided by the Human-Centered AI Frame-
work (See Section 1.2), which was presented to the par-
ticipants. The framework (Torkamaan et al. 2024) 
describes different paradigms in detail and provides an 

overview of each paradigm’s common methods, success 
criteria, scope, and limitations. Each participant read 
their abstracts and identified the scope of their research 
within the paradigms of the framework, specifying the 
focus, methods, and scope of their research. Sub-
sequently, participants redefined their research ideas 
through group discussions, modifying them to align 
with a higher-level perspective. This process involved 
critically examining their initial concepts and adjusting 
their approaches to fit within the broader, future-centric 
paradigms outlined in the framework.

Phase 3, ‘Expansion,’ focussed on opportunities for 
expansion across other socio-technical systems. During 
this phase, participants reflected on the scope of their 
research and discovered opportunities to align their 
work with broader socio-technical perspectives. They 
identified common challenges and concerns for design-
ing and integrating socio-technical systems across 
expert domains and other socio-technical contexts. 
Phase 4, ‘Ideation and Prioritization,’ was brainstorm-
ing and ideating solutions to solve the identified inte-
gration and design challenges. Phase 4 transitioned 

Figure 4. An overview of strategies to improve LLM-related research ideas for socio-technical systems.

Figure 3. Sequential phases of the conducted workshop with experts.
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into Phase 5, ‘Reflection and Integration,’ a reflective 
session where participants revisited their initial ideas 
and discussed the practical implications of LLMs in 
addressing societal challenges. This iterative and partici-
patory approach ensured a comprehensive field explora-
tion, blending individual expertise with collective 
intelligence to identify and prioritise research direc-
tions. Phase 6 concluded the workshop with further 
group reflection and discussion. The workshop lasted 
for four hours.

Part 4 – Analysis and Collaborative Write-up. Follow-
ing the workshop, a thematic analysis was conducted to 
organise and extract the insights gained from all pre-
vious sections of the study. This analysis helped to 
identify emerging themes and refine the rich input 
from the workshop into actionable research directions. 
Each contributor reviewed the analysis and interpret-
ation of the results independently. Subsequently, the 
lead and last authors structured the first draft of the 
manuscript. All workshop participants, who are also 
co-authors of this paper, then engaged in collaborative 
writing with researchers jointly contributing to this 
paper by adding and editing content17. This collabora-
tive effort ensured that our final outputs were not only 
multidisciplinary but also benefited from workshop par-
ticipants’ collective expertise and critical insights.

4. Results and discussion

4.1. Strategies to improve LLM-related research 
ideas for socio-technical systems

To identify strategies to improve LLM-related research 
ideas for socio-technical systems, we started with an 
exploration of the abstracts18 of hypothetical LLMs 
research ideas submitted by the workshop participants 
through a group reflection (Phase 1 of the workshop). 
The abstracts covered a wide range of application 
domains, namely, education (n = 2), health (n = 4), gov-
ernance (n = 2), and risk and safety management (n = 5), 
with some overlaps, each offering unique insights into 
the integration and implications of LLMs. As can be 
seen by the diversity of topics covered, the presence of 
LLMs in academic discourse is evident, indicating a col-
lective recognition of their potential to reshape various 
disciplines. This diversity spans areas, such as education 
integration, health collaboration, ethical considerations, 
social implications, and technological challenges. It 
reflects a growing awareness of the multifaceted nature 
of LLMs and their profound influence on societal 
dynamics. Additionally, it was noted that the collection 
of abstracts used in this workshop maintains similarity 
to the current trend in the LLMs literature, as discussed 

during the Exploration Phase and in the literature trend 
analysis (Appendix B).

As part of the exploration phase, participants assessed 
their research ideas in light of the human-centered AI 
framework (Torkamaan et al. 2024) introduced earlier, 
aiming to bridge technical aspects with social consider-
ations. This framework, delineated into four paradigms, 
transitions from technology-centric to socio-centric con-
cepts. Participants utilised these paradigms to analyse 
their submitted abstracts in the workshop’s initial 
phase, identifying the framework’s specific paradigms 
relevant to their research concepts. Participants were 
able to assign their research to one of the paradigms. 
The majority of the attendees placed their submitted 
abstract in either technology-centric or user-centric 
paradigms, as specified in Figure 1. For example, 
Abstract 2 (A2) focussed on designing for human-AI 
collaboration in healthcare. Particularly, it described 
the abstract’s author’s engagement with physicians in 
an attempt to understand local practices at the cancer 
treatment facility of a major European hospital and pro-
pose pathways for meaningful incorporation of AI that 
are better suited to support physicians in their clinical 
and research practices. The abstract’s author positioned 
it in the user-centric paradigm since it goes far beyond 
the scope and methods of the technology-centric para-
digm. Yet, it does not consider other stakeholders 
involved or affected. The success criteria are also limited 
to efficiency metrics in daily practice and do not consider 
collective or long-term outcomes or impacts.

Upon determining the positioning of their research 
within the human-centered AI paradigms, the Elevation 
Phase of the workshop followed. In this phase, partici-
pants engaged in reflective discussions about the breadth, 
depth, and limitations of their research, exploring ave-
nues for refining and advancing their research ideas. Par-
ticipants then identified strategies to enhance the human- 
centric or future-centric nature of their research using the 
framework (Torkamaan et al. 2024). By finding the gaps 
and overlooked areas, the framework guided participants 
in determining the key actors, values, and the extent to 
which these values should be realised, all of which facili-
tate the development of a future-centric socio-technical 
research agenda. Overall, the framework helped partici-
pants recognise areas where their research was lacking 
in terms of inclusivity and long-term impact. This recog-
nition prompted discussions on how to address these 
gaps effectively.

Several strategies (Figure 4) were discussed to make 
research more inclusive of other paradigms, including 
integrating considerations of regulations and policies, 
interdisciplinary collaboration, consideration for unin-
tended consequences, and utilising proper human- 
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centered AI frameworks for reflection from the start. A 
strategy discussed involves integrating considerations 
of regulations and policies into research. Such an 
approach ensures that research not only aligns with cur-
rent legal frameworks but also anticipates future regulat-
ory landscapes. Reflective frameworks, especially those 
rooted in philosophical and ethical considerations, like 
Value-sensitive Design (Friedman and Hendry 2019) 
and Design for Values (van den Hoven, Vermaas, and 
van de Poel 2015), guided by the human-centered AI 
framework (Torkamaan et al. 2024) utilised in this 
paper or other suitable frameworks, e.g. Shneiderman 
(2022, 2020a), were identified as crucial strategies in 
this process. They provide a means to address and miti-
gate the potential negative impacts of AI technologies. 
For example, employing philosophical or ethical frame-
works could not only guide the rectification of adverse 
AI aspects but also help to anticipate them by ensuring 
the inclusion of crucial stakeholder perspectives and 
values. In addition, socio-technical imaginaries (Mlynar 
et al. 2022; Verma et al. 2023) emerged as a key com-
ponent in strategies for designing and integrating AI 
within socio-technical systems. These shared visions 
and perspectives significantly shape the deployment 
and acceptance of AI in various social settings. Recogniz-
ing and incorporating these socio-technical imaginaries 
is essential for creating inclusive AI solutions that res-
onate with the diverse needs and expectations of differ-
ent stakeholder groups. This approach ensures that AI 
technologies are not only technologically sound but 
also socially relevant and accepted.

Interdisciplinary collaboration stands out as a corner-
stone in advancing this human-centric research agenda. 
There is a notable collaboration gap that, if bridged, 
would result in more comprehensive and impactful 
socio-technical research outcomes. Currently, a divide 
persists between technical experts and professionals 
from fields such as social science, humanities, and policy, 
among others. This division often results in teams 
focussing exclusively on either technical or non-technical 
aspects, thereby overlooking the opportunity to under-
stand the complex interplay between these two elements. 
Meaningful interdisciplinary collaboration (Mariano 
1989) requires co-education and intensive engagements 
to define, execute, and assess the research and its future. 
By fostering an environment where both sides can learn 
from each other and work together closely, we can create 
AI solutions that are not only innovative but also res-
onate deeply with the diverse needs and contexts of 
society. This comprehensive approach is the key to 
unlocking the full potential of AI in serving humanity.

From the workshop discussions, it became clear that 
such interdisciplinary collaboration often faces 

challenges in terms of communication and shared 
understanding. For example, the general assumptions 
about the technology, fuelled by misunderstanding, 
bias, and ignorance, often do not align with its actual 
abilities and limitations. Sometimes, it can take several 
months for members of an interdisciplinary team to 
align their language and still more time to reach a com-
mon understanding of the problems they are addres-
sing. This process requires more than just dialogue; it 
necessitates a deep investment in time and effort.

Another strategy that can help in having more 
future-(or human-)centric research is to consider both 
positive and negative impacts, particularly unintended 
consequences, beyond the scope of the specific solution 
developed from the start. Over time, the application and 
utilisation of technology have consistently revealed a 
fascinating trend: users often do not use technology in 
the ways its creators initially intended, e.g. Dourish 
(2003). This divergence between intended use and 
actual use can be attributed to several factors, including 
the evolving needs of users, the creative repurposing of 
technology, and the unforeseen contexts in which tech-
nology finds application. The negative aspects of the 
unforeseen impacts and unintended uses of the technol-
ogy can be mitigated by considering that the specific sol-
ution that is being developed may be used by everyone 
and in a broader context. The human-centered AI 
framework (Torkamaan et al. 2024) encourages con-
sideration of all stakeholders (including non-users), 
which aids in resolving this issue.

Systematic considerations and utilising proper 
human-centered AI frameworks for reflection and pos-
ition of the research from the start give the scientists the 
tools to identify the position of their research and strive 
for more comprehensive research agendas by using 
proper methodologies and specifying the scope and 
limitations of their studies. This strategy works both 
for solutions that are focussed only on the inner layers 
of the human-centered AI framework (Figure 1), e.g. 
technology-centric, and those solutions that exclude 
inner layers. Some workshop attendees noticed that 
their abstracts are focussed merely on the outer layer 
and are exclusive of the inner layers, i.e. user- or tech-
nology-centric. For instance, the A9 abstract was 
about the potential negative consequences the use of 
LLMs could have on the upcoming European Elections 
2024 in light of the European Regulation (EUR-Lex 
2022) for online platforms and content moderation, 
not taking the crucial inner layers that encompass user 
and technology aspects into account. This observation 
underscores the importance of inclusive research prac-
tices encompassing all framework paradigms. Research-
ers can create more balanced and impactful solutions by 
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ensuring that each layer of research incorporates the 
essential elements of the inner layers (Figure 1). The 
transition between the human-centered AI framework 
functions both ways. While technology-centric scien-
tists think of how to bring the solution outwards, 
society-centric scientists think of how to bring the sol-
ution inwards from future-centric toward more tech-
nology-centric considerations. It then opens the 
conversation of not setting one regulation but how reg-
ulating AI use, and particularly LLMs, would impact or 
should impact other regulations.

4.2. Common challenges in integrating LLMs 
across diverse socio-technical systems

A key question in socio-technical systems is whether 
different systems face similar challenges despite their 
varied disciplines and contexts. This includes exploring 
if problems with LLMs in one system mirror those in 
others and understanding their mutual impacts. Recog-
nizing these common challenges in incorporating LLMs 
across various socio-technical settings can guide the 
development of future research agendas.

In this workshop, we explored the common chal-
lenges in integrating LLMs across diverse socio-techni-
cal systems by prompting participants to reflect on 
expanding their research ideas–which had been elevated 
to align with higher-level socio-technical paradigms– 
across other socio-technical systems. It was commonly 
understood that the common challenges and concerns 
are rooted in the complexities and ethical consider-
ations involved in designing and integrating LLMs 
into socio-technical systems. The following challenges 
and issues were identified cross-systems during the 
brainstorming phase (Phase 4 of the workshop):

Changes in the context of use. Traditionally, systems 
are designed to satisfy specific user needs. In user-cen-
tered design, it is important to clearly understand this 
context to design technology that effectively meets 
such needs. However, dynamics in the appropriation 
and adoption of technology can lead to alterations in 
the context of its use. Consequently, a particular appli-
cation of technology might shift from one context to 
another. Such transitions can lead to serious disruptions, 
as the technology may not have been designed to accom-
modate these contextual changes, thereby increasing vul-
nerabilities. A significant limitation of LLMs is their lack 
of contextual awareness, which poses a safety risk, e.g. 
see Oviedo-Trespalacios et al. (2023). This oversight in 
design means that, while powerful, LLMs may not effec-
tively adapt to changing user environments or require-
ments, leading to potential misalignments between the 
technology’s function and the evolving needs of its users.

Responsibility, Liability, and Accountability. These 
values, which correspond with Assurance and Account-
ability values in the human-centered AI framework 
(Torkamaan et al. 2024), are multifaceted. For instance, 
responsibility can mean different things to different 
people. Furthermore, philosophers have identified 
different kinds of responsibility concerning technology 
(Doorn 2012). There is also an ongoing debate over 
who is responsible for the outcome related to LLMs, 
which currently involves creators, users, data genera-
tors, and annotators, among other actors and stake-
holders. The challenge of attribution of responsibility 
is sometimes described as the problem of many hands 
because so many actors are involved, including artificial 
ones. This situation may create a so-called responsibility 
gap, where it is not clear who is responsible. To ensure 
accountability and responsibility, it is crucial to address 
these issues. Another important question is, ‘Who is 
liable when something goes wrong?’ The contextual 
dynamics of different socio-technical systems likely 
yield varied responses to this question. For example, 
the discussion of the liability of entities like banks and 
AI companies in financial systems might result in differ-
ent results than discussions about the liability of doctors 
in healthcare systems or content providers in digital 
entertainment systems. In addition, ‘Who can one 
sue?’ and ‘Where can I go when something goes 
wrong?’ and ‘To what extent can an AI agent be con-
sidered autonomous?’ are collective challenges, and 
responses may vary for different systems and social 
domains.

Trustworthiness and User Perception. The concept of 
trustworthiness in relation to LLMs encompasses two 
distinct aspects. Firstly, it involves assessing the inherent 
trustworthiness of the system, which includes evaluating 
the reliability of content and responses generated by 
LLMs within a socio-technical system. Secondly, it con-
cerns the user or human perception of trustworthiness, 
which acts as a primary safeguard against potential 
harm arising from interaction with the system or exter-
nal entity. Gaining user trust is essential for successfully 
integrating, adapting, and accepting new AI solutions 
(Kelly, Kaye, and Oviedo-Trespalacios 2023; Wu et al. 
2011). Ideally, a system’s actual trustworthiness would 
align with how users perceive it. However, in reality, 
there often exists a discrepancy between these two 
aspects. Another challenge with LLMs is their capacity 
to produce human-like responses. This capability can 
obscure indicators of unreliable information, potentially 
leading to a misplaced sense of trustworthiness. Such 
misalignment can foster confidence tricks in inter-
actions, resulting in a false sense of security and poten-
tially harmful consequences.
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Impact on Critical Thinking and Bias. The increasing 
reliance on LLMs raises concerns about the deterioration 
of human creativity and critical thinking abilities (Jakesch 
et al. 2023). This issue is part of a broader discourse on 
how technology dependence affects human skills, health, 
and behaviour. For instance, habitual GPS use impacts 
navigational capabilities and can negatively affect a per-
son’s spatial memory abilities (Dahmani and Bohbot 
2020). The critical issue with LLMs is their widespread 
application in tasks involving human writing and critical 
thinking, which are pivotal for the future of societies. Such 
overreliance may lead to greater acceptance of biased or 
incorrect information, heightening societal vulnerability 
to manipulation. This phenomenon underscores the 
need to cultivate and maintain intellectual virtues, like 
critical thinking skills, in the digital age, ensuring that 
reflection and unbiased information processing remain 
integral components of societal decision-making.

Inclusivity in Data and Stakeholders. The develop-
ment of LLMs currently faces significant challenges 
related to inclusivity, both in the data used and in stake-
holder representation. Historically, the lack of diverse 
representation has led to outcome biases (Noble 2018). 
Therefore, it is crucial to critically reflect on the data 
used (versus data that should be used) to train/power/ 
develop these models in the context of potential pitfalls. 
Currently, well-known models powering popular chat-
bots and other technologies, both academic and com-
mercial, rely heavily on specific data sources. For 
instance, GPT-based models leverage Wikipedia and 
CommonCrawl data sources (Minaee et al. 2024), 
which fail to capture the full spectrum of human experi-
ence and perspectives adequately. Despite this limitation, 
its reach is propagated as GPT models have been fine- 
tuned to yield OpenAI’s ChatGPT, raising questions 
about its applicability to serve a wide range of users on 
inquiries on diverse topics. To foster the long-term 
design of LLMs that can effectively represent and cater 
to a broader audience, we argue that it is important to 
incorporate representative data and engage a diverse 
range of stakeholders right from the initial stages of 
LLM design. This approach will ensure that LLMs are 
developed and integrated into socio-technical systems 
in a truly inclusive manner that reflects the diverse 
dimensions of human society.

Unintended Consequences and Future Harm Preven-
tion. The deployment of LLMs can lead to unintended 
consequences, necessitating a proactive approach to 
harm prevention. This encompasses not only the risks 
associated with intended malicious use and misuse, 
like manipulation and deception, but also those arising 
from unintended yet creative applications beyond the 
tool’s tested functionalities and scope. An example 

might be the creation of mis- or disinformation in the 
context of elections and the dissemination of such con-
tent on online platforms targeting political candidates. 
Developing robust strategies to prevent harm is essential 
in the evolving landscape of LLM applications.

False Information and Hallucinations. From a techno-
logical standpoint, LLMs may unintentionally generate 
false and potentially unethical content, often called ‘hallu-
cinations’. Addressing this issue involves not only techni-
cal solutions to improve the accuracy and ethical 
compliance of LLMs but also a comprehensive study of 
the broader implications these hallucinations have on 
socio-technical systems. This dual approach presents a sig-
nificant challenge, as it requires an intricate understanding 
of both the technical mechanisms of LLMs and the com-
plex interactions within socio-technical ecosystems.

Intellectual Property. One of the challenges of LLMs 
and generally generative AI is intellectual property (IP) 
issues, particularly in relation to attribution and the use 
of various content types in training LLMs. The challenges 
related to IP include understanding and navigating the 
complexities of crediting sources for datasets, algorithms, 
human feedback, and multimedia materials utilised in 
model development while adhering to legal and ethical 
guidelines. However, current legal frameworks do not 
cover the complexities of IP issues related to LLMs 
(Hacker, Engel, and Mauer 2023). Several ongoing law-
suits against developers of LLMs, such as The New York 
Times case against OpenAI19 and Github’s users case 
against Microsoft, OpenAI, and Copilot, are likely to be 
instrumental in setting precedents20. This issue is inter-
twined with other challenges discussed, such as harm pre-
vention, false information, inclusivity in data, and 
particularly responsibility, liability, and accountability.

Privacy and Human Rights Considerations. An 
ongoing challenge for the integration of LLMs and the 
design of future socio-technical systems is balancing 
the trade-off between ensuring data privacy (Winograd 
2022), obtaining informed consent (e.g. when an indi-
vidual might be unable to provide it or considering 
the implications of IP and personal autonomy), and 
safeguarding other fundamental rights, such as the 
right to equal treatment, non-discrimination, the right 
to a fair trial, free speech or freedom to seek information 
and maintaining data reliability (EUR-Lex 2012). This 
trade-off extends to broader considerations, particularly 
in relation to human rights, where the ethical deploy-
ment and application of LLMs necessitate careful navi-
gation to protect individual privacy and data integrity 
without compromising the effectiveness and accuracy 
of these models or preventing effective logging, tracing, 
and mandatory auditing in the EU AI Acts fundamental 
rights impact assessment for high-risk AI systems.
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Individual Differences and Personalization. The chal-
lenge in designing inclusive socio-technical systems lies 
not only in accommodating diverse stakeholder data 
but also in reconciling the varying, sometimes conflict-
ing, needs and rights of these actors. This complexity is 
amplified at the individual level, particularly in sensitive 
domains like healthcare and education, where a one- 
size-fits-all approach falls short (Kelly, Kaye, and 
Oviedo-Trespalacios 2022). Effective system personalisa-
tion, therefore, becomes both a practical necessity and an 
ethical imperative. It ensures that AI systems, especially 
those using LLMs, are not just effective but also equitable, 
genuinely meeting the diverse needs of all users.

The workshop discussions resulted in ten identified 
common challenges inherent to the integration of 
LLMs across diverse socio-technical systems. While 
these challenges share similarities with those encoun-
tered in responsible technological innovation broadly, 
the distinctive capacities and extensive reach of LLMs 
amplify and extend these concerns significantly. Unlike 
smartphones, blockchain, or other technologies 
(Appendix B), LLMs have the potential to fundamen-
tally alter information processing, decision-making pro-
cesses, and even the nature of human-machine 
interaction across various socio-technical landscapes.

Integrating LLMs into socio-technical systems pre-
sents unique challenges that are distinct from those 
encountered in broader AI research. Unlike traditional 
AI systems, which are typically designed for specific 
applications and trained on task-specific datasets, 
LLMs are generalists trained on vast and varied datasets. 
This generality complicates the development of context- 
aware responses, and adds complexities of intellectual 
property (Novelli et al. 2024), and accountability 
(Cheong et al. 2024) for errors, particularly in high- 
stakes scenarios, e.g. Cheong et al. (2024) and Ullah 
et al. (2024). Moreover, the human-like responses of 
LLMs can weaken innate human safeguards against 
machine-generated content (Oviedo-Trespalacios et al. 
2023). Consequently, they can mislead users into over-
estimating their reliability, exacerbating trustworthiness 
concerns (Choudhury and Shamszare 2023). Addition-
ally, LLMs’ versatility makes them susceptible to unin-
tended uses, including malicious applications like the 
spread of misinformation and manipulation (Ai et al. 
2024; De Angelis et al. 2023; Yizhou Zhang et al. 2024).

Traditional AI systems face bias issues primarily 
related to the data they are trained on; the biases are 
often bound to specific applications that they are devel-
oped for, allowing for more targeted mitigation strat-
egies. LLMs also, due to their training on broad, 
massive, and diverse datasets, are prone to inheriting 
and amplifying a wide range of biases (Bender et al. 

2021; Gallegos et al. 2024). The sheer volume, variety, 
scale, and generality of processed data and the process 
of building LLMs make it harder to identify and miti-
gate these biases comprehensively (Kruspe 2024; Zack 
et al. 2023) and increase the risk of unintentional mem-
orisation (Chiyuan Zhang et al. 2023) or exposure to 
sensitive information. The pervasive nature of LLMs 
means that their integration can have far-reaching 
implications, from amplifying existing societal inequi-
ties to introducing complex ethical challenges concern-
ing autonomy, agency, privacy (Winograd 2022), and 
many more. Moreover, the rapid evolution and deploy-
ment of LLMs necessitate an agile and anticipatory 
approach to research, governance, and policy-making, 
ensuring that socio-technical systems remain adaptable 
and resilient in these transformative technologies. It is 
essential for researchers, practitioners, and policy-
makers to collaboratively work towards solutions that 
are ethically grounded, socially beneficial, and techno-
logically feasible, taking into account the multifaceted 
nature of socio-technical systems and the diverse 
needs and values of stakeholders involved.

4.3. A research agenda to integrate LLMs into 
socio-technical systems

This section outlines action plans and key research 
themes, forming the research agenda for integrating 
LLMs into socio-technical systems. This agenda is 
guided by insights from the workshop, in which we 
examined specific solutions for individual research 
cases and ideation using the human-centered AI frame-
work (Torkamaan et al. 2024) (Section 4.1) and then 
broadened our focus to identifying common challenges 
across diverse socio-technical systems (Section 4.2).

4.3.1. Plans of action
Several ideas emerged (listed in Appendix C) during the 
workshop brainstorming session to address the ident-
ified challenges described in the previous section. 
These ideas were discussed as plans of action, listed in 
Table 2. While current studies often focus solely on 
technological or user-centric paradigms, our proposed 
agenda emphasises the need to shift towards more 
future-centric and inclusive approaches. This shift 
involves embracing methodologies prioritising human- 
centric and future-oriented research, as outlined in the 
human-centered AI framework (Torkamaan et al. 
2024).

4.3.2. Research directions
In the workshop, we explored how to integrate LLMs 
into various socio-technical systems, identifying key 
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research directions. Our discussions emphasised the 
importance of these ideas across different fields, their 
broad appeal, and the risks of ignoring these strategies, 
which could leave critical challenges unresolved. Based 
on a detailed analysis of ideas from Section 4.3.1 and 
Appendix C, we identified four main research themes 
that are crucial for effectively tackling these challenges. 
Focusing on these themes and building on the action 
plans outlined previously, we have developed research 
directions. These research directions aim to direct 
future research toward a deeper understanding and 
innovative approaches for smoothly incorporating 
LLMs into socio-technical systems.

Key Research Theme 1: Human-in-the-loop. The core 
of our research agenda considers the principle of 
human-in-the-loop to guide the development, 

integration, and usage of LLMs. Human-in-the-loop 
emphasises the active involvement of humans in the 
design, development (including data creation, interpret-
ation of model behaviour), integration, and application 
(e.g. presence of human operator and oversight in AI 
decisions) of the solutions from the start and continuing 
their involvement by continuously capturing their feed-
back to improve the solutions in an iterative process. By 
adopting co-design and participatory methodologies, 
this key research theme advocates for a collaborative 
framework where feedback from a diverse array of sta-
keholders–including end-users, experts, decision- 
makers, and those indirectly affected–is systematically 
incorporated, and their imaginaries from different con-
texts are adequately collected and considered. The 
group discussion revealed that a human-centered design 

Table 2. Research directions for effective integration of LLMs into socio-technical systems.
Challenges Plans of Action

Context Recognition and Adaptation in LLMs • Developing methods for LLMs to recognise and adapt to the context of use
• Identifying limitations, refining LLMs, and particularly incorporating organisational and cultural nuances into 

LLMs responses
• Exploring dynamic adaptation techniques for LLMs in varying socio-technical environments

Legal and Ethical Frameworks for LLMs • Investigating legal and ethical frameworks for assigning responsibility in LLM-related incidents
• Studying liability in different sectors (e.g. finance, healthcare, entertainment, etc.)
• Developing guidelines for dealing with liability in different sectors and varying contexts
• Standardizing and defining different stages and life cycles of LLMs, from creation to deployment, for 

accountability
Trustworthiness and Reliability of LLMs • Enhancing trustworthiness and reliability and studying user perception of LLMs

• Studying factors that influence user trust in LLMs
• Developing proper metrics to assess and align the actual and perceived trustworthiness of LLMs
• Researching the impact of human-like responses on user trust and information reliability, and potential 

associated risks
Impact of LLMs on Cognitive Skills and Bias 

Mitigation
• Increasing research investments and focussing on analysing the impact of LLMs on human cognitive skills and 

critical thinking abilities
• Developing practical and effective methodologies for bias detection and mitigation in LLMs outputs
• Dedicating fundamental investments to exploring educational strategies that can help maintain critical 

thinking skills in both children and adults in the presence of LLMs in the future
Inclusive Data Collection in LLM Training • Making a conscious and deliberate effort to encompass a diverse range of perspectives and voices for 

inclusive data collection and representation in LLM training
• Developing frameworks for diverse stakeholder participation in LLM design and policy-making, as well as for 

assessing the impacts of different data sources on LLM behaviour and outputs
Anticipating and Mitigating Unintended 

Uses of LLMs
• Developing strategies for anticipating and mitigating unintended uses of LLMs and LLMs-empowered socio- 

technical systems
• Researching robust harm prevention mechanisms in various application domains
• Exploring the ethical implications of creative applications of LLMs as critical steps toward responsible and safe 

design, development, and deployment
Reducing Misinformation and Managing 

Hallucinations
• Investigating solutions for reducing the generation of false or misleading content by LLMs

• Studying the societal implications of LLM-generated misinformation
• Developing guidelines for managing, mitigating, and correcting LLM hallucinations

Intellectual Property and Content Use in 
LLMs

• Researching legal and ethical issues related to the use of content and intellectual property in LLM training

• Developing frameworks for attribution and source crediting in LLMs
• Exploring the intersection of intellectual property with other LLM challenges

Privacy Protection and Human Rights in LLM 
Applications

• Investigating methods to protect privacy and uphold human rights in LLM applications with a dedicated 
research initiative that follows previous privacy-aware technology development, and considers particular 
challenges inherent in LLMs

• Finding ways around anonymization and revealing an individual identity using LLMs
• Exploring trade-offs between data privacy and model effectiveness
• Developing technologies for secure data handling and model auditing to maintain the delicate balance 

between technological advancement and human rights
Adaptive and Personalized Approaches in 

LLMs
• Researching adaptive and personalised approaches and accommodating individual differences for LLMs in 

diverse socio-technical domains
• Studying the ethical implications of personalisation in sensitive areas like healthcare and education
• Developing inclusive design practices that cater to a wide range of user needs and rights, which can then 

translate into technical solutions with future-centric paradigm considerations
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and human-in-the-loop can have different meanings for 
different disciplines. This key research theme necessi-
tates a nuanced understanding of the term ‘human’ 
within various disciplinary and contextual boundaries, 
prompting a critical examination of stakeholder roles, 
actors involved, specifying their qualities or the expertise 
they need to possess, and the outcomes they influence, in 
integration of LLMs into socio-technical systems.

This approach is pivotal not only for addressing the 
challenges of taking into account the context of use but 
also for addressing broader challenges, such as responsi-
bility, liability, and accountability, inclusivity in data 
and stakeholders, and long-term performance and data 
quality by continuously improving LLMs based on 
human feedback, expert in the loop feedback, develop-
ment of human-centric and context-sensitive KPIs and 
stakeholder involvement. Integrating human values 
and knowledge was also mentioned during the work-
shop as a possible solution to the challenge of false infor-
mation and hallucinations. However, human-in-the- 
loop approaches may require more effort and resources 
for technology development, impacting the speed of 
automation, despite having the potential to improve 
its quality. Human-in-the-loop can serve both as a 
method and as a foundation for deep research within 
the context of integrating LLMs into socio-technical sys-
tems. For example, as a method, it emphasises the active 
involvement of humans, ensuring alignment with 
values, needs, and ethical needs. Beyond its application 
as a method, it presents a rich venue for deep research, 
exploring various dimensions of interaction, system 
design, ethics, and broader societal implications.

Key Research Theme 2: Multi-stakeholder longitudi-
nal studies. This theme underscores the necessity for 
comprehensive, long-term studies to assess the real- 
world impacts of LLMs within socio-technical systems. 
This theme was first mentioned in the workshop to 
address the challenge of inclusivity in data and stake-
holders. It was also discussed as a solution to trust-
worthiness and user perception, unintended 
consequences and future harm prevention challenges. 
The core idea here is that offline evaluation, a one- 
time field evaluation, and traditional short-term studies 
are insufficient to uncover the problems that may lie 
within the developed solution or latent issues. Long- 
term and longitudinal studies should be increased and 
given higher priority to investigate and determine the 
real-world impacts or the extent of the impact resulting 
from integrating LLMs in socio-technical systems. 
Technology’s impact on human well-being and behav-
iour, as well as social impacts and the effect of decisions 
made using such technology, require a long-term per-
spective and a more future-centric view.

This research theme also encompasses the continu-
ous improvement of LLMs through ongoing human 
feedback. Long-term observation and detailed study of 
LLM usage are integral to addressing challenges related 
to long-term performance and data quality. This 
involves a sustained and systematic approach to collect-
ing human feedback, coupled with regular benchmark-
ing and performance analysis of LLMs. Evaluating these 
systems based on extensive, real-world evidence ensures 
that they not only meet current needs but also adapt and 
evolve in response to emerging trends, feedback, and 
societal values over time.

Key Research Theme 3: Education and awareness. 
This research theme has a fundamental role in the chal-
lenges of responsibility, liability, and accountability and 
impact on critical thinking and bias. It also plays an 
important role in effective interdisciplinary collabor-
ation and human-in-the-loop processes. This research 
theme emphasises the importance of enhancing LLM lit-
eracy among all stakeholders involved in the design, 
development, and deployment of these models. The 
potential (societal) impacts of such models (i.e. aware-
ness) should also be of interest to those stakeholders 
tasked with or advocating for deploying these models, 
as doing so is never without consequence. The education 
and awareness research theme advocates for increasing 
awareness, managing expectations, promoting critical 
thinking, and increasing LLM literacy. By enhancing col-
lective understanding of LLM strengths, limitations, and 
societal implications, this theme aims to equip individ-
uals with the knowledge needed to engage with LLM 
technologies critically and constructively. Education 
and awareness (even in informal settings) efforts should 
extend beyond professional circles and interdisciplinary 
teams to reach the general public, empowering individ-
uals with the knowledge to navigate the complexities of 
LLM technologies effectively, fostering a realistic under-
standing of the capabilities and constraints of these 
models, as well as a comprehensive grasp of their oper-
ational mechanisms and inherent limitations.

Key Research Theme 4: Audits. Adopting robust 
auditing mechanisms is a vital research theme, addres-
sing challenges related to responsibility, liability, and 
accountability. Audits are envisioned as comprehensive 
and multidimensional evaluation frameworks that 
assess the ethical, technical, and social dimensions of 
LLMs, ensuring their alignment with established 
norms and values. Facilitating ethical training for engin-
eers and technical experts, emphasising explainable AI 
and transparency, in addition to developing and imple-
menting frequent and resilient auditing mechanisms, 
are approaches that can mitigate these challenges. This 
research theme can provide a solution to false 
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information and hallucination challenges, improve the 
trustworthiness of interaction with the intelligent sys-
tems, and help assess and increase the reliability of 
these systems’ outputs when integrated with feedback 
and adjustment of the systems. Lastly, audits for LLM 
impact assessment can help find a solution to privacy 
and human rights considerations. That is to ensure 
that the impact assessments conducted are comprehen-
sive and accurately reflective of the diverse societal 
implications. This ensures a balanced approach to AI 
deployment, safeguarding individual rights while maxi-
mising technological benefits.

The four key research themes discussed in this sec-
tion, derived from collaborative workshop discussions, 
form the cornerstone of the research directions for the 
successful, effective, and responsible integration of 
LLMs into socio-technical systems. These themes not 
only highlight critical areas for immediate investigation 
but also suggest a roadmap for long-term and in-depth 
research endeavours concerning various identified chal-
lenges and related action plans. By emphasising 
Human-in-the-Loop research and methodologies, 
Multi-Stakeholder Longitudinal Studies, Education 
and Awareness initiatives, and comprehensive Audits, 
these themes collectively address the multifaceted 
nature of socio-technical system integration. This 
approach ensures that LLMs are developed and 
deployed in a manner that is not only technologically 
robust but also ethically sound, socially inclusive, and 
adaptable to the evolving landscape of societal needs 
and values. Consequently, pursuing these research 
themes promises to advance our understanding and 
implementation of LLMs in a way that harmonises 
innovation with human-centric values, fostering socio- 
technical systems that are resilient, equitable, and 
aligned with the broader objectives of societal well- 
being and progress.

Limitations. This paper described the challenges and 
outlined future directions for integrating LLMs into 
socio-technical systems employing a methodology com-
prising a workshop and expert collaborations. However, 
it is plausible that a number of limitations could have 
influenced the results and insights obtained. Namely, 
the reliance on workshop discussions, although valu-
able, may not fully encompass the diversity of perspec-
tives and experiences from various stakeholders 
involved in LLM development and deployment. A sig-
nificant constraint is the self-selection bias of partici-
pants in the workshop. This bias stems from the 
recruitment method, which likely attracted individuals 
already interested or invested in the subject matter, 
potentially skewing the diversity of viewpoints. 
Additionally, despite the wide array of expertise areas 

covered, as listed in Table 1, the participants’ shared 
institutional background (all experts involved in the 
workshop but one were affiliated with the same univer-
sity from diverse faculties) may limit the generalizability 
of the findings. Another limitation is that having partici-
pants of the workshop as co-authors of the paper could 
have introduced potential bias, as their involvement 
may have influenced the interpretation of the results. 
However, the writing process was intentionally kept 
open and transparent to ensure mutual accountability. 
This approach, combined with the use of an external 
observer role, structured reflection and documentation, 
and separation of roles, helped minimise bias while still 
leveraging participants’ valuable insights and expertise, 
which were essential for advancing the study. Further-
more, the rapid pace of advancements in the field of 
LLMs necessitates continuous updating of the research 
agenda to stay aligned with emerging technologies and 
societal impacts. Recognizing these limitations is crucial 
for contextualising the results and guiding future 
research efforts to refine and expand upon the insights 
provided in this study.

5. Conclusion

This paper emphasises the significant potential of LLMs 
to transform socio-technical systems and the necessity 
for a meticulous, human-centric approach to their inte-
gration. It highlights the importance of collaboration 
between academia, industry, and policymakers in creat-
ing LLMs that are technologically sophisticated, ethi-
cally grounded, and socially advantageous. Addressing 
both the challenges and possibilities of LLMs, the 
paper advocates for a strategic integration that is mind-
ful of techno-optimism and proactive in mitigating 
risks. The research underscores the need for transdisci-
plinary efforts and early stakeholder involvement, pav-
ing the way for holistic, value-driven solutions that 
transcend mere technological or user-centric focuses.

The urgency of preparing for LLM adoption is appar-
ent, given its widespread current usage and the mix of 
outcomes it brings. A multifaceted strategy, involving 
interdisciplinary research, educational initiatives, tools 
for critical analysis, and a boost in independent 
research, is vital to manage its impact effectively. The 
paper also points out the limitations of relying solely 
on large technology companies for LLM advancements 
and studies, suggesting regulatory measures like chan-
neling a part of their revenue into independent aca-
demic research. Furthermore, the paper stresses the 
need for a broader perspective in research, beyond 
financially or industrially motivated studies, to evaluate 
the integration of LLMs into socio-technical systems 
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objectively. Unlike previous technologies, such as social 
media, the impact of LLMs is more far-reaching, affect-
ing multiple socio-technical systems and society at large. 
Therefore, a comprehensive and inclusive approach in 
research and implementation is essential, considering 
ethical, societal, and cross-systemic impacts. This calls 
for a robust and accountable framework for the devel-
opment and deployment of LLMs, ensuring that their 
impact is beneficial and aligned with societal values.

Notes

1. https://openai.com/chatgpt
2. https://deepmind.google/technologies/gemini
3. https://www.anthropic.com/news/claude-3-5-sonnet
4. https://llama.meta.com/
5. https://blog.google/technology/developers/google- 

gemma-2/
6. https://allenai.org/olmo
7. https://mistral.ai/technology
8. https://sites.research.google/med-palm/
9. https://digital-strategy.ec.europa.eu/en/policies/expert- 

group-ai
10. https://www.ai4media.eu/
11. https://www.elise-ai.eu
12. https://www.humane-ai.eu
13. https://tailor-network.eu
14. https://www.vision4ai.eu/sra/
15. We used Sci-bert (Beltagy, Lo, and Cohan 2019) and 

hierarchical clustering algorithm, and independently, 
LDA, and clustering algorithms, namely, k-means, 
and gpt-4.

16. Note: participants possessed multiple areas of expertise.
17. ChatGPT (version 4o) was employed to improve 

language and enhance the overall readability of this 
paper. 

18.  The abstracts (Appendix A) covered a wide range of 
application domains, demonstrating the extensive 
potential reach and versatility of LLMs in society. 
These domains ranged from education (n = 2), health 
(n = 4), and governance (n = 2) to risk and safety man-
agement (n = 5), with some overlaps, each offering 
unique insights into the integration and implications 
of LLMs. For instance, in the education domain, the 
abstracts highlight LLMs’ capacity to democratise access 
to information (A1), adapt learning paths to varying 
cognitive skills (A1), and reshape or impact the edu-
cational paradigm by influencing intellectual virtues 
(A5), curiosity (A5), open-mindedness (A5), and crea-
tivity (A10). In the health domain, themes revolved 
around mental well-being (A11, A12), workforce sus-
tainability (A2, A6, A12), the risks of medical disinfor-
mation (A8), and the potential for human-AI 
collaboration in clinical settings (A2). In the domain of 
governance, compliance with digital regulations (A9) 
and value-based LLMs for democratic societies (A4) 
are discussed. In risk and safety, the abstracts discuss 
quality assurance as crowdsourcing labour (A3), poten-
tial misuse by malicious users (A11), adversarial attacks 
(A13), LLMs use as a source for safety managers (A6), 

meaning and context integration (A7), and inclusion 
of confidence as a way to increase trustworthiness (A10).

19. https://nytco-assets.nytimes.com/2023/12/NYT_ 
Complaint_Dec2023.pdf

20. https://githubcopilotlitigation.com/
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