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Abstract 

 

Rapid development of populated urban areas in Taiwan has stimulated the change of 

hydrological environment in the past twenty years. The land development has resulted in 

increasing the runoff peak and shortening the time to peak discharge, which reduce the 

resilience of cities during severe rainstorms. Considering that engineering measures may not 

be easy to implement in populated cities, detention facilities installed on building basements 

have been proposed to compromise the increase of surface runoff resulting from development 

activities. In this study, a web-based operational platform has been developed to integrate the 

GIS technologies, hydrological analyses, as well as relevant regulations for the design of 

detention facilities. The design procedure embedded in the system includes a prior selection of 

the type and size of the detention facility, integrated hydrological analysis for the developing 

site, and inspection of relevant regulations. After login the platform, designers can access the 

system database to retrieve road maps, land use coverages, and sewer network information. 

Once the type, size, inlet, and outlet of the detention facility are assigned, the system can 

acquire the rainfall intensity-duration-frequency information from adjacent rain gauges to 

perform hydrological analyses for the developing site. The increase of the runoff volume due 

to the development and the reduction of the outflow peak through the construction of the 

detention facility can be estimated. The outflow peak at the target site is then checked with 

relevant regulations to confirm the suitability of the detention facility design. The proposed 

web-based platform can provide a concise layout of the detention facility and the drainage way 

of the developing site on a graphical interface. The design information can also be directly 

delivered through a web link to authorities for official inspection to simplify complex 

administrative procedures. 
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Abstract 

 

In this study, we evaluate the seismic hazard and risk for Taipei city and new Taipei city, which 

are important municipalities and the most populous cities in Taiwan. The evaluation of seismic 

risk involves the combination of three main components: probabilistic seismic hazard model, 

exposure model defining the spatial distribution of elements exposed to the hazard and 

vulnerability functions capable of describing the distribution of percentage of loss for a set of 

intensity measure levels. Seismic hazard at Taipei city and New Taipei city assumed as the 

hazard maps are presented in terms of ground motion values expected to be exceed at a 10% 

probability level in 50 years (return period 475 years) and a 2% probability level in 50 years 

(return period 2475 years) according to the Taiwan Earthquake Model (TEM), which assesses 

two seismic hazard models for Taiwan. The first model adopted the source parameters of 38 

seismogenic structures identified by the TEM geologists. The other model considered 33active 

faults and was published by the Central Geological Survey (CGS), Taiwan, in 2010. The 500m 

by 500mGrid-based building data were selected for the evaluation which capable of providing 

detail information about the location, value and vulnerability classification of the exposed 

elements. The results from this study were evaluated by the Openquake engine, the open-source 

software for seismic risk and hazard assessment developed within the global earthquake model 

(GEM) initiative. Our intention is to give the first attempt on the modeling the seismic risk 

from hazard in an open platform for Taiwan. An analysis through disaggregation of hazard 

components will be also made to prioritize the risk for further policy making. 
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Abstract 

 

The China Government enacted the Provisional Regulations on Real Estate Registration (RER) 

in July 2015. These regulations were in full operation from the beginning of 2016. In this 

context, real estate refers to land, sea, houses, trees and other fixed objects which have spatial 

distribution and are subject to social and economic activities in the same time. The RER 

provides opportunities to strengthen the Chinese National Spatial Data Infrastructure (NSDI), 

because the RER involves spatial information which can be shared with stakeholders of the 

NSDI. The paper explores the relationship between the Chinese NSDI and RER in order to find 

a mutual way to inspire their developments in the same time. This exploration includes several 

issues. First, a clear definition of sharable information is necessary which helps to reduce data 

duplication and extend the application of Chinese NSDI. Second, there must be a common 

recognition and strong coordination among powerful ministries which can improve the 

adjustment of business processes. Third, reasonable mechanisms and feasible approaches 

should be explored from different perspectives to underpin the spatial governance level. Fourth, 

government administrators must achieve the strategic benefits of integrating RER and NSDI 

from multiple perspectives, and fifth the influence and profile should be evaluated based a long 

term consideration. The development of NSDIs is a dynamic process and the performance of 

RER is a key point for the Chinese NSDI. By integrating RER, the Chinese NSDI can penetrate 

to the actual process of government management and improve the capability of spatially 

assistant decision-making.  
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Abstract 

 

A geoportal is a type of web portal that is used to find and access geographic information and 

associated geographic services (e.g., display, editing, analysis) via the Internet. Geoportals are 

important for the effective use of geographic information systems (GIS) and are a key element 

of Spatial Data Infrastructure (SDI) (Crompvoets, 2016). 

 

Over the last two decades, many governments and private companies have invested tens of 

billions of US Dollars in the development of geographic information, largely to serve specific 

communities (e.g., agriculture, urban/rural planning, and mining) within local, state, national, 

international, and even global contexts. The focus has increasingly shifted towards a platform 

for integrating geographic information by means of SDIs. SDIs facilitate access to existing 

geospatial data and services necessary to successfully use GIS. Moreover, SDIs facilitate the 

exchange and sharing of geospatial data between stakeholders within the geographic 

information community. This community mainly includes mapping agencies, universities, 

governmental and nongovernmental organizations, and private companies. 

 

Geoportals can be considered as gateways to SDI. They are not a repository where data are 

simply stored, but can be seen as a one-stop shop for geospatial data, sourced from numerous 

agencies. The performance of geoportals can vary enormously depending on numerous factors, 

such as the functionalities offered, the quality of the information offered, and a user’s capacity. 

In 1994, the US Federal Geospatial Data Committee (FGDC) established the National 

Geospatial Data Clearinghouse, aimed at facilitating efficient access to the overwhelming 

quantity of existing geospatial data (from federal agencies) and coordinating its exchange, with 

the objective of minimizing duplication (in the collection of expensive geospatial data) and 

assisting partnerships where common needs exist. The NGDC is considered the earliest 

implementation of a geoportal. Since 1994, the number of countries implementing national 

geoportals has steadily grown. As of February 2014, around 120 countries have an operational 

national geoportal in place and 12 countries initiated projects to launch a geoportal in the short-

term (Crompvoets, 2016). Most countries in Asia, Europe, the Middle-East, Oceania, North 

America, and South America have established a geoportal for their nation, whereas most 

countries in Africa still have not established such a portal. However, several African initiatives 

to launch national geoportals appear promising. These national geoportals are evolving 

worldwide in tandem with national SDIs. A body of literature published in scientific/popular 

journals and conference proceedings describe the existing experiences (e.g., see conference 

papers of the Global Spatial Data Infrastructure Association). 
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National geoportals are continuously evolving. In this context, it is important to have a 

longitudinal perspective when establishing and maintaining national geoportals. A first detailed 

study of monitoring all national geoportals worldwide started in 2000 (Crompvoets, 2016).  

This paper presents the worldwide status of national geoportals in 2016.    
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Abstract 

 

When countering disaster, the disaster prevention unit requires to compile and analyze real time 

precipitation and disaster information from different locations in Taiwan immediately to 

conduct countering decision in time. These data are mostly presented in the PowerPoint format 

reports and delivered in hard copies (print outs). Producing PowerPoint and printing consume 

massive amounts of time, therefore they are unable to update and deliver the latest disaster 

information. This results in the insufficiency on the instantaneity and accuracy of disaster data, 

and thus incapacitating the efficiency of countering decision.  To solve this lacking 

synchronicity in data, this study developed a qualitative disaster information delivery system 

(Disaster Show, D-Show in short). We first attempted to digitalize the paper works and 

developed D-Show (Alpha) through the existed internet photo album application. D-Show was 

introduced to the actual disaster countering operation in 2010 and solved the data 

synchronization problem. After 4 years of actual disaster prevention experience, however, we 

found that D-Show (Alpha) carry issues on management, presentation and operation, three 

aspects. Thus, we further developed D-Show (Beta) by adopting cloud technology. On 

management, D-Show (Beta) provided system with speeded deployment mechanism that 

largely reduced the time required for system initial setting and follow-up update; and 

structuralized data naming principle to increase the convince for managing data. On 

presentation, D-Show (Beta) was able to conduce the sequencing and identifying of the disaster 

data, allowing the disaster data to be presented more intuitively. And on operation, D-Show 

(Beta) allowed user to perform customized disaster data marking and exploration for disaster 

countering decision judgment and analysis. The research team conducted a practicality testing 

in 2015 to verify D-Show (Beta) developed in this study. On the annual D-Show update, each 

device only took 3 minutes to update, which was 70% less time consuming than D-Show 

(Alpha). During Typhoon Noul in 2015, D-Show (Beta) took only 2 minutes to file 150 briefing 

reports (in PowerPoint format), saving 98% of the filing time. 
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Abstract 

 

The aim of the Arctic SDI (http://arctic-sdi.org/) is to provide politicians, governments, policy 

makers, scientists, private enterprises and citizens in the Arctic with access to geographically 

related Arctic data, digital maps and tools to facilitate monitoring and decision making. The 

Arctic SDI is an infrastructure that provides a web portal with easy access to: 

 

• geoportal for geospatial data viewing and discovery 

• searchable metadata catalogue 

• authoritative reference data as a Web Map Service (WMS) 

• thematic data 

 

The Arctic Spatial Data Infrastructure is cooperation between the 8 National Mapping 

Agencies of Canada, Finland, Iceland, Norway, Russia, Sweden, USA and Denmark. It is based 

on a voluntary multilateral cooperation and focused on accessible authoritative geospatial 

reference data. The Arctic SDI Geoportal is based on Oskari (http://www.oskari.org), which is 

an open source framework - originally developed in the National Land Survey of Finland - for 

browsing, sharing and analyzing of geographic information, utilizing in particular distributed 

spatial data infrastructures. The framework is used as a basis of the Arctic SDI Geoportal as 

well as a significant number of other geoportals, Web GIS applications and e-Government 

services.  

  



  8 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

GIS enabled e-Governance 
 

Bolorchuluun Chogsom1, Tsogtdulam Munaa2, Narantuya Davaa3 

 
1,2Department of Geography, National University of Mongolia 

1bolorchuluun@num.edu.mn, 2tsogtdulam@num.edu.mn 

3Department of Biology, National University of Mongolia 
3dnarantuya@yahoo.co.uk 

 

Keywords: e-governance, Mongolia, information and communication technologies 
 

Abstract 

 

E-Governance has broader area of implications. It can be used in various aspects of governance 

system. With the advancement in the sector of Information and Communication Technologies 

(ICT), the Governments of economies have stepped forward to adopt e-governance in different 

service sectors. The growing application of information and communication technologies and 

their subsequent use on strengthening interaction with citizens has given rise to a new 

governance paradigm as E-Governance. 

 

The Government of Mongolia declared ICT as one of the key economically important sectors. 

Approved in 2005 E-Mongolia National Program missions “enhancing people’s life quality by 

establishing new economic environment, improving country’s competitiveness and providing 

sustainable development”. Three frameworks dealt within the program that are government-

legislation; business-economy; and human development; and four policies of government-to 

citizens, government-to-business, government-to-government and infrastructure. 

 

This paper shall review e-governance initiative, actions and challenges faced in the case of 

Mongolia and develop recommendations.  
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Abstract 

 

In the past 15 years SDI’s have been developed, come into operation and matured. At the same 

time, we have witnessed the emergence and coming of age of the information society. SDI’s 

were originally designed from an infrastructural perspective, whereas the information society 

is closer to a network based approach. 

 

The good news is that location information is an accepted and much used part of the 

information society. In the e-Government of the Netherlands half of the key registers have a 

location component. Our new national Environmental Protection Act will see a full (spatial) 

digital implementation. Moreover, users are spatially enabled and increasingly the internet of 

Things (IoT) also make devices and sensors location based. 

 

At the same time, putting geodata on the web means that SDI’s enter mainstream data 

infrastructures. We will discuss our experiences in our extended use of spatial information 

based on the SDI approach. Especially in the public domain there is still a need to work within 

a well-defined spatial data infrastructure. Not only at the national level, but also in our regional 

(European) context where INSPIRE is still a forceful stimulus of opening spatial data. At the 

same time, we are increasingly working in a generic data and network-environment instead of 

a dedicated SDI. For the time being we will service both worlds, but we think that in the long 

run spatial will still be special as a data type, but not special as a data element. This gives us 

the opportunity to make our offering even more spatially enabled. 
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Abstract 

 

Regarding risk management in railway systems, a series of methodologies in the European 

standard EN 50126 are well defined and applied on many railway systems. The purpose of EN 

50126 is to manage hazards throughout the entire V-typed lifecycle, including the design, 

construction, operation, and all the way to decommissioning. Hazard’s causes, mitigations, and 

residual risk class are updated accordingly during the entire life cycle. In common railway 

practices, risk management starts at the beginning of the project; thus the hazard database is 

often built up by system providers and then transferred to operators. Since the providers’ duty 

is to meet the quantitative requirements of safety and availability, and it is difficult to 

implement quantitative analysis of natural disasters, especially when the provider is not usually 

held liable, most providers only focus on equipment failure and neglect management of hazards 

that are beyond our control, such as flooding, earthquake, mudslide, etc. In many cases, these 

disasters will become the main threats to the system after the handover. It is necessary to 

recheck the hazard database, reconsider the measurements, and then mitigate the impact of 

disasters. 

 

The proposed case study was implemented on the Alishan Forest Railway, which is a traditional 

railway system and has operated for more than 100 years since its establishment. The system 

is famous for its beautiful high mountain railway and Z-shaped switchback lines. 

Unfortunately, because parts of the railroads were damaged by typhoons or earthquakes in 

recent years, these disasters had led to significant rockslides and collapsed tunnel. In order to 

understand the risk of disasters and required mitigations, this study followed EN 50126 to 

reconsider the impact of natural disasters and planned to improve the existing hazard database. 

However, the hazard database does not have data on the Alishan Forest Railway from the 

beginning, and we needed to take other railway systems into consideration and select for the 

applicable ones. The discussed hazards and corresponding mitigations will also be entered into 

the database. The result demonstrates that we can clarify the impact of natural disasters and 

understand how many possible mitigations the system has. It helps operators to find out the 

weakness of the system and then prioritizes the action plans. By adopting plan-do-check-act 

cycle in ISO 31000, the operators could trace the performance of the mitigations during the 

practical operation, and then modify the action plans to improve the performance. In general, 

this study achieved in showing how to analyze the risk of disasters systematically, and this 

methodology could be applicable in both railway systems and other domains. 
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Abstract 

 

This paper reviews the ongoing governance efforts of the European Union and its National 

Member States to create a multinational infrastructure for spatial information in the European 

Community (INSPIRE) [1]. To achieve this, it is necessary to establish a measure of 

governance between the users and providers of the information so that information and 

knowledge can be combined. The effective implementation of infrastructures for spatial 

information before 2021 requires governance by all those with an interest in the establishment 

of such infrastructures, whether as contributors or users. By governance we mean the 

structures, policies, actors and institutions by which INSPIRE is managed through decisions 

on accessing, sharing, exchanging and using the relevant available spatial information. 

Appropriate governance instruments [2] which extend to the various levels of government and 

take account of the distribution of powers and responsibilities within the Member States should 

therefore be established [3]. 

 

 In this context, Member States must ensure that appropriate instruments and policy 

mechanisms are designated for governance, across the different levels of government, the 

contributions of all those actors and institutions with an interest in their infrastructures for 

spatial information. These governance instruments and policies will coordinate the 

contributions of, inter alia, users, producers, added-value service providers and coordinating 

bodies, concerning the identification of relevant data sets, user needs, the provision of 

information on existing practices and the provision of feedback on the implementation of this 

Directive. In turn, the European Commission will be responsible for governing INSPIRE at 

Community level with the assistance of relevant organizations and such as by the European 

Environment Agency and Joint Research Centre. To strengthen the governance between the 

European and Member States levels, a contact point has to be established to be responsible for 

contacts in relation to this Directive. This contact point is supported by a governance 

instruments and relevant policies taking account of the distribution of powers and 

responsibilities with the Member State [1]. 

 

This paper systematically reviews the governance of INSPIRE at the European Commission as 

well as Member State levels based on the qualitative country reports, other implementation 

evaluation reports [3], and the experiences of the INSPIRE Monitoring and Implementation 

groups and the Thematic Clusters. The review focuses on the different types of instruments 

used and how these instruments are used. The review outcomes could contribute to the creation 

of sustainable platforms that encourage different actors and institutions to participate, to discuss 

and argue various interests, and to strengthen the collaboration during policy making and 

implementation.        
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Abstract 

 

The world today has evolved into an information society. Information is key to the operation 

of government and all sectors of the economy. Good information is needed to formulate 

informed decisions. The information needs to be accurate and accessed at the required time. 

Online access of basic information by citizens through the creation of one stops is the concept 

that most governments are advocating for. This is known as e-government which is the subject 

of discussion of this study. This study concentrates on spatial data and Public Sector 

information. Enhanced access to spatial data and other public sector information has a bearing 

on good governance, sustainable development and eventually the adoption of open government 

by nations. A comprehensive study is done in major government departments to determine 

what public sector information, access mechanisms, interagency exchange and availability of 

information to the public. Available electronic services are assessed as part of e-government 

evaluation using a set of indicators. Spatial data access is reviewed from different stakeholders 

including public sector, local government, Non-governmental organisations and private sector 

agencies. Factors motivating and impeding organisations to share spatial data and PSI are also 

analysed. The benefits of sharing key information across government are discussed. This study 

evaluates spatial data access and key public sector information. E-government is assessed to 

analyse access of key government services by the public. This readiness is in the end, the key 

to open government. This study borrows concepts from the fields of Public Administration, E-

government, Economics and Spatial Data Infrastructures. The world is building towards 

knowledge economies in which openness in terms in information, knowledge and governance 

is crucial. Public participation should be encouraged in planning and governance issues and in 

the creation of community based spatial data sets. 
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Abstract 

 

Due to the intensity and magnitude of changes that characterize marine and coastal areas and 

the sustainable approaches, such as Integrated Coastal Zone Management (ICZM) and 

maritime spatial planning (MSP) aiming to manage these territories between different levels of 

government, and across jurisdictional boundaries, the needs for coastal and marine SDIs are 

becoming more evident, especially at the national level and in cross-border situations. 

 

Indeed, the integration of different types of information and various sources of knowledge, the 

preparation of spatial management plans, and the development of scenarios to assess the 

possible impacts deriving from different coastal uses are the cornerstones of these approaches. 

Coastal and Marine SDIs contribute to environmental policy By facilitate, access, sharing and 

use of spatial data related to marine and coastal areas across a broad range of stakeholders by 

promoting data and metadata harmonization, services interoperability and geospatial 

community coordination. 

 

Based on a longitudinal web survey and involvement in projects and workshops, this paper 

sheds light on the current worldwide developments of national and international initiatives 

related to marine and coastal SDI. 

 

The results suggest that international developments are underway for geoportals enabling users 

to have access to various data concerning coastal and marine zones. Four types of initiatives 

were distinguished: Atlas-like geoportals, (2) Hydrographic Office geoportals, (3) 

Oceanographic/Marine Data Centre geoportals, and (4) Hybrid geoportals. Despite the 

integrated approach promoted by ICZM and MSP concepts and related regulations, the results 

indicate that platforms allowing access to a wide range of data related to marine, coastal and 

land territories are not commonly found. True data harmonization and services interoperability, 

which are the underpinning principles for SDIs, need to be improved. Best coordinate of the 

numerous different organizations who are now involved in these marine SDI-related initiatives 

is also a fundamental issue.  
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Abstract 

 

In September 1996, the Province of New Brunswick, Canada became the first jurisdiction in 

the world to offer World Wide Web-based access to complete and integrated online property 

mapping, ownership and assessment information covering an entire province or state.  Service 

New Brunswick’s Real Property Information Internet Server (RPIIS) was originally developed 

by Caris/Universal Systems Ltd. (Caris) in conjunction with the University of New Brunswick 

Department of Geodesy and Geomatics Engineering and with substantial input from Service 

New Brunswick (SNB) staff.  The Caris Internet Server technology on which it was based was 

recognized, at the time, to be “…the first commercial Internet/mapping GIS” platform. 

 

The paper examines the twenty-year evolution of land information infrastructure refinement in 

New Brunswick since that time, beginning with the early vision of linking land information 

with environmental and resource-based information to support improved decision-making.  

Since 1996, policy and operational issues encountered by SNB included ones related to 

charging for data, use of geospatial data in eGovernment and eGovernance, data custodianship 

and incremental updating, involvement of the private sector, and the contrasting “push-pull” 

between open data initiatives and personal data privacy concerns – issues also faced by other 

jurisdictions across North America, Europe and Australasia over the same period. 

 

After discussing early initiatives, challenges and issues mentioned above, the paper then tracks 

and analyzes the changes in Web-based services offered since 1996 in response to a widening 

and more sophisticated customer base, shifts in government/business relationships, and 

changes in technologies for data collection, management and communication.  The paper 

concludes with a discussion of current key information initiatives of Service New Brunswick 

(SNB) and how they pertain to the fulfilment of the original vision. 
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Abstract 

 

Landslide is one of the most serious natural disasters that cause casualties and economic loss. 

In Taiwan, most of the landslides are triggered by heavy rainfall brought by typhoons and 

monsoons. Thus, the evaluation of landslide susceptibility and the establishment of early 

warning threshold for rainfall-induced landslide are important issues. This study uses a great 

quantity of SPOT images before and after 16 typhoon events from 1996 to 2011 for the 

interpretation of landslides induced by rainfall. We also extract geomorphological 

characteristics such as gradient, slope roughness, terrain curvatures from 5-meter resolution 

DEM, and geological characteristics such as rock strength, dip slope, fault density, fold density 

from 1:50,000 geological map. Besides, rainfall data of each typhoon event is also collected as 

triggering factor. 

 

Logistic regression is adopted and predisposing factors mentioned above are used for landslide 

susceptibility analysis in this study. For establishing the early warning threshold for landslides, 

this study chooses 24-hour accumulated rainfall (R24) and the 3-hour mean rainfall intensity 

(I3) as long-term and short-term rainfall index respectively. The early warning signals are 

divided into 4 categories including red, orange, yellow and green according to the concept of 

hazard matrix which contains the magnitude of landslide (landslide susceptibility and landslide 

ratio of slope units) and the occurrence possibility of landslide (30%, 60% and 90% thresholds 

determined by historical disaster records). Validation with landslides caused by Typhoon 

Soudelor (6th to 9th, August, 2015) in northern Taiwan shows that these thresholds can issue 

warning signals 1 to 3 hours prior to the occurrence of landslides. This may provide crucial 

information for the evacuation and reduce damages. An early-warning system is also built in 

this study for regional land-use planning and disaster prevention. 
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Abstract 

 

With the rapid advancement of social network services, people tend to exchange and share 

information online. Massive global information is aggregated promptly and circulated quickly 

via the social networks, such as Facebook, LINE, PTT and Dcard. How to extract useful 

information from the social networks to support decision making on public events is one of the 

most important research issues for Taiwan government. In this paper, we focus on the 

information integration of disaster events and the analysis of public sentiment on social 

networks. Three goals are thoroughly investigated. First, we develop an automatic data 

collecting mechanism to retrieve disaster relevant information from social networks and 

implement semantic model analysis techniques to extract precise information related to disaster 

events. Secondly, combining Jieba system, i.e. a Chinese word segmentation utility, and the 

semantic orientation pointwise mutual information (SO-PMI) algorithm, we implement a 

sentiment analysis tool to determine public sentiments on social networks via semantic 

orientation on disaster events. Thirdly, as the data correctness plays a crucial role with the 

viewpoint of data quality, it is important to provide a judgement mechanism for evaluating the 

correctness of information retrieved from social networks. We thus propose a crowdsourcing 

based approach which is based on the masses feedback to verify the correctness of extracted 

information on social networks. 

  



  18 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

Promotion and Applications of Census Geography in Taiwan: Integration 

of Social Economic Data into SDI 
 

Bor-Wen Tsai1, Shengming Pong2, Hsunwen Wu3 

 
1Department of Geography, National Taiwan University, Taiwan 

2Department of Statistics, Ministry of the Interior, Taiwan 

1tsaibw@ntu.edu.tw, 2moi1548@moi.gov.tw, 3moi1010@moi.gov.tw 

 

Keywords: national spatial data infrastructure, census geography 

 

Abstract 

Background 
 

SDI (Spatial Data Infrastructure) is the relevant base collection of technologies, policies and 

institutional arrangements that facilitate the availability of and access to spatial data (GSDI, 

2001). The NGIS (National Geographic Information System) is a nation level SDI (NSDI) 

established by Taiwan government in 1990. Until 2015, 24 data standards and the TGOS 

(Taiwan Geospatial One Stop), a web service platform for data distribution and service, have 

been formulated and established. This NSDI has contributed to the efficacy of data sharing. 

However, social economic data was not included until 2006 because of the inherent nature of 

privacy concern. In 2006, a Census Geography system for demographic and social economic 

data was developed by the Ministry of Interior as a part of NSDI. It is a mechanism for 

demographic and social economic data to be associated with spatial location and aggregated 

by relevant spatial units (Tsai, et al., 2012). The system comprises a statistical area and six 

levels of dissemination areas for data provision in terms of different level of detail. This paper 

reports the promotion and applications of the census geography system. A typical example of 

actual price registration of real estate transaction is illustrated in details. 

 

Promotion 
 

Before the census geography system was established, demography and social economic data 

were aggregated by jurisdictional areas either in text form of digital format or in tabular form 

of report. Consequently, it is difficult to illustrate spatial distribution or variation of social 

economic status. However, people are accustomed to use this type of data for a long time. After 

the completion of implementing census geography system, the Ministry of Interior began to 

disseminate benefit of this new data form. There are 116 data items have been aggregated and 

distributed by either 1st level or 2nd level dissemination areas (Fig.1). Among those data items, 

27 items were included in government's open data sets(data.gov.tw) for public use. A portal of 

the NGIS social economic data was established. Users can produce thematic maps online or 

download data for advanced analysis. 191590 data has been downloaded until April 2016. In 

addition, 86 workshops, seminars or forums were held in past five years. 
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Figure 1. Population Distribution by 1st Dissemination Area 

 

Applications 
 

In consequence, GIS practitioners and researchers are getting acquainted with the census 

geography system and begin to adopt these data on their professional works. Dengue fever 

prevention (Fig. 2), vulnerable people estimation (Fig.3), and population exposure assessment 

in potential flood area are significant examples. The price information of real estate transaction 

system is a newly established service. The real estate market for house or land is not transparent 

traditionally. Since real estate price rose accelerating in the past few years, the authority was 

requested to provide transaction price for better decision making when purchasing a house or 

land. However, privacy issue must be taken into consideration. The original system moves the 

transaction location arbitrary to secure privacy (Fig. 4). In this case, the price may not reveal 

relevant information. The alternative method is to aggregate transaction prices by census 

geography. Figure 5 shows average transaction prices presented by the 2nd dissemination area. 

The average price of a small area provides more accurate information than any single 

transaction event. People can make a better decision. 

 

Conclusion 
 

Census geography is a part of the Taiwan NSDI specific for demographic and social economic 

data. After the completion of the system implementation in 2012, the Ministry of Interior has 

put much efforts on promotion. GIS practitioners and researchers has begun to adopt this new 

form of data. Many applications have been conducted. The census geography system has 

proven to be beneficial to government decision-makers and researchers in terms of the 

discovery of spatial characteristics of demographic and social economic data. The privacy of 

individuals is secured as well. 
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Figure 3. Vulnerable 

People Estimation 
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Fig.4 Query of Real Estate Transaction 

 

 

Fig.5 Average Transaction Price by the 2nd Dissemination Areas 
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Abstract 

Background 

 

Air pollution is a crucial issue for residents' health in urban areas. Many sources may cause air 

pollution such as sandstorm, industrial emission, or motor vehicles. Taipei city is the capital of 

Taiwan with more than 2.5 million population. The main source of air pollution comes from 

1.8 million registered motor vehicles and additional vehicles from nearby townships. The 

monitoring and warming system becomes the most urgent service by the city government. The 

Taiwan Environmental Protection Agency (EPA) has implemented 60 air quality monitoring 

stations in the whole island (http://taqm.epa.gov.tw/taqm/tw/default.aspx). However, there are 

only 6 stations locate in Taipei city. In consequence, residents in Taipei do not have sufficient 

information to escape from air pollution in commuting. 

 

Method 

 

An alternative monitoring system was developed in this study. This study employs the 

emerging GIS (geographic information system) LBS (location-based service) technology to 

incorporate real-time traffic data provided by the Department of Transportation, Taipei City 

Government. The carbon monoxide emission for each street segment is calculated from the 

data (http://teds.epa.gov.tw/new_main1-2.htm). Then, the emission is translated to pollution 

concentration based on the concept of street canyon (Qin and Kot, 1993; Barrefors, 1996). The 

spatial estimation of the pollution concentration from motor vehicle is verified by comparing 

with the 6 EPA monitoring stations. Finally, an Android-based mobile application (APP) is 

developed to provide real-time alert when walking or driving in an air-polluted area. 

Result 

 

The estimated pollution concentration data is compared with monitoring data on hourly basis 

in terms of weekday and weekend. Fig 1 and Fig 2 show the results of Station VELJA00 for 

weekday and weekend respectively as an example. Results show a slightly systematic 

difference between estimated and monitoring data. The maximum difference for weekday and 

weekend is 0.55 ppm and 0.56 ppm respectively. This difference can be attributed to the 

ignorance of micro climate. 

 

A location-based real time air quality alert system is developed. An air quality map will show 

on screen with different colors indicating different pollution levels. In addition, The APP will 

give a sound warning when approaching a 100-meter buffer zone of a polluted street segment 

(Fig. 3).     
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  Fig. 1 comparison for weekday data        Fig.2 comparison for weekend data 

 

 
       

 Fig. 3 a LBS real time air quality APP 
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Abstract 

 

The traditional divide between land and sea in terms of acquisition technology is beginning to 

disappear. Advances in satellite and Light Detection and Ranging (LiDAR) technologies have 

the potential to provide “fit for purpose” data across the coastal zone. Furthermore, many of 

the strategic issues for SDI development, including overall national policy, governance and 

information management are common to both the land and marine domains. Some of the 

strategic challenges include ontologies, standards for interoperability, assessing economic 

value, data accessibility, human capacity and governance arrangements. 

 

The author has recently been working internationally on several national-scale projects that 

aim to take a holistic view of Spatial Data Infrastructures, bridging the traditional divide 

between marine and land-focused efforts. He will outline some of the key learnings from this 

work illustrated with examples of best practice. 

 

These experiences have revealed many opportunities for synergies between the communities. 

They are pertinent and timely in a period where the roles of National Mapping Agencies 

(NMAs) and Hydrographic Authorities are under scrutiny in many countries. 

 

To this background, he will begin by considering the economic drivers which are push factors 

for more integrated approach. These include the need internally within SDI-lead organisations 

for efficiency and externally for the link between socio-economic development and SDI to be 

more clearly articulated. The consequent impact on national policy frameworks and how these 

play out through organisational re-structuring and information management will then be 

examined. The final part of the presentation will focus on how respective communities can 

work more closely together and in the process become more relevant and visible in a world of 

rapidly changing requirements. 
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Abstract 

 

Geoscape is a new location dataset for Australia that will capture the observed built 

environment for the entire continent and anchor it in in a reliable geospatial base. While derived 

from a variety of terrestrial and satellite based sensors, it is a dataset to support analytics at the 

continental level. Geoscape is being funded and developed by Australia’s national mapping 

data provider, PSMA Australia. The dataset includes 3D building attributes, land cover, tree 

heights, and elevation. Geoscape also captures features such as roof materials, swimming pools 

and solar panels. Geoscape will link together numerous attributes to build up a greater 

understanding of what exists at every address in Australia - buildings, building attributes and 

land cover. Geoscape’s scale and scope is unprecedented. The first capture phase for the 

Adelaide region is now available and covers some 16,000 square kilometres and includes a mix 

of urban, peri-urban and rural areas. Full delivery of Geoscape in 2017 will provide location, 

distribution and physical characteristics for over 15 million structures across 7.6 million square 

kilometres. Geoscape is a dataset to support analytics at the continental-scale and will provide 

easily extractable information to empower government decision-making, urban and regional 

planning, risk estimation, and emergency response. This makes the availability of Geoscape an 

exciting milestone in the support of Australia’s digital economy. 

 

For more information, see http://www.psma.com.au/geoscape. 
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Abstract 

 

The development of domain applications often requires a tremendous volume and a wide 

variety of data from different resources. A well-developed Spatial Data Infrastructure (SDI) 

can successfully meet such sharing demands. To spatially enabling the use of domain data, we 

argue topographic maps can play an active role in the SDI and should be aggressively shared 

with all participants to reduce unnecessary and duplicated investments, and improve the quality 

and consistency of the cross-domain applications. This paper presents a feature-based service 

mechanism, such that users from other domains can take full advantages of the high-quality 

topographic map data in their applications. The distributed topographic features are designed 

following a standardized and self-describe principle, such that users can acquire fundamental 

information, as well as correctly interpret auxiliary information, e.g., semantics, technical 

specification and data quality, for further operation references. As topographic map data 

includes a large volume of continuously updated data depicting the phenomena in the real 

world, this mechanism offers a sustainable foundation for bridging the supply-and-demand 

communication between participating domains and in the meantime establish a solid and 

common spatial reference for the NSDI. 
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Abstract 

 

Affected by the recent anomalous global climate and frequent typhoons as well as storms 

during the flood seasons, Taiwan's rainfall is one of the highest in the world. Extreme rainfall 

events with long duration and high intensity, which cause sediment hazards such as landslides, 

debris flows, and river siltation are very common. These affect the safety of irrigation facilities 

and threaten the lives and property of nearby residents besides causing immediate economic 

loss. 

 

Relevant data collection after major natural disasters is often very urgent due to the necessarily 

for disaster relief; therefore, remote sensing technology is often used internationally to conduct 

post-disaster data collection and wide-scope data surveys. Currently, the most widely used 

satellite-based remote sensing methods in Taiwan are optical in nature. However, after 

typhoons or storms, clouds often appear and mask the target for several days, which affects the 

availability of optical satellite images for analysis. This all-weather imaging capability can 

accomplish the objective of post-disaster real-time data collection better than optical satellite. 

 

This study attempted to collect radar monitoring system specifications and operational data as 

well as to establish satellite SAR image pre-processing, satellite SAR image detecting 

technology, and radar imaging detecting technology at hillslope disaster variation point and 

radar technology to detect hillslope disaster elevation variation. These have been successfully 

applied on actual cases. This study concludes that SAR can be utilized as: 

 

1. Satellite radar image pre-processing technology: which targets repeatedly observed pre- 

and post-disaster radar images and searches for large quantities of conjugate points that are 

evenly distributed and highly reliable to conduct automated matching process. At the same 

time, it also targeted Taiwan’s terrains to create localized radar pre-processing operation 

workflow to produce accurate ortho-rectified image and digital terrain model information, 

aiding environmental variation detection and increase the overall efficiency.  

2. Satellite radar imaging in hillslope disaster change point detecting technology: After 

radiometric correction, image ortho-rectification, and filtering processing, ortho-rectified 

SAR image can be complemented with automated image identification technology to 

establish hazard change point detecting technology to quantify and assess hillslope disaster 

change’s area. 
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3. Satellite radar technology observing hillslope disaster elevation change: establish hillslope 

disaster elevation change technology such as phase comparison method and digital terrain 

subtraction method to observe and then generate digital terrain models, landslide earth 

volumes, elevation change volume, and stream-way change suitable for Taiwan to obtain 

the quantified post-disaster data. 
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Abstract 

 

Introduction 

 

This study utilized the multi-scale monitoring technology which incorporated field 

investigations to establish reliable real-time data for validating the efficiency of Shih-men 

watershed’s management project. The management project aims to reveal vegetation recovery, 

extent of soil and water conservation, and the reduction of sediment yields as well as to mitigate 

the sediment disasters and trace topological changes. The results show that all of the engineered 

watersheds have met the above expected targets and that sediment discharges are under control. 

 

Background 

 

The recent global climate change dramatically increased natural disasters. Of those, many were 

compound disasters. In northern Taiwan, Shih-men Reservoir (see fig. 1) is a critical 

infrastructure that provides potable water to resident. Shih-Men Reservoir began operation in 

June, 1964. During the flood seasons of 2001 to 2005, typhoons Toraji, Nari, Aere, Haitang, 

Matsa, Talim, and Longwang struck Taiwan and caused serious sediment disasters. Masses of 

sediment were washed into the reservoir, resulting in increased turbidity both in the reservoir 

and rivers within the watershed. This far exceeded the capacity of the Shih-Men water 

treatment plant, triggering a severe water shortage. It had tremendous impacts on the Taiwan 

public and industry. To solve this problem, Legislative Yuan passed "Special Statute for 

managing and remediating Shih-Men Reservoir watershed and its catchment area. 

 

In accordance with the “2006 to 2011 Shih-Men Reservoir Watershed and its Catchment 

Remediation Plan” relevant agencies were asked to propose multipurpose remediation plans. 

The primary goals of the proposed plans are to reduce reservoir turbidity levels, extend the life 

of the dam and improve remediation efficiency. Watershed conservation and remediation can 

be separated into two periods: The first period was implemented from 2006 to 2009 and 

primarily focused on the remediation of exposed landslide scarps and placement of check dams. 

The second period was implemented from 2009 to the current year, 2011, and was primarily 

focused on the vegetative recovery of slopes. The study aims to uses a multi-scale monitoring 

technique paired with field measurements to produce time referenced sediment migration data 

and then uses this data to validating the efficiency of Shih-men watershed’s management 

project. 
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Study Area 
 

Sule catchment is a typical remediation area. Sule River is situated in Fuxing Township of 

Taoyuan County. It intersects the Sule Bridge on Provincial Road Tai 7 Line. The watershed 

area is approximately 5.96 km2. The recent typhoons and heavy rains have caused a series of 

disasters, triggering serious sedimentation and erosion in the watercourse. Debris destroyed 

Sule Bridge, its surrounding farms, and nearby roads several times. Since 1996, the Sule 

watershed has been frequented by many typhoon rains. However, of those typhoons, three 

caused major landslide and debris flows to occur: Typhoon Aere (2004/08/23), Typhoon 

Haitang (2005/07/16) and Typhoon Matsa (2005/08/03). Rains associated with these storms 

exceeded the 24-hour rainfall of a 10-year storm in Taiwan. Rainfall patterns associated with 

typhoon Matsa were especially intense and caused rapid stream height increases and 

landsliding in the source area of the Sule catchment. These intense rainfalls also reduced shear 

strengths of soils and caused shallow slope failure in the weathered rock of the source areas 

and serious sediment disasters Rainfall associated with Typhoon Aere were also incredibly 

intense. 24 hour accumulated rainfall exceeded 1000 mm and caused the most serious damage 

to the Sule watershed. Stream banks simultaneously failed and the downstream Sule bridge 

was swept away be resulting debris flow. After Typhoon Aere, SWCB started to plan 

remediation engineering for the environmental restoration. Since 2006, and the initiation of the 

Shimen reservoir remediation plan, six separate engineering works have been completed in the 

Sule catchment. 4. The aim of the projects has been divided into two categories: Debris flow 

restoration works and debris flow re-construction works. Those works included check dam, 

river bed foundation, and riverbank retaining wall construction as well excavation of deposited 

sediments. At the same time, monitoring was performed for evaluating the remediation 

efficiency. The following section will introduce how to use multi-scale monitoring to validate 

the above. 

 

Multi-scale monitoring 

 

Multi-scale monitoring was to use in Shih-men reservoir watershed to study remediation 

efficiency and the topographical changes before and after remediation and flood seasons. This 

allows for comprehensive understanding of sediment changes and sediment yield estimation to 

quantify the remediation efficiency. This study estimated both local and overall sediment 

productions, including using erosion pin to monitor soil loss on different surfaces. Telemetry 

was complemented by airborne LiDAR to calculate failure volume and sand trapping capacity. 

High-resolution images from multiple periods were used to study the extent of surface 

vegetation to demonstrate the effectiveness of watershed remediation and restoration 
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Abstract 

 

Due to the fast plate motions, there have been frequent high seismic activities in Taiwan. 

According to historical records, the most destructive earthquakes in Taiwan were mainly 

caused by inland active faults. The Central Geological Survey (CGS) of Taiwan has been 

publishing active fault maps in Taiwan since 1998. It has 33 active faults in the 2012 active 

fault map. 

 

After the Chi-Chi earthquake, CGS launched a series of projects to investigate the details to 

better understand each active fault in Taiwan. We gathered these collected data for developing 

active fault parameters, and referred to certain experiences from Japan and United States to 

establish a methodology for earthquake probability assessment via active faults. 

 

The first step is to collect the fault parameters, which include fault geometry (length, rupture 

depth, and dip), segmentation, and slip rate. We calculated the characteristic earthquake 

magnitude of each fault by its rupture area. Empirical source scaling equations (e.g., Wells and 

Coppersmith, 1994; Yen and Ma, 2011) were used for this purpose. 

 

Every possible case considered, we needed to divide fault segment to establish a rupture model. 

A fault rupture model is a weighted combination of the rupture cases of a fault. The long-term 

slip rate data can be applied in characteristic earthquake model to obtain the recurrence interval. 

The gathered data were integrated as a fault parameter table for the following work. We 

calculated the recurrence interval of earthquake by characteristic earthquake model. Finally, 

we used appropriate “probability model” to estimate the 30-, 50- and 100-year conditional 

probability of earthquakes. 

 

Our research is to calculate the earthquake probability of the 33 active faults in Taiwan. The 

parameters of active faults are important information which can be applied in the following 

seismic hazard analysis and seismic simulation. 

 

If the parameters of an active fault are not clear when collecting data, we will suggest the 

Central Geologic Survey a more detailed investigation for this fault. We also might suggest 

that a fault with high earthquake probability should be monitored constantly and to be paid 

more attention to prevent and mitigate the earthquake disaster. 
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Abstract 

 

Debris flow hazard had been one of the major slope hazards in Taiwan, through proper risk 

management and risk governance could effectively reduce the possible losses. This study 

reviews the spatial distribution of the risk treatments conducted by government agencies in the 

past 15 years in Taiwan to identify if the villages with high debris flow risk torrents were 

properly covered. Soil and Water Conservation Bureau (SWCB) is in charge of the mitigation 

and management of debris flow hazards in Taiwan. As of 2015, there are 1,673 potential debris 

flow torrents which distributed in 684 villages around Taiwan and each torrent has been 

identified with different risk levels (high, medium, low). SWCB has the responsibility to assist 

the local governments to prevent debris flow hazards by conducting the risk treatments in 

advance. 

 

Risk is the probability of harmful consequences or expected losses resulting from a given 

hazard to a given element at danger or peril over a specified time period. In Taiwan, the risk 

level of enlisted potential debris flow torrents is based on the product of potential degree and 

protected object degree. The analysis procedure was modified by SWCB and published in 

2013. When SWCB went public the information of potential debris flow torrents, the risk 

classification of each torrent (high, medium, low) were also provided. Of the 1,673 torrents, 

485 were classified as high risk, 474 are medium risk, and 714 are low or no risk. 278 villages 

held at least one high risk torrent, and 406 held only none-high risk (medium or low) torrents. 

 

In this paper, we focus on the debris flow risk governance during the preparedness stage, which 

reflects the degree of risk awareness before the onset of the hazard. The four risk treatments 

include: 

 

(1) Debris flow prevention and evacuation drill (2,160 counts between 2004 and 2014); 

 

(2) Debris flow education and publicity (675 counts between 2000 and 2014); 

 

(3) Debris flow disaster resistant community (445 counts between 2007 and 2014); 
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(4) Debris flow volunteer specialists (1,004 qualified specialists as of 2014). 

 

It could be assumed that the more items or more frequent the treatments were conducted within 

the village, usually represented the higher degree of risk awareness to the inhabitants, and 

would reduce hazard losses. 

 

Of the 278 villages holding high risk torrent, 14 did not hold any education and publicity, 83 

had never held any evacuation drill, 53 were not yet becoming disaster resistant community, 

49 had no qualified volunteer specialists. In total, 2 villages did not hold any of the 4 types of 

risk treatments. 

 

Agencies could easily understand and monitor the completeness of debris flow risk treatments 

within each village, thus could screened out those required more attention and adjust the 

resources to speed them up. For those villages occupy too much resources, some should be 

release to those urgently needed, thus could better distribute the most needed mitigation efforts 

to those in need, and to reach the most cost-benefit value. 
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Abstract 

 

Due to the rapidly increasing popularity of mobile devices and cloud services, the trend toward 

web service utilization has recently become widely adopted in many spatial information 

applications. Within the great variety of spatial information, transportation data are very 

relevant to our everyday lives. In addition, transportation data are required by many and have 

plenty of location-based useful information. Through the frequent usages of GPS, tracking, and 

navigation functions on mobile devices, spatial data based applications have acquired a great 

deal of attention across governments and enterprises. There are numerous convenient 

applications now becoming accessible online continuously. Transportation mobile applications 

are also growing fast in the smartphone app stores. 

 

Along with the global evolution in increasing public resources on social activities, promotion 

of government open data has become a mainstream policy in almost every developed country, 

and has achieved several significant accomplishments. According to the Open Data Index 

evaluation by Open Knowledge Foundation at United Kingdom in 2015, Taiwan has jumped 

to the top level globally. There is a multitude of open data, especially the real-time and practical 

information, provided by Taiwanese government. Therefore, this article attempted to use the 

TGOS SOA services and Open Data as data sources, combining GPS function of mobile 

devices to develop a basic LBS application. The application focuses on transportation 

information, to provide easy, speedy, and integrated information services. 

 

This article selects public transportation systems around Taipei as a case study, choosing 

several common query functions to develop a server-side service system for essential 

information, such as route, schedule, ticket and position information of Taiwan High Speed 

Rail, Taiwan Railways, Taipei Metro System, as well as Taipei Joint Bus System. In the 

meantime, this study developed a client-side query system for Android phones as well. 

Furthermore, this study expected to raise transportation efficiency, and advance toward the 

objectives of energy conservation and reduced carbon dioxide emission. 
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Abstract 

 

Soil and Water Conservation Bureau(SWCB), as the authority for Taiwan soil and water 

conservation as well as slopeland management, has been collecting hundreds of terabytes of 

data such as satellite and aerial images, field investigation data, geographic data and sensors 

data since the 1990’s. Faced with increasing data issues, SWCB began to establish their 

geospatial data warehouse in 2005 by using RDBMS and upgraded gradually over the decade. 

A central database management mechanism has been made to solve the storage problem. 

However, data usage in SWCB is still a hard issue when one needs to integrate or fuse various 

data together to support decision making because of no common vocabularies, standards and 

data catalog. 

 

With deep research and lessons learnt from trench in the decade, SWCB has found the most 

essential problem with its channel of data usage is lack of data governance policy, which led 

SWCB to reform their data policy in 2016. Although SWCB is still developing its data policy, 

the principles of SWCB’s data policy has been addressed, which are: data as asset, data is 

shared, data is accessible, data is secured, data trustee, data vocabulary and standards, etc,. 

 

Data, whether geospatial or not, should be seen as national assets. Therefore, data should be 

managed as an asset. The dataset manager should oversee and audit the status of data during 

its life cycle. The dataset manager needs to define what activities should be done at each life 

cycle phase. 

 

SWCB is defining its own data lifecycle phases, which are define-inventory-obtain-access-

maintain-evaluate-reserve. In the context of data assets, a data asset management mechanism 

is coming up which covers every data life cycle phase will ensuring data can be overseen under 

a pre-defined quality control before use. SWCB’s data policy is independent from technologies 

due to its universality and generality and will be a good role model to other authorities who is 

lack of data policy. 
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Abstract 

 

Meter-level resolution Digital Elevation Models (DEMs) have become widely available since 

airborne LiDAR systems are popular. Although displaying high-resolution DEMs with stereo 

viewing screen allows us to realistically experience the topographic changes, it is difficult to 

overlay or inter-analyze with other thematic maps. This study devotes to the theory of deriving 

topographic parameters from high-resolution DEMs and the visualization of the parameters as 

raster maps, such as hillshade maps, slope maps, aspect maps, openness maps and multi-

directional hillshade maps and so on. These maps enable users to observe topographic features 

with two-dimensional maps. For demonstration, maps of some example topographic 

parameters are generated with the Global Mapper. The characteristics and advantages of each 

topographic parameter will be analyzed through a visual investigation of the maps. The tint 

scheme and color continuity of multiple frames will be discussed as well. The combination of 

multiple topographic parameters into a map will also be assessed to display topographic 

information, which meets the requirements of some particular applications. This study is 

expected to be useful for a variety of applications of high-resolution DEMs.  
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Abstract 

During typhoon approaching Taiwan, it tends to bring the threat of heavy rains and results in 

flood inundation and other compounded disasters in lowlands. Real time observations and 

forecasts are helpful to make appropriate decisions for disaster reduction and response under 

changing conditions. However, the procedures of data collection and model simulation are 

complicated and time-consuming to complete the task. Establishing an instantaneous and 

effective flood warning system becomes a vital issue. An operational information platform is 

developed in this study by linking various datasets with numerical models for flood inundation 

forecasting. 

 

The framework of platform can be sketched as a process flow with four components, including 

data, model, display, and management. Data integration, model computing, data visualization, 

and task application are the major functions supported by cyberinfrastructure with high 

performance computing and high capacity data storage. Through adopting a common exchange 

mechanism, data from a variety of sources can be transferred and stored in the platform. For a 

flood inundation model, rainfall is one of the most important factors. Therefore, this operational 

platform regularly gathers the latest precipitation forecasts as input data over the internet. If 

the precipitation reaches a given threshold, numerical model will be executed to simulate the 

pluvial flood inundation for the next few hours. Then the simulation results containing the 

inundation extent and depth are converted into maps. The spatiotemporal changes of rainfall 

and flood inundation can be displayed and browsed through visualization tools. The whole 

process of inundation forecasting can be conducted at operational platform periodically and 

automatically. In addition, inundation maps can be overlaid with other spatial data, such as 

demographics, pump location, and transportation network. These data analysis and applications 

will assist decision maker in disaster assessment and resource allocation. 

 

Based on actual examination, a lot of time and manpower can be saved by the utilization of 

high performance information platform. Thus, instant disaster warning information can be 

provided and a real-time decision can be made. Furthermore, because the observational, 

forecasting, and simulated data are all stored in the platform, it is simple and useful to make a 

comparison between different circumstances. For example, a comparative analysis between 

archived pre-warning data and real disaster situation can help to improve future disaster 

prevention strategies. 
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Abstract 

 

In last decade, several large-scale earthquakes have struck major population areas and caused 

heavy casualties and losses in many countries. Therefore, to understand the impact and disaster 

scenarios of assumed large-scale earthquakes to urban areas becomes an urgent and crucial task 

to the central and local governments of Taiwan. The purpose of this research is to develop an 

integrated research and application platform, Taiwan Earthquake Impact Research and 

Information Application (TERIA), which is established to evaluate the impact scenario of 

earthquakes to the metropolitans in Taiwan. Using TERIA platform in this study, the post-

earthquake scenario analysis focused on power system as examples.  Incorporated with 

geographic information system (GIS) analysis in 500m×500m grids, the characters of ground 

shaking and liquefaction for whole area are provided.  To conclude with it, the objective of this 

unique platform is to furnish a comprehensive impact and damage scenario to fulfil the 

necessary data for planning disaster mitigation strategies and preparedness actions that make 

the cities in Taiwan more resilient to earthquakes. 
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Abstract 

 

Historically business enterprises have been gathering data as part of their “business as usual” 

operations. The evolution of the digital era has both enhanced this capability and increased the 

rate at which data is collected at unprecedented levels. The parallel evolution of spatially 

enabled data, data analytics and the visualisation of data presents opportunities to analyse 

spatial-temporal databases to a degree never before available. This ability provides the 

opportunity to incorporate the results of this analysis into corporate planning processes, policy 

and strategy development and risk identification and mitigation.  However, this new capability 

may also identify deficiencies in historically utilised databases which have led to poor decision 

making and setting of policy and strategy that has unknowingly limited business performance, 

misdirected capital investment and impacted resource utilisation. 

 

This paper will address these issues by understanding of the concept of “concurrency” in 

database visualisation via a spatially enabled decision support tool developed by the Centre for 

Disaster Management and Public Safety (CDMPS), the University of Melbourne. A specific 

case study is performed to analyse historic incidents and explore response capacities across 

Victoria. A snapshot of emergency management data has been subjected to data cleaning, 

aggregation and harmonisation processes to support our proposed spatial-temporal 

concurrency analysis methodology. The output identifies key components such as demands 

and supplies. Each of these components can be investigated at various temporal granularity 

levels such as daily, monthly and yearly. Besides statistics, the developed tool can also 

interactively manipulate the results on a 4D visualisation engine by using dynamic demand-

supply heat maps and spider webs that precisely describe the concurrent characteristics. The 

developed system helps decision makers better understand when and where demands are 

trigged and how supplies are distributed in busy seasons and eventually identify research 

priority needs to enhance their workforce planning capability. 
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Abstract 

 

Emergency Alerts and Warnings are one of the primary duties of any public or private 

broadcaster or service provider alike: to warn the public of impending danger. Emergency 

alerts may be issued for typhoon warnings, severe thunderstorms, flooding, but also security 

hazards or hostile acts. 

 

Distribution of Emergency Alert Warnings should use international standardized and widely 

adopted protocols to ensure compatibility with all types of devices and even reach visitors from 

foreign countries. This paper discusses the TPEG application ‘Emergency Alerts and 

Warnings’ (TPEG2-EAW), which is currently under development within TISA. Coming from 

the traffic & travel information realm, TPEG is a truly interoperable and worldwide adopted 

protocol, which offers significant benefits in the context of emergency alert warnings. TPEG2-

EAW intends to provide a simple, but general message format for sending all kinds of hazard 

or emergency alerts or public warnings to different types of devices. The objective of TPEG2-

EAW is the consistent dissemination of warning messages, countrywide, or by means of the 

embedded location referencing methods restricted to a hotspot or a geographical region. 

 

TISA development of TPEG2-EAW targets an efficient, yet universally applicable warning 

application to provide a simple, extensible format for digital representation of warning 

messages and notifications. 
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Abstract 

 

Over the past few years, several technologies, notably Cloud Computing, Volunteered 

Geographic Information (VGI), Free and Open Source Software (FOSS), Internet of Things 

(IoT) and Linked Data, have emerged. Such technologies have great potential in supporting 

wider adoption of SDIs. Coupled with maturing industry web services such as Web Map 

Service (WMS) and Web Feature Service (WFS), there could be no better time that African 

countries can to quicken development of their SDIs by adopting the new technologies. 

 

This paper investigates the potential of emerging technologies that can support development of 

SDIs, through a simple geospatial application based on Google Cloud Services (GCS). Despite 

the availability of cloud services such as Amazon Web Services Elastic Compute (AWS EC2) 

and Microsoft Azure Engine, we chose GCS as the development platform. 

 

GCS is an attractive option for several reasons. First, it is a flexible and powerful cloud 

platform, providing services such as Google Compute Engine (GCE), Google Container 

Engine (GKE) and Google App Engine (GAE). Secondly, GCS is still relatively new and 

therefore little geospatial research has been carried out. More importantly, our application can 

take advantage of Google’s vast cloud infrastructure, including GAE (a PaaS cloud) and 

versatile authentication and authorisation framework. PaaS clouds can be used to extend SDIs 

by providing geoprocessing services based on tools such as Web Processing Service (WPS). 

 

We specifically use GKE, IaaS cloud, to showcase several technology trends. The Kenya 

Certificate of Primary Education (KCPE) results of 2015, together with school mapping data 

of 2007, are used in the study. We obtain shapefiles of Kenya’s key administrative boundaries 

from the Independent and Electoral and Boundaries Commission (IEBC). Using 

PostgreSQL/PostGIS DBMS, we carry out several operations and spatial analysis typically 

common in SDIs. 

 

The technologies and services showcased through our application include GCS, OGC Web 

Services, FOSS, Open Layers, Linux, Docker Containers and Kubernetes. We demonstrate the 

huge potential of new technologies in supporting development of SDIs. We further show that 

highly scalable geospatial services can be deployed in the cloud, greatly improving the 

reliability and performance of SDIs. The spatial analysis carried out may be of interest to 

practitioners in the education sector, who may adapt the system for their use. 
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Abstract 

 

Spatial data infrastructures (SDIs) are fundamental to enabling informed decision-making 

across a variety of industries and sectors but has primary relevance for managing land and land-

related resources. Given the primacy of cities in meeting future sustainable development goals, 

SDIs are increasingly prominent in supporting the identification and management of urban-

related issues such as water, energy, infrastructure and transportation, but also in the 

implementation and governance of urban policies aiming to deliver economic impact, social 

equity, housing, accessibility of public spaces and public safety. 

 

This paper describes a new research initiative funded by the Australian Research Council that 

will see the development of an SDI to support urban analytics and urban research capabilities 

focused on Australian cities. This is a timely development for Australia, which is not only one 

of the most urbanised countries in the world, but is also witnessing high levels of growth rates 

in its urban areas uncommon in western developed countries. The Urban Analytics Data 

Infrastructure (UADI) intends to support multi-disciplinary, cross-jurisdiction, national-level 

analytics and through the design of its architecture, seeks to provide the urban research 

community with a digital infrastructure that responds to current challenges related to data 

access, sharing and application. Importantly, the UADI will build on significant existing urban 

research infrastructure, specifically the Australian Urban Research Information Network and 

its nationally federated Data Hubs. This is both critical and core SDI development for Australia, 

and will advance governments, industry and academia in undertaking more advanced data-

driven modelling to support sustainable development in Australia’s cities. 
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Abstract 

 

Smart city aims to improve lives of its residents, create more opportunities, and build stronger 

communities. Spatial Data Infrastructure (SDI), as a framework to promote geospatial data 

sharing and consumption, will be one of core foundations to achieve the vision. 

 

With the increasing ubiquity of mobile devices and the connection, the public becomes more 

connected and accessible. This trend provides the government an opportunity to not only offer 

user-centric service anytime and anywhere, but also enrich its data via crowdsourcing and in 

return to be able to enable data-rich and analytics-based services to the public. In addition, with 

the evolvement of technologies, the government can deliver reliable and authoritative services 

despite the development budget is often under pressure. 

 

In this paper, we present the effort from Singapore Land Authority (SLA) on developing SDI 

for the smart homeland by means of a spatially enabled open platform to serve the public in a 

comprehensive and collaborative manner from the aspects of data and services, technology and 

development approach. 

 

The platform enables new ways of data creation via multiple directions, namely, government 

to residents, residents to government, and residents to residents, for example, leveraging 

crowdsourcing to chronicle Singapore’s history. Our platform also offers special data and 

location-based services in Singapore local context. 

 

We choose open source to implement the platform and host it in the cloud environment. The 

full open source stack consisting of Leaflet, MapBox, CartoDB, and MongoDB increases the 

collaboration opportunities with the larger developer communities. The cloud computing 

technology saves us the operating cost and eases the scalability issue. 

 

Being aligned with Singapore government’s direction on building in-house capabilities 

direction, our platform is developed in house with a team of application specialists. This in-

house development approach supports the agile project methodology to improve the 

responsiveness to changes and reduce the time to market. Moreover, the specialists strengthen 

their geospatial capacities and competencies, and this can ensure the sustainable manpower 

growth needed for a continuous development of SDI for smart homeland. 
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Abstract 

 

In recent years, an emerging trend in information community is the growing use of web 

applications to collect and share geographic information. Such initiatives have reduced the 

inaccessibility of geodata. Collaborative mapping platforms such as OpenStreetMap (OSM) 

have become important sources of geodata and potentially complementary for any Spatial Data 

Infrastructure initiatives. However, as volunteered geodata were generated from people with 

various skill levels, quality issues such missing details and incomplete content are inevitable 

in this approach. 

 

In this study, we assessed the completeness and the geometric accuracy of OSM building 

footprints in two major metropolitan areas of Taiwan: Taipei City and Taichung City. We 

compared OSM quality with a reference dataset from authority. The completeness assessment 

was computed in different scales by computing the total number and the total area. The 

assessment shows mixed results. The completeness of total area (CArea) is 17.4% in Taipei 

and 12.8% in Taichung respectively. The highest complete location is Central district of 

Taichung (CArea = 74.3%). Generally, the central business districts have higher completeness 

than the low-density areas. The consistency of the completeness is a significant issue in two 

cities. An interesting finding is that the resolution of OSM building footprints in several 

districts of Taichung is higher than the reference dataset. 

 

Then, we used an overlap method to identify OSM building footprints corresponding with the 

reference dataset. The completeness (Coverlap) in Taipei reaches 86.1%. 100 corresponding 

buildings with a 1:1 relation to the reference building were sampled randomly to measure the 

geometric accuracy. Using a turning function, the geometric accuracy assessment identifies 

that 10% is very similar to the reference building yet 12% is very dissimilar. The result also 

showed that the number of vertices in OSM building footprints is only 35% as compared with 

the reference dataset. Thus, we conclude the authoritative data is more complex in building 

representation. 

 

Furthermore, as the Taiwanese OSM community intended to tag the building footprint for 

evacuation, we tried to identify the completeness of evacuation building in the two cities. The 

result shows that 47.1% of evacuation building can be identified on OSM. 

 

These results indicate that the completeness of OSM building footprints is not consistent, and 

the OSM building representation is not as complex as the reference dataset. Nevertheless, the 



  49 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

OSM building footprints in high resolution show a great potential and better completeness for 

use, particularly in a scenario of disaster management. We also found that the high-resolution 

footprints are due to the promotion of the university education. Such action would improve 

OSM as a better source for a large-scale SDI platform and enabling a resilient society. 
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Abstract 

 

OpenStreetMap fits well with the trends of government open data and citizen participation. 

Unfortunately, even with the advancement of Free Sofware editors such as josm and iD, the 

entrance barrier to OSM editing contributions is still considerably higher than that to wikipedia 

contributions for example. In OSM, area- and street-information can be relatively complete in 

many cities, but POI information is usually quite sparse even in big cities. Yet governments, 

businesses, residents, tourists, and mobile app developers would all benefit from a more 

comprehensive coverage of such POI information. 

 

Of the three types of elements in OSM, if we focus on nodes alone and ignore ways and 

relations, the complexity of editing activities can be reduced significantly. Apart from the 

coordinates, only tags ("amenity", "leisure", etc.) need to be edited. Tag editing of many nodes 

can be conducted in a spreadsheet instead of in map-editing software. The former is obviously 

more manageable to the untrained person. 

 

Therefore, the idea is to complement traditional mapping parties with the following process: 

 

1. creating densely populated and minimally tagged POI's, 

2. exporting all existing POI's of an area from OSM into an online spreadsheet, 

3. having a group of untrained people edit the sheet collaboratively to add more tags, and 

4. importing the POI's from the spreadsheet back to OSM.  

 

Ethercalc, the Free Software collaborative online spreadsheet, meets the editing requirements 

nicely. It provides csv export as an additional URL postfixed with ".csv" from the original 

spreadsheet URL. To provide visual feedbacks to the participants while the spreadsheet is still 

actively edited and not yet imported back to OSM, we develop a web app ChorusMap using 

the leaflet javascript library. ChorusMap can be run directly in the browser. It simply displays 

the OpenStreetMap background along with nodes aggregated from various geojson and/or csv 

files, each specified as a remote URL. It can be used for other kinds of map editing tasks 

requiring collaboration as well. 

 

We plan to test and streamline this process. With this significant reduction in participant 

training, hopefully we can help the OSM project grow stronger by "thickenening" the long tail 

of the editing contribution. 
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Abstract 

 

A common notion is that the governance and performance of spatial data infrastructures (SDI) 

and Electronic Government (eGov) are closely interlinked.  However, in practice this notion 

does not hold. We test why this is so, using the empirical context of a developing country, 

Pakistan. The main question is thus to which extent are eGov and SDI implementation 

strategies are re-enforcing or obstructing each other.  The present research makes use of 

congruency theory. The basic tenets of congruency theory are that governments perform well 

(1) to the extent the authority patterns are congruent (2) with the authority patterns of other 

units of society, and if those patterns exhibit balanced disparities (3).  Each of these aspects 

can be further detailed with several descriptive and normative aspects. In this article the theory 

is applied to evaluate past and current activities in eGov and SDI in Pakistan and to assess the 

degree of congruence between the two.  Proxies of authority patterns include adjacency, 

contingency, and proximity.  The assumption is that if all authority proxies of both eGov and 

SDI are high then the authority patterns are considered congruent with each other. Performance 

is evaluated based on durability, civil order, legitimacy and decisional efficacy. If all these 

proxies are high, then performance is high. If both authority patterns in eGov and SDI are high 

and performance of both SDI and eGov is high than both are congruent.  If any of the proxies 

are not congruent than this is probably the reason for low performance. Finally, balanced 

disparities are evaluated using mimetic, coercive and normative isomorphism. If the 

organization of eGov and SDI implementation is largely isomorphic in all these aspects than 

the disparities are considered balanced.  The proxies were evaluated for Pakistan for the period 

2010-2016 based on personal communication and experience on the one hand and documentary 

evidence on the other hand. The degree of congruency was inferred and interpreted 

qualitatively.  Initial results suggest that there appears some degree of congruency, but based 

on the comparison of the proxies for durability and legitimacy there are also considerable 

differences.  Finally, the degree of isomorphism is only partial. In particular, mimetic 

isomorphism is low, indicating limited crossovers between the two communities. This implies 

only partial congruence.  The conclusion is that whilst many of the objectives of eGov and SDI 

in Pakistan are similar, in the process of implementation they are currently insufficiently 

reinforcing each other. One of the main reasons is that unlike the eGov projects the SDI 

objectives and policies are insufficiently embedded in public awareness campaigns and 

implementation by multiple public organizations. This affects public legitimacy.    
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Abstract 

 

Over 80% of the 50 fragile states identified by OECD in 2015 are rich in one or more extractive 

resources of global economic importance. If managed sustainably, these natural assets could 

fundamentally contribute to peacebuilding and statebuilding, and be the foundation for 

economic growth and diversification as well as longer term sustainable development. While 

the potential benefits to fragile states are large, so are the risks. If extractive resources are not 

developed with the correct mix of rules, institutions and governance safeguards in place, they 

will likely contribute to the onset of the resource curse – a combination of negative 

development outcomes, poor economic performance, rent seeking, social conflict and large 

scale environmental degradation. 

 

One of the critical success factors in transforming the economic and social potential of 

extractive resources into tangible development outcomes is access to authoritative information 

by all stakeholders. Access to information both sharps and informs dialogue and decision 

making processes among stakeholders and is critical towards understanding how the myriad of 

benefits and risks can be shared in an equitable manner. However, in many fragile states, 

authoritative information itself is a scarce resource, with massive information asymmetries 

among stakeholders. 

 

The on-going transparency revolution in the extractive sector, through initiatives such as the 

Extractive Industries Transparency Initiative, is a critical step forward in terms of providing all 

stakeholders transparent access to information in the extractives sectors. While the initial focus 

has been on financial and contractual aspects, stakeholders are now demanding access to 

further information on social and environmental risks and benefits. They are also requiring data 

in the extractives sector to be published in an open data format to promote accessibility, 

analysis and visualization. A third trend is the disaggregation of data from the national to the 

local level, combined with heighted transparency around contractual compliance and 

performance at the site level. 

 

To enable this broader movement towards full transparency of revenues, risks and benefits 

across the entire extractive industry value chain, one of the most immediate needs is 

georeferenced information on extractive concession boundaries, the location of specific 

operations, production information and beneficial ownership. The possibility to overlay this 
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information with other contextual data (e.g., environment, socio-economic, conflict-related) 

can facilitate improved identification of potential social and environment risks and benefits, 

while also offering opportunities for improved spatial planning and connecting extractive 

infrastructure and services to the broader economy. 

 

In this paper, we will describe how new trends and technical innovations linked to 

transparency, open data and spatial data infrastructures are being combined and leveraged to 

support improved access to authoritative information in the extractive sector in DR Congo. We 

will explore both the technical as well as the political and governance challenges faced and 

how these can be tackled. This will be done using the experience gained by the authors in the 

design and implementation of a new Open Data Platform for the Extractive Sector called MAP-

X (Mapping and Assessing the Performance of eXtractive Industries). 
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Abstract 

The development of SDI in Indonesia was started more than 20 years ago. It was initially 

named the National GIS initiative, although what was meant was SDI. Only recently SDI has 

gained more attention both from central government and local governments.  The enactment 

of the Law on Geospatial Information (4/2011) was a milestone that significantly sped up 

geospatial information development. The law strengthened the previous legal umbrella of the 

Presidential decree 85/2007 on the National Spatial Data Network. After the enactment of the 

law, the presidential decree was revised in the Presidential Decree of 27/2014 on National 

Geospatial Information Network. In it, the number of government agencies who were 

mandated to develop SDI was expanded from 14 central government agencies/ministries to the 

whole of central government agencies/ministries and all level of local governments. Before 

the issuance of the Presidential Decree 27/2014, development of local government SDI was 

voluntary. In effect, only a small number of local governments built local SDI and less than 

10% of local government could join the national geoportal. 

 

Assessment of SDI readiness in Indonesian local government was based on five pillars stated 

in the Law of Geospatial Information as well as in the Presidential Decree 27/2014. They 

consist of the following elements: policy, institutional arrangement, human resources, 

technology, and standards. For this research, these five pillars were regrouped into four 

aspects: policy and regulation, institutional arrangement, human resources, technology and 

standards, and added with geospatial data aspect. A questionnaire was then developed and 

distributed to the Local Development Planning Agency (LDPA) in all local governments. The 

questionnaires were sent to 510 districts and cities which resulted in 155 responses coming 

from 33 out of 34 provinces in Indonesia. Of the 155 responses, they come from 120 districts 

and 35 cities. The SDI readiness index was developed by assigning appropriate scores to the 

responses in each question. 

 

From the calculation of the SDI readiness index, the average score was 32.39, the highest was 

84.11, and the lowest was 3.74. The average score for districts and cities was 36.66 and 31.14, 

respectively. Cities’ SDI readiness index was higher in all aspects compared to that of districts. 

Only 17% of the cities has readiness index above 50, while for the districts only 9%. Among 

the five aspects investigated, the availability and management of geospatial data obtained the 

highest score followed by technology, human resources, policy, and institutional arrangement, 

with the following score of 58.49, 28.03, 26.54, 23.84, and 23.00, respectively. To accelerate 

and sustain the development of local SDI, attention need to be put on the two lowest aspects 

as they form the foundation of local SDI. This first comprehensive national survey could 

portray SDI readiness in Indonesian local governments. Although there was significant 

development in the last few years, the SDI development in Indonesian local government still 

faces difficult challenges ahead. 
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Abstract 

 

In recent years, many resources have been invested in public transportation development in 

Taiwan. Although the Ratio of the Users of Public Transport has increased significantly, the 

pace of growth has already started to slow down. Thus, all levels of the governments are 

attempting to boost the ratio of the users of public transport by planning new transit service 

routes with potential. Due to the limitations of forecasts derived from conventional 

transportation demand data, some local and foreign scholars and research organizations have 

employed the service population indicator to plan transit service routes. 

 

In this study, we utilize a variety of geospatial data, such as village and street number diagrams 

from the Taiwan Geospatial One-Stop Portal, created by the Information Center, Ministry of 

the Interior; the Household Registration Statistics database; the Bus Dynamic Information 

System implemented by the Directorate General of Highways, Ministry of Transportation and 

Communications (MOTC); and other big data sources such as income and land use data. This 

will enable government transportation agencies to assess the benefits of new transit routes using 

transportation demand data and the service population indicator. 

 

Based on this analysis, highway authorities can perform objective assessments to quickly 

determine if the public transit service in a particular area is adequate. This helps remove the 

administrative blind spots caused by the necessity to employ rules of thumb in the past due to 

the lack of relevant information, thus making the supply of public transportation services better 

able to meet the needs of local residents. The analysis will improve the administrative 

capability of the highway authorities to properly allocate resources for transportation services. 
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Abstract 

 

People are paying more and more attention to the use of Spherical Panorama Images (SPIs) for 

many applications. To apply SPIs in photogrammetric application such as bundle adjustment 

or land mapping like frame images do, conjugate points matching and the relative relationship 

between SPIs are important issues. 

 

Through observing the moving pattern of feature points, the relative positions and orientation 

between camera stations may be solved. In this study, there are three test cases using Ladybug 

5 system developed by Point Grey including camera movement, self-rotation and oblique. 

Image features are extracted and matched by Speed-Up Robust Features (SURF) algorithm 

(Bay, 2008), and the concept of Random Sample Consensus (RANSAC) is applied to improve 

the accuracy of conjugate feature points matching. Although RANSAC general model is not 

well enough to detect the features on spherical panorama images, we proposed a method using 

Essential Matrix model to improve this deficiency. 

 

Once the conjugate points are found, the relationship between image stations can be explained 

by Essential matrix base on the coplanar condition and SVD decomposition. From the 

estimation of Essential Matrix, the rotation and translation parts can be extracted up to scale. 

Similar to that of frame camera, there are four possible solutions, the angle between two image 

stations is used to judge the correct solution. 

 

The results show that the quantity and quality of corresponding pairs influences the accuracy 

of the relative positions and orientations between two images. Although the error matching pair 

can be found and removed by RANSAC, the distortion come with projection still make trouble 

for SURF algorithm. A suitable way is that apply matching not on the plane image to improve 

quality of corresponding pairs. 

  



  57 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

 

Change detection through object-based analysis on UAV-derived 

orthoimages and digital surface models 
 

Yu-Ching Lin1, Hung Wei Pan2, Ming-Da Tsai3 

 

Environmental Information and Engineering Department, Chung Cheng Institute of 

Technology, National Defense University, Taiwan 

 
1yuching.ncl@gmail.com, 2sidpan1995@gmail.com, 3scott.tasi@gmail.com 

 

Keywords: geospatial data, UAV, orthoimage 

 

Abstract 

  

Unmanned Aerial Vehicle (UAV) attached with a non-metric camera is becoming a popular 

platform for acquisition of aerial images. It allows users to readily acquire geospatial data, with 

low cost. With rapid development of computer science and photogrammetry, generation of 

digital surface models, orthoimage, and 3D, color point clouds become an automatic process. 

Some commercial software, such as Agisoft Photoscan or Pix4Dmapper, enable users to 

rapidly produce these UAV-derived products, without geomatics background needed. 

However, how to use the UAV-derived geospatial data to effectively investigate the change of 

the Earth surface over time is of importance. Extracting useful information from low-cost 

geospatial data would further extend the advantages of employing UAV. This study makes 

good use of UAV-derived orthoimage and digital surface models (DSM) to identify where the 

change of the earth surface has occurred and the magnitude. A set of orthoimages and DSMs 

are considered to be historical data, which are produced through standard photogrammetric 

procedures. The Ground Sampling Distance (GSD) for UAV-derived orthoimage and historical 

orthoimages is 13 cm and 25 cm; the grid size for UAV-derived DSM and historical DSM is 

25 cm and 2 m. 

 

An object-oriented analysis is a popular method for digital image classification. The technique 

of image segmentation is employed to convert an image into multiple objects. In this study, we 

assign different weights to the orthoimages and the difference of the DSMs over time for the 

segmentation process. Such a strategy helps rapidly identify significant changes to the earth. 

In addition, the magnitude of the change is estimated. 

  



  58 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

Landslide warning using ensemble precipitation forecasting 
 

Yong-Jun Lin1, Hsiang-Kuan Chang2, Jihn-Sung Lai3, Rong-Kang Shang4 

 
1,2,3 Center for Weather Climate and Disaster Research, National Taiwan University, Taiwan 

3 Hydrotech Research Institute, National Taiwan University, Taiwan 
4 National Center for High-performance Computing, Taiwan 

 
1vovman@gmail.com, 2d95622002@ntu.edu.tw, 3*jslai525@gmail.com, 

3jslai525@ntu.edu.tw, 4rkshang@gmail.com 

 

Keywords: landslide, warning, ensemble precipitation 

 

Abstract 

 

Typhoon Soudelor (August, 2015) stroke southern New Taipei City, Taiwan. It brought huge 

damages to Xindian District and Wulai District, and those damages including 7 large 

landslides, blockages to access roads, and strands of hundreds of residents. The main reasons 

of landslide due to the high intensity rain brought by Typhoon Soudelor. The rain gauges near 

the sites of landslides recorded the maximum hourly rainfall of 70 (mm) and the accumulative 

rainfall is 500-800 (mm). The largest area of the above-mentioned landslide is 9.7 ha.  

 

According to the study conducted (Cheng et. al, 2014), the average 3hr-rainfall intensity and 

24hr-accumulative-rainfall can be used for indicators for the rainfall threshold of triggering 

landslide. Based on the historical landslide events, three rainfall thresholds of triggering 

landslide can be found for probability of 30%, 60%, and 90% respectively. Using the rainfall 

data of Typhoon Soudelor, it is found that the rainfall recording in gauges located very near 

the line of probability of 90%. The average 3hr-rainfall intensity of 70 (mm/hr) and 24hr-

accumulative-rainfall of 700 (mm) are used for probability of 90%. As for probability of 30%, 

the 3hr-rainfall intensity is 30 (mm/hr) and 24hr-accumulative-rainfall is 300 (mm). As for 

probability of 60%, the 3hr-rainfall intensity is 50 (mm/hr) and 24hr-accumulative-rainfall is 

500 (mm).  

 

This study adopted ensemble precipitation forecast for landslide warning which is provided by 

Taiwan Typhoon and Flood Research Institute (TTFRI). The precipitation ensemble forecast 

is the product of Taiwan Cooperative Precipitation Ensemble Forecast Experiment (TAPEX). 

There are 22 members of dynamic models which are provided by different institutions in 

Taiwan. A case study of Typhoon Dujuan (September, 2015) is shown. Thus, a real-time 

landslide warning using ensemble precipitation forecasting is established.  
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Abstract 

 

In recent years, the Internet of Things (IoT) has attracted attention from many domains. Various 

automatic and efficient IoT applications are envisioned, such as smart energy management 

system, smart home, smart logistics. While the IoT connects uniquely identifiable objects to 

the Internet, users can remotely access the sensing and tasking capabilities of IoT devices. The 

sensing capability allows users to monitor device status and surrounding environmental 

properties. And the tasking capability allows users to remotely control IoT devices. 

 

However, different manufacturers produce IoT products with different proprietary protocols. 

This heterogeneity issue prevents users from accessing different IoT devices with a uniform 

communication protocol. To address the heterogeneity issue, interoperable IoT standards 

should be applied. While there have been standards designed for IoT web services (e.g., OGC 

SensorThings API) and local communication platforms (e.g., 6LoWPAN, ZigBee, LoRA), a 

standard-based end-to-end procedure of deploying and configuring IoT devices is currently 

missing. 

 

Therefore, to achieve the IoT plug-and-play vision, this research first proposes an IoT 

capability file that can describe the sensing and tasking capabilities of an IoT device, and then 

designs an automatic registration procedure allowing an IoT device to automatically advertise 

its capabilities to an IoT web service. 

 

In general, this research focus on defining the communication between IoT devices and a smart 

gateway that can detect new devices in local networks, understand the capability file, and 

communicate with web services and devices. To prove the concept, an agriculture monitoring 

application is designed and developed to monitor in-filed environmental data. 
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Abstract 

 

Why land administration is strategically important and challenging especially for developing 

countries such as Pakistan, what exactly are the barriers and how geospatial technologies, 

literature as well as best practices related to land administration can help to break the barriers? 

To address these questions, this paper investigates land administration in the country to identify 

barriers and their nature such as policy, legal, economic, political, institutional and technical 

that are being faced at various levels of governments from national to provincial. We make use 

of questionnaire and semi structured interviews of the experts involved in land administration 

as instrument to collect and validate data in addition to study the latest reports by World Bank, 

US-Aid, UNDP-Pakistan, Asian Development Bank and FAO etc. We then critically review 

relevant literature to determine the existence of the identified barriers and their frequency of 

occurrence in other countries as well. This helps to discover gap between theory theories and 

practices. The literature review coupled with study of best practices is benefited to gain 

knowledge about resolution of the issues. Finally, the paper presents recommendations to be 

adopted by Government of Pakistan to implement successful land administration and 

management system in the country. The paper finds that although Government of Pakistan has 

vision to setup the state of the art system for land administration in the country but still it is far 

away from the reality. The paper concludes that sustainable development and poverty 

alleviation is just a dream without an effective, efficient and fit for purpose Land 

Administration System (LAS). 
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Abstract 

 

Urban area is a complex eco-environment involving a variety of anthropogenic activities. Its 

sustainable development is affected by many factors, such as topographical appearance, hydro-

meteorological environment, and social economics. Due to urban sprawl and less vegetation, 

urban areas often exhibit higher thermal signatures than less disturbed rural areas. Thermal 

signatures represent the thermal status resulting from energy balance at land-air interface. In 

this study, Land Surface Temperatures (LSTs) are retrieved from Landsat TM, ETM, and OLI 

& TIRS (Thematic Mapper, Enhanced Thematic Mapper, and Operational Land Imager & 

Thermal Infrared Sensor, respectively) and serve as basis to derive ecological thermal index 

for assessing ecological dynamics in years 1989, 2003, and 2014. The Thua Thien - Hue 

Province, Vietnam, is chosen as a study area because it is a coastal province vulnerable to 

climate change. Its LST is found to increase by 0.7 o C and 1.5 o C for the 1989-2003 and 

2003-2014 periods, respectively. Thermal environment index maps are utilized to categorize 

ecological conditions into six levels (excellent, good, normal, bad, worse, and worst). To 

demonstrate urban development a major contributor to thermal anomaly, correlation between 

LST and Normalized Difference Build-up Index (NDBI) is analysed. The correlation is positive 

with coefficient values 0.87, 0.89, and 0.84 for 1989, 2003, and 2014, respectively. In contrast, 

LST-Normalized Difference Vegetation Index (NDVI) is found negatively correlated with 

corresponding coefficient values -0.81, -0.81, and -0.76, indicating that vegetation reduces 

thermal intensity. In addition, areas associated with excellent, good, and normal thermal 

environmental levels are decreased over the same period of time. 
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Abstract 

 

Assessment of the eco-environment aims to identify the vulnerable regions with influencing 

factors, including hydro-meteorology, topography, land resources, and human activities, so that 

effective measures for environmental protection and management may be proposed. In this 

study, an assessment framework is proposed to assess the vulnerable eco-environment by using 

16 variables with 6 of them constructed from Landsat 8 satellite images. The remaining 

variables were extracted from digital maps. Each variable was evaluated and spatially mapped 

with the aid of an analytical hierarchy process (AHP) and geographical information system 

(GIS). The Thua Thien - Hue Province that has been experiencing urbanization at a rapidly rate 

in both population and physical size in the recent decades is selected as our study area where 

the urban use, agricultural practice, and aquaculture activities have inevitably invaded into 

natural zones. An eco-environmental vulnerability map is assorted into six vulnerable levels 

consisting of potential, slight, light, medium, heavy, and very heavy vulnerabilities, 

representing 14%, 27%, 17%, 26%, 13%, 3% of the study area, respectively. It is found that 

heavy and very heavy vulnerable areas appear mainly in the low and medium lands with high 

intensification of social-economic activities. Tiny percentages of medium and heavy 

vulnerable levels occur in high land areas probably caused by agricultural practices in 

highlands, slash and burn cultivation and removal of natural forests with new plantation forests. 

Based on our results, three ecological zones requiring different development and protection 

solutions are proposed to restore local eco-environment toward sustainable development. 
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Abstract 

 

Spatial data sharing is recognised as one of the important components of Spatial Data 

Infrastructure (SDI) development. The data sharing processes provide several benefits to the 

organisations involved. However, there are many issues that hinder sharing spatial data 

between organisations. In Australia, state government organisations are the custodians of 

spatial information necessary for natural resource management and regional NRM bodies are 

responsible to regional delivery of NRM activities. The sharing of spatial data between 

government agencies and regional NRM bodies is therefore as an important issue for improving 

natural resource management outcomes. 

 

The aim of this paper is to explore the motivations and barriers for spatial data sharing, and its 

impacts on spatial data infrastructure (SDI) development in natural resource management 

sector in Australia. Further, it critically reviewed the spatial data sharing literatures and 

developed a framework.  A case study method was used to collect primary data from 14 

regional natural resource management (NRM) bodies responsible for catchment management 

in Queensland. A semi-structured interview was conducted with 14 regional NRM bodies, state 

government organisation and Queensland regional NRM groups collectives (RGC). In total 18 

interviews were conducted; 14 from regional NRM bodies, two from state government 

organisations and two from the RGC.  The qualitative data were analysed using QSR NVivO 

software. The results show that  the motivation for spatial data sharing were to better organise 

information and knowledge, to reduce cost, to share risks and resources, to avoid duplication 

and to enhance better collaboration and networking. Various constraints such as lack of policy, 

lack of trust, privacy, confidentiality and funding were identified and categorised into five 

different areas as policy, technological, organisational, cultural and economic. The issues 

related to policy, organisational, cultural, and economic were found to be more important in 

comparison with technological issues. We found spatial data sharing has significant impacts 

on spatial data infrastructure development in catchment management sector in Australia. 
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Abstract 

 

Informal settlements are the common features of urban growth in most developing countries 

and are typically the product of an urgent need for shelter by the urban poor. Rapid 

urbanisation, inefficient land administration and inadequate capability to cope with the housing 

needs of people in urban areas have contributed to the development of informal settlements or 

slums. The problem related to informal settlements is a very serious urban issue for developing 

countries. Informal settlers are more exposed and vulnerable to natural hazards than the general 

population and they are more likely to be affected and displaced by disasters. They tends to 

receive less housing assistance in their aftermath and are one of the vulnerable groups after 

disasters as they do not have legal land ownership documents and they are invisible on the 

records of city authorities. The humanitarian response and the reconstruction program led by 

central government or concerned authority tends to overlook informal settlers. 

 

The spatial data and technology can play a significant role for building resilience of vulnerable 

urban groups such as informal settlers. This paper explores the role of spatial data infrastructure 

(SDI) and technology for disaster risk reduction and community resilience. A case of Nepal 

Earthquake 2015 has been taken as a case study. 
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Abstract 

 

It seems no region in the world is immune to the effects of extreme events and disasters. Having 

good Spatial Data Infrastructure and statistical data is one of the requirements for effective risk 

reduction and recovery. If not, how can we locate, reduce or measure extreme events and 

disasters? 

 

The session will discuss data gaps and possibilities provided by the combination of geospatial, 

existing statistics and earth observations data, and share the results of a survey on how 

statistical and geospatial offices are currently contributing to this area. The session will also 

reflect on the collaboration needed to measure progress towards the 2030 Sendai Framework 

for Disaster risk reduction. 

 

The year 2015 has become the most important in terms of attention and measurement of 

Extremes and Disasters at a global level because the inertia and interest of the work of the 

various member countries of the UN have culminated in the establishment of various working 

groups, which contribute to building frameworks address the ravages of climate change on 

several fronts to address: Emergencies in the face of Disasters (UN-GGIM), Disaster Risk 

Reduction (UNECE DRR), Measurement of Extreme Events and disaster (UNECE MEED); 

the recurring issue was the importance of joint international work across user communities and 

expert networks working on statistics, climate issues, spatial data and disaster risk Reduction; 

to address the extremes events and disasters in all their phases: prevention, preparedness, 

response and reconstruction. 
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Abstract 

 

Morakot hit Southern Taiwan on 8-9 August 2009. The tropical cyclone unleashed record rains 

of 2110 mm in 24 hours with highest record of accumulated rainfalls of more than 3000 mm in 

southern Taiwan, causing the worst flooding in a century. The area hit by the typhoon is around 

10 thousand square kilometers. Landslides and flooding are the most important primary 

disasters. The authorities realized that the country was dreadfully lacking in detailed, accurate 

and current elevation data, as well as aerial imagery. In response, a national airborne LiDAR 

mapping program spanning 2010 to 2015 was launched with the aim of simultaneously 

capturing the territory (36,000km2) by airborne LiDAR and digital imagery. The results 

include very detailed digital elevation models (DEM) and digital surface models (DSM) of 1m 

grid and digital aerial photograph of 50 cm grid, as well as an inventory of the geological 

disastrous features with the acquired LiDAR data and images. In this paper, discussion will 

include the challenges of natural physiographical conditions and limited resources posed by 

this large-scale, long-term project and their resolutions with explicit guidelines, organization 

of task forces, automatic tools and full waveform capabilities. 

 

In conclusion, the quality and accuracy of the resultant digital terrain models can be realized 

by (1) open-minded coordination of the 6 task forces, namely the client, the 4 survey teams, 

and the external QA team; (2) a well-prepared guidelines of airborne LiDAR survey; (3) new 

efficient tools should be implemented to facilitate automatic production and automatic quality 

check; and (4) a mass production software for processing full waveforms for detecting the weak 

echoes from the bare ground of dense forests to enhance a higher penetration rate and thus a 

better quality of DTM. 
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Abstract 

 

Al-Madīnah al-Munawarah in the Kingdom of Saudi Arabia, has set a high-level commitment 

to establish local SDI in compliance with Saudi National level SDI initiatives.  It is primarily 

developed to support the urban planning activities of the Al Madinah Development Authority. 

As a win-win Situation, MDA supports other local government agencies with common data 

content standards and guidelines that are prepared as part of the SDI. Technical support is also 

given to these agencies for generating and maintaining spatial data sets in comply with the data 

standardization framework prepared for the MSDI. The approach has made MDA as the nodal 

SDI agency and hence spearhead entire SDI developmental activities in the province. In the 

past, government entities in the province have invested heavily in GIS technology and 

geospatial data to meet their own organizational needs. It is, however, now in an excellent 

position to leverage that investment by establishing the necessary institutional capabilities that 

are needed to support more effective sharing and utilization of spatial data.  

 

MSDI is now empowering government and academic community with more than 100 map 

layers such as cadastral data, ortho-imagery, elevation data, transportation, land use, soils, 

utility networks, etc. Some of these entities have already established transaction-based data 

maintenance that ensures most updated spatial data and delivered to the MSDI community in 

a timely manner through the MSDI geo-portal. All the layers that are maintained in the common 

data model have some level of metadata that is accessible through the geo-portal. Also detailed 

description of these layers is maintained in the form of Data Dictionary. ISO metadata 

standards are used for maintaining the metadata sets. 

 

Uniqueness of the MSDI is its approach in empowering spatial data consuming agencies such 

as ‘Schools’, ‘Hospitals’, ‘Religious establishments’, etc. Necessary tools are provided in the 

portal for these agencies with high quality spatial data that enable them in geo-referencing rich 

set of attributes data maintained by these agencies. The entire development of the SDI was 

achieved through private partnership.  

 

The ultimate goal of MSDI is to create a seamless network of interoperable geospatial portal 

that will provide easy access to all geospatial information in the emirate. The essential value 

of MDSDI is widely recognized across the community, and huge cost savings are already being 

realized in several ways. All spatial data maintained by organizations for their own business 

purposes is now standardized according to the broader needs of the community. This lead to 

improved and newer usages of the data, thereby leveraging the value of the data investment.  

The paper deals with the methods, approaches, techniques and tools adopted for the 

implantation of MSDI for local SDI community in Al Madinah that is emerging as standard 

practices for NSDI in the Kingdom. 
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Abstract 

 

Over the last decade, many filtering algorithms have been developed to classify lidar point 

clouds. As a result, interpolation-based filters, slope-based filters and morphological filters 

have been widely accepted. Most of the filtering algorithms require the raw lidar data to be 

rasterized, however, rasterization often causes a significant loss of information. To overcome 

the information loss, we propose an adaptive filtering algorithm that classifies lidar data 

effectively into ground points and non-ground points in urban areas. The test results show that, 

by using an adaptive window size indicator, the proposed algorithm can classify more than 

96% of ground points with an accuracy of 0.4 m in typical urban areas, and more than 90% of 

ground points in areas where complicated buildings are present. 

  



  69 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

Image processing and feature extraction for building information 

modelling 
 

Caitlin McHugh1 and Samsung Lim2 

 

The University of New South Wales, Australia 

1caitlin.mchugh@student.unsw.edu.au, 2s.lim@unsw.edu.au 

 

Keywords: image processing, feature extraction, building information modelling, facade 

geometry 

 

Abstract 

 

As-built Building Information Models (BIMs) have the potential to improve construction 

performance by replacing conventional documentation, facilitating greater access to site 

information and providing more accurate representations than models based on CAD drawings. 

Applications using as-built BIMs to improve construction processes rely on efficient and 

accurate collection of data to emulate the dynamic nature of a construction site. Current 

methods used to collect and process data for building information models are time intensive or 

require specialist equipment. In contrast, applications based on computer vision only require a 

digital camera and can be run on a personal computer. The main aim of this study is to 

investigate the use of image processing to extract information about building geometries. In 

this paper, popular feature extraction algorithms in obtaining information about façade 

geometries such as corners and edges were assessed. The feasibility of identifying areas of 

windows from extracted geometries was also investigated, as locations and areas of windows 

are important in the energy analysis of existing buildings. A number of promising results were 

produced; however, further work is required before feature extraction can be considered as a 

viable alternative for collecting information for as-built BIMs.  
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Abstract 

 

Within the framework of the UNESCO IOC IODE International Coastal Atlas Network 

(ICAN) Project, a coastal web atlas (CWA) is defined as a collection of digital maps and 

datasets with supplementary tables, illustrations and information that systematically illustrate 

the coast, often with cartographic and decision support tools, all of which are accessible via the 

Internet. This presentation examines the role that coastal and marine atlases play in presenting 

coastal/marine data to decision makers, businesses and citizens within a national spatial data 

infrastructure programme or initiative. The International Coastal Atlas Network (ICAN) aims 

to be a global reference for the development of coastal web atlases and has developed tools to 

permit digital, online atlases to be created following accepted standards and increased 

interoperability. A key aim of ICAN is to share experiences and to find common solutions to 

CWA development (e.g., user and developer guides, handbooks and articles on best practices, 

information on standards and web services, expertise and technical support directories, 

education, outreach, and funding opportunities, etc.), while ensuring maximum relevance and 

added value for the end users. Some of the recent achievements of ICAN include the 

publication of a handbook on how to develop a coastal web atlas and the ongoing development 

of an interoperability demonstrator showing how CWAs can be linked together into networks 

of regional (intra-national and international) networks. 

 

Because a coastal atlas can take on many forms other than just a portal into a database as with 

many SDI-related geoportals, they lend themselves well to engaging with non-technical 

decision makers and citizens, for example in education and 'story telling', to raise awareness of 

a wide range of issues relating to the coastal and marine environment. This presentation briefly 

presents some of the tools offered for creating interactive and interoperable CWAs and 

examines how some of the existing coastal/marine atlases that are part of the ICAN Project 

present information in different formats and how these can impact on the goal of imparting 

useful information on the state of our coasts and marine regions to non-technical users. 
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Abstract 

 

In the increasingly challenging financial circumstances faced by many nations, the need to be 

able to robustly demonstrate the socio-economic benefits of investment in Spatial Data 

Infrastructures (SDI) is becoming a necessity rather than a nicety.  Where Governments are 

promoting open data (free at the point of use) policies, SDI custodians are further challenged 

by the need to make the case for increased funding from Government appropriation. 

 

Furthermore, there is a strong body of evidence that many very worthy and important SDI 

projects are not being approved because the benefits are not being expressed in terms that 

decision makers, balancing multiple competing priorities across many sectors, understand. 

 

The authors have been heavily involved in many of the recent national efforts to quantify the 

value of SDI and present them using standard international methodologies adopted for 

economic and financial appraisals. 

 

The presentation will consider the lessons learned from these, and other studies, particularly in 

Europe, Australasia and North America and consider how these can be cost-effectively applied 

to developing countries. 

 

The underlying economic principles considered will include concepts such: 

 What is a public good and what geospatial data types meets the criteria; 

 The apportioned value of information within particular application use cases; 

 Understanding the value chain as information is consumed in an increasingly complex 

digital environment; 

 Benefits transfer as a technique for establishing value using pre-existing studies in other 

geographies; 

 The different considerations between benefits realised (ex-post) and predictive (ex-ante) 

studies 

 Valuing non-market benefits, such as safety, amenity and quality of life. 

 

The methodologies and techniques introduced will include economic welfare analysis, cost-

benefit analysis, input-output multipliers, General Equilibrium Modelling, multi-variate 

analysis, stated preference and revealed preference. The aim will be to explain terms in ways 
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that SDI practitioners can understand and compare the relative merits of methodologies for 

different types and levels of investment. 

 

This presentation is part of the outreach initiative of the GeoValue community. The GeoValue 

community, with sponsorship from organisations such as NASA, USGS, JRC and EuroSDR, 

hold regular events to promote multi-disciplinary understanding of how to value investment in 

all types of geospatial system including earth observation, SDI and GIS. 
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Abstract 

 

Indoor navigation systems for common users have recently received a lot of interest. Since the 

penetration of indoor navigation applications and location-based services strongly relies on 

accurate indoor maps such as blueprints. Navigation or positioning systems have been widely 

developed for Location-Based Services (LBS) applications and it comes along with a keen 

demand of indoor floor plans for displaying results even improving the positioning 

performance. Generally, the floor plans produced by sketch maps are not accurate enough to 

incorporate to the indoor positioning system. This study concentrates on generating the highly 

accurate floor plans based on the robot mapping technique using the portable mapping system. 

To improve the accuracy of floor plans and transform them into the global coordinate system 

for seamless applications, this study builds a testing and calibration field using the traditional 

outdoor control survey method implemented in indoor environments for evaluating the 

absolute accuracy of floor plans and map rectification. Based on an indoor control survey, this 

study proposes a novel procedure for building indoor floor plans that includes data acquisition 

and a map rectification method using the affine transformation to solve the scale and 

deformation problems in traditional sketch maps. This study presents the map rectification 

method and transfers the map coordinate from local coordinate system into world coordinate 

system such as WGS84. The preliminary results presented in this study illustrate that the final 

version of the building floor plan reach 1-meter absolute positioning accuracy using the 

proposed portable mapping systems and rectified sketch maps that combine with the map 

rectification. These maps are also applied in smart-phone based indoor navigation system and 

achieve the 1to 2-meter positioning accuracy. 
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Abstract 

 

Smartphones are widely applied in various applications because of the recent developments in 

mobile sensing and wireless communication technologies. For senior care, location-based fall 

detection and alarm system are necessary. This study applies a smartphone as the location-

based platform and considers accelerometers to detect the fall down in the aged. Based on the 

three axis accelerometer, the state of fall down can be determined. Moreover, to reduce  fasle 

detection of the fall detection system, the Kinect is used to assist the smartphone fall detection 

system. With the depth data collection, this study extracts the skeletal joints from color stream 

and depth stream for fall detection. Both Kinect and smartphone sensors can be combined for 

obtaining the sufficient information. The fall index from the smartphone is used to analyze and 

detect the fall motion. Kinect sensor is provided the skeleton model and the images to recognize 

the fall down. These images while falling motion happened can be transmitted to the web 

server. The proposed server can demonstrate the information of the location of fall detection. 

Activity monitors are used to monitor fall down movements from the web server. 
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Abstract 

 

The expanding human requirements and economic activities are placing overwhelming 

pressures on the resources and ecosystem, creating conflicts, risk situation and resulting in 

suboptimal use of both land and natural resources. Broad sustainable development goal aims 

to provide a just balance economic, ecological and social development on the basis of 

comprehensive planning and decision process. The implementation of sustainable development 

goals requires that all decisions are made with accurate, timely and reliable referenced data. 

Spatial data infrastructure (SDI) can leverage a better way to manage these data. SDI is often 

used to denote the relevant based collection of technologies, policies and institutional 

arrangement that facilitate availability and access to spatial data. SDI also provides a basis for 

spatial data discovery, evaluation, data sharing and application for users and providers (Nebert, 

2004). This paper reviews the geospatial data handling environment and SDI implementation 

in the study area to expose current state of SDI handling/geospatial data sourcing and the 

weakness of implementation strategies thereby providing the needed strategy and approach that 

can fast track the development of SDI in the study area. 
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Abstract 

 

Natural disasters, particularly catastrophic ones, cost tremendous loss of real property. In China 

over the recent ten years, natural disasters such as earthquake, flood, typhoon, debris flow and 

landslide, have impacted the country in real physical property loss, physical damage of land 

and building, and, loss of legal rights to private property. In the current state of affair, the 

Chinese central government is the main organisation that takes the responsibility of post-

disaster loss relief. Insurance/private-public rescue cooperation has not grown in tandem with 

the need of the market to take over this responsibility from the central government. Therefore, 

there is a current debate on whether there is a need for private sector to take some 

responsibilities for an effective loss relief in China. At the same time, loss relief focus is mostly 

on the post-disaster phase, while in the pre-disaster phase, disaster reduction is not substantially 

highlighted. 

 

To minimize disaster on the impact to the population and loss of property, a robust national 

system of governance from strict regulations/building codes are applied in planning stage to 

prompt first response when disasters, i.e. earthquake or flood, need to be put in place on a 

national/local level in order to reduce risk to property loss and loss of lives beforehand. 

Meanwhile, In the post-disaster phase, the collaboration of the public and private sectors is 

vital to mitigate the loss in the first response. If implemented, this holistic approach both from 

pre-disaster to post-disaster and from top-down to bottom-up will benefit the nation, which will 

be sustainable in the long run. 

 

This paper will answer the research question of “How should the loss-relief system work in the 

face of natural disasters under the domain of good disaster governance?”. 

 

In this paper, crucial issues, i.e. the degree of loss caused by natural disasters, value loss in real 

estate valuation, building code and regulations, current loss relief approaches e.g. insurance 

products of property casualty, the government and private sector capacities to respond to 

disasters, i.e. earthquake, flood, are discussed in detail. 

 

The methodologies adopted in this research paper will include: 

 

 Literature review of residents’ awareness of disasters, importance of good disaster 

governance through insurance, insurance products’ design and governments’ role in the 

loss relief; 
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 Interview of stakeholders in the aspect of disaster loss relief, i.e. insurers, insurees, etc. to 

test the mechanism of the current relief system. 

 

The paper will propose the improvement of the current relief system in the following aspects: 

 

 Capacity building at the government level e.g. building code and regulation, disaster 

education, loss-relief policy, subsidy, compulsory insurance, local jurisdiction 

authorization and etc.; 

 Insurance and reinsurance improvement at the private level; 

 Voluntary mutual arrangement, donations and NGO at the public level, particularly for the 

poor. 
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Abstract 

 

The frequency and the scale of disasters are both increased due to the global climate change in 

recent years. Preservation strategies to cultural heritage shall take both the entire environment 

and the large-scale disasters into consideration. Unfortunately, the thought on disaster 

preparedness to cultural heritage in Taiwan still concentrates on fire, decay, structural 

reinforcement for single building and ignores concepts of the environment as a whole. These 

traditional preservation practices are unable to resist the frequent natural hazards in scale and 

tends caused by climate change. This study adopts the perspective of risk identification and 

uses the geographic information systems to construct flood risk thematic maps on cultural 

heritage. Study result finds the positive correlation between the disaster risk of cultural heritage 

and the rainfall intensity. Historical buildings are the most affected cultural heritage by flood, 

which is followed by municipality /county monuments, national monuments, and historical 

site. None of the traditional settlements and cultural landscapes is affected. It might be related 

to the taboo space (shelter) in the traditional culture regarding site selection. Affected cultural 

heritage mainly concentrates in central and northern Taiwan, while the heritage in northern and 

eastern Taiwan suffers from more serious flooding depth. 
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Abstract 

 

Spatial data infrastructures (SDI’s) are about dealing with geographic data and information in 

a more open, interconnected and interoperable manner. SDI’s can be seen as a collection of 

technological and non-technological arrangements that give shape to a network of spatial data 

relationships between producers and users of spatial data. From a network perspective, SDI’s 

have led to the establishment of new spatial data flows between these actors, the introduction 

of new actors in the network, but also to the removal of barriers that hinder or prevent the flow 

of data between producers and users. 

 

Analyzing SDI’s from a network perspective provides a unique approach to study the exchange 

and use of spatial data, and the impact of SDI’s. The network perspective enables the detailed 

analysis of how flows of spatial data between data users and data producers are arranged and 

facilitated by an SDI. Moreover, the network perspective allows for an analysis of the mutual 

relationships between different actors and arrangements within an SDI framework. It is the aim 

of these SDI arrangement to minimize the impedance of spatial data flows through the 

implementation of SDI components. While SDI arrangements will only remain in place in case 

they are successful in doing this, the future development of these arrangements will be focused 

on removing existing barriers and lowering the impedance of the network. 

 

Specific concepts, tools and measurements can be used to analyze these SDI networks, thereby 

contributing to a better understanding of the impact of SDI development. Typical network 

concepts such as density and centralization allow to measure and express the key characteristics 

of the network. The concept of network impedance focuses on barriers that hinder or prevent 

the flows of data in the network. Measuring all these different network parameters contributes 

to a better understanding of the complex interactions between different SDI arrangements. 

 

The aim of the paper is to analyze recent developments in SDI implementation through the 

application of the network perspective. The paper will build further on earlier research on the 

development and application of the network approach on spatial data infrastructures in 

Flanders. Using the analysis of the Flemish SDI network in 2008 as a starting point, the paper 

will examine how the network of spatial data flows has changed in recent years, and how these 

changes are driven or influenced by different technological and non-technological 

developments. The paper will show how recent developments such as the implementation of 

network services and the application of linked and open data have steadily transformed and 

shaped the network of spatial data flows. Based on the results and findings of the analysis of 
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the current status of the SDI network, recommendations will be formulated on the future 

development of spatial data infrastructures. 
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Abstract 

 

The problems of marine spatial planning relate to the difficulties and time consuming in using 

any scenarios for sustainable development by using traditional spatial planning method, either 

manually or digitally. Geographical information system (GIS) software is able to develop a 

model of spatial planning by using any analytical function (Loucks and da Costa, 1991). 

However, the decision makers need a responsible user friendly system to meet the faster, 

accessible and accurate spatial information of better sustainable planning. The development of 

Spatial data infrastructure (SDI) that nationally link the geospatial data among institutions may 

pave the ways to the development of the tool that can utilize all those geospatial data. In this 

case, the development of the Geospatial Decision Support Systems (GDSS) as a tool for online 

assessment of sustainable marine spatial planning has to be developed in advance. GDSS 

contains model, data and interface appropriate for the issues being address, which promote and 

encourage interaction and feedback, dynamic and responsive to changes and lead to the better 

results (Loucks and da Costa, 1991). 

 

This study aims to assess the development of GDSS for marine planning purposes in the frame 

of National Spatial Data Infrastructure. The method of GDSS development was based on 

System Development Life Cycle/ SDLC (Roebuck 2011), the analytical function of the model 

for GDSS was developed based on weighing factors. The result indicates that GDSS as part of 

the national SDI may increase the utilization of available dataset. However, its integration need 

more policy management issues rather than technical one.  
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Abstract 

 

As defined in the African Data Consensus (ADC), the data revolution is “… [The] process of 

embracing a wide range of data communities and diverse range of data sources, tools, and 

innovative technologies, to provide disaggregated data for decision-making, service delivery 

and citizen engagement; and information for Africa to own its narrative.” 

 

The data revolution envisaged a (new) partnership involving governments, civil society, 

development partners and, most importantly, citizens. The concomitant emphasis on leaving 

no one behind require that all actors, stakeholders and beneficiaries should have access to 

relevant information to play their respective roles in the development process, including 

implementation, monitoring and reporting on progress. 

 

These partnership and inclusive aspects are already at the core of spatial data infrastructures. 

The emphasis of the SDGs, in which context the data revolution was introduced, on 

disaggregation of data on several topics, but especially (gender and) geography, makes 

geospatial data indispensable for the data revolution. It is therefore imperative that two 

concepts should converge, and this paper argues, and proposes strategies, for this convergence. 

 

The paper will review different definitions and concepts of data revolution and explain the 

rationale behind the definition proposed in the African Data Consensus. The ADC introduced 

the concept of data communities, as a way of dealing with ensuring that professional 

communities and stakeholders, who understand particular data themes, are given the mandate 

to produce them. The paper will establish the similarities between this concept and the 

custodianship principle of SDIs. 

 

The data revolution presents the opportunity to open up the “data ecosystem” to more actors to 

be involved in providing data, including citizens. This opportunity however, raises a challenge 

with regards to the legal frameworks underpinning the production and dissemination of data 

and statistics. Even though Principle 5 of the Fundamental Principles of Official Statistics 

stipulates that data for statistical purposes may be drawn from all types of sources, it still falls 

short of the full involvement of other actors implied by the data revolution. Another opportunity 

presented by the data revolution is in technology. Advances in information and communication 

technologies now allow data to be amassed from unexpected sources, processed in previously 
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unimagined ways, and presented in new formats and media to wider audiences. These new 

approaches are now being incorporated into statistical systems that are being transformed and 

modernized.  Notable among the innovations in data collection and dissemination are the use 

of mobile devices for data collection, and the potential for big data as a source of statistics. 

 

This form of data provisioning is already established in the geospatial information community 

in the form of Volunteer Geographic Information (VGI). The paper will examine how VGI is 

being incorporated into SDIs for lessons for the statistical offices that are expected to continue 

to coordinate the expanding data ecosystems. 
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Abstract 

 

The multiplicity of dimensions of a National Geographic Information Infrastructure (NGII) 

makes a holistic evaluation an impracticable activity if not impossible. However, an NGII can 

be evaluated based on user satisfaction, which is a function of multiple factors that influence 

its users. The evaluation of Nepalese NGII from a user satisfaction perspective has been carried 

out by conceptualizing an evaluation framework that uses measurable indicators perceived by 

users and, finally validated statistically. Indicators were selected comparing user satisfaction 

indicators for information systems and key variables of SDI and finally verified in the field. 

An index was derived by integrating all the measured satisfaction on weight assigned indicators 

is used to denote the level of success. It was found that the success level of NGII is below the 

“slightly satisfied level i.e. 1” although positive with an overall mean success index of 18% in 

comparison to the extremely satisfied conditions in an ideal case (100%). “Standard” was found 

as the only component of NGII which is quite satisfying, whereas highly weighed indicators 

such as effort applied for collaborative SDI and partnership, up-to-datedness of data, pricing 

revealed a negative satisfaction. Indicators like availability, accessibility, means of request and 

completeness are in a very low level of positive satisfaction. This framework, generated by 

synthesizing concepts of evaluation for user satisfaction, evaluates an NGII through perceptual 

means. The framework brings to the fore the aspects of NGII that need immediate attention 

relative to others to be able to push-up the overall success level. We conclude that the user 

satisfaction construct can be used to evaluate an NGII by comparing satisfaction on indicators 

and these indicators differ from SDI to SDI. 
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Abstract 

 

Spatial data infrastructures (SDI) play an increasing role in the governance of society. Many 

societal issues are supported by spatial data infrastructures. Considering the importance of 

SDIs, it is surprising that the governance of SDI’s itself did not receive a lot of scientific and 

practical attention. This is partly due to the complex, multi-stakeholders, multi-level, technical 

and open character of SDI’s. However, with the increasing role of SDIs, more insight in 

appropriate governance models is essential. 

 

The governance of SDIs is at this moment in The Netherlands, Belgium and other countries, 

world-wide quite often a matter of trial and error. There is hardly any evidence-based research 

on the effect of potential governance interventions (e.g. open data policy, change in funding, 

coordination structure, participation of the private sector) on the effectiveness and efficiency 

of SDIs. The governance issue has become more urgent over the years. Former weaker SDI-

components, such as standards, technology and data have significantly improved over the years 

(Bregt & Crompvoets, 2000; Bregt, 2006). It might well be that SDI-governance is the 

“weakest link” of current SDIs. 

 

The overall long-term objective of a new research project is to develop effective governance 

models for spatial data infrastructures. As a first step the following concept research results 

based on literature review and qualitative research will be presented: 

 

 A definition of governance within the context of SDI’s; 

 A view on the current SDI governance practices in the Netherlands and Belgium; 

 An outlook towards promising SDI governance models, 

 

Due to the complex nature of SDI's, it is the question what effective governance of SDI's 

exactly is. How can we define this and how do SDI practitioners think about effective 

governance?  Can it be achieved? This presentation will discuss the answers for these questions 

and will give an outlook on research and practical challenges of SDI governance. 
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Abstract 

 

Datu tableland is located between the land of Taichung Basin and Taichung’s Western Coastal 

Plain. It is a large Urban Green Corridors with multi-functions such as recreation, water 

resources conservation, air purification, and Ecological Service. In this study, we plan an 

integrated approach to investigate the impacts of land use and land cover (LULC) changes on 

hydrology at different scales in Datu tableland. 

 

Hydrological modelling will be conducted for the LULC maps from remote sensing images at 

three times in three river watersheds of Datu tableland using the rain-runoff model. The 

remotely sensed data for grassland before and after tableland development are used to evaluate 

the vegetation coverage benefits by the established threshold for land cover discrimination. The 

total water storage capacity is estimated also before and after tableland development. 

 

The result shows that the main LULC changes in this morphologic region from 2000 to 2015 

were the transformation of farmland into built-up land, or forests into grassland and built-up 

land. The changes also decrease total water storage capacity in three river watersheds of Datu 

tableland. The approach of quantifying the impacts of LULC changes on hydrology provides 

quantitative information for stakeholders in making decisions for land and water resource 

management By linking a hydrological model and an ecological service model to remote 

sensing image analysis. The anticipated benefits for flood reduction may be also presented in 

disaster prevention 
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Abstract 

 

Agricultural zoning is a major mean of farmland conservation and it has been a key component 

in policy for the prevention of urban sprawl and non-agricultural development of farmland in 

Taiwan. However, despite political commitments to the policy, there is currently little empirical 

evidence regarding the actual economic impact and effectiveness of this policy. This study adds 

to current knowledge by assessing the effect of agricultural zoning policy based on the 

Regional Planning Act which was amended in 2000 in Taiwan and using big data in 

combination with datasets from a management information system (MIS) and geographic 

information system (GIS). With the assistance of the GIS, we extracted geospatial and analytic 

data from map profiles along with data from a social economic dataset. By using the repeated 

cross-sectional zoning data at a village level and information about paddy planting areas for 

the first crop season in 2010 and in 2014, we applied a random effects panel regression to 

examine the influences of the planned zoning on cropland. Our results demonstrate that the 

zoning impact on paddy fields located in common agricultural zones is a significant decrease 

in area of about 4 hectares. However, within special agricultural districts and urban planning 

areas, the zoning effects seem to be positive but insignificant. This suggests the agricultural 

zoning policy in Taiwan is likely to discourage farmers from faming, which may prompt them 

to engage in alternative land use. 

  



  92 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

Cloud solutions for Homeland SDI 
 

Joana Simoes1, Paul Van Genuchten2, Maria Arias de Reyna3 

 
1GeoCat, Portugal, joana.simoes@geocat.net 

2GeoCat, Netherlands, paul.vangenuchten@geocat.ne 
3GeoCat, Spain, maria.arias@geocat.net 

 

Keywords: Spatial Data Infrastructure, SDI, OGC services, metadata, geospatial data 

 

Abstract 

 

In recent times, the exponential growth of location-referenced sensor data, combined with 

exposure to internet of "traditional" GIS data stores has resulted in an increase in the volume 

of available geospatial data. There is a growing demand for combining all these different 

sources and resources into new information, to improve situational awareness that could lead 

to better, or "smarter", decisions. Combining data stores or data streams is an operation which 

requires computer power, memory and storage. This makes geospatial storing and processing 

a very good candidate for cloud computing. 

 

Cloud computing is a paradigm for enabling, on demand, network access to a shared pool of 

configurable computing resources, which can be rapidly provisioned with minimal 

management effort [1]. High availability is a key property of cloud computing, and this is 

achieved by using techniques which are abstracted from the final user. Another key advantage 

is removing the management effort of running a similar infrastructure in in-house servers, and 

the consequent reduced IT costs. 

 

One of the critical issues associated to cloud computing is the existence and adoption standards 

that will enable cross platform interoperability, consistent security mechanisms, and 

information sharing. Not relying on standards, risks to result in the creation of data "silos". In 

the case of geospatial information, OGC standards are a valuable asset, which enables 

developers to make geospatial information and services accessible, whether or not these 

services are provided via the cloud. These standards, when combined with the increased 

availability of a good internet connection, allow a single point of access to distributed data 

sources, reducing storage redundancy and the risk for data inconsistency.  

 

GeoCat Live is a docker-based solution to provision servers on the cloud, which implement a 

Spatial Data Infrastructure (SDI). The solution takes advantage of the docker framework to 

achieve an easy and quick setup (one-click), some degree of customization, and resilience to 

failure. By tackling aspects such as security and backups, we aim to provide a solid, hassle-

free and cost-effective, alternative, for homelands to run their SDIs on the cloud. Live relies 

heavily on geospatial standards, in order to promote the interoperability of services, data and 

metadata. Examples of these standards include OGC Web Services (OWS) or the INSPIRE 

profile. It is entirely based on mature Free and Open Source Geospatial software, such as 

GeoNetwork, GeoServer and PostGIS. 

 

In this talk we will describe the technical background of our solution, as well as the architecture 

of our product, and the product roadmap. In order to demonstrate its capabilities, we will also 
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give examples of the usage of GeoCat Live, from the point of view of the end user. We aim to 

demonstrate the usefulness of this solution, which covers a basic need for most homelands: to 

run a SDI. 
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Abstract 

 

In recent years, we have watched an explosive growth of geospatial data. While in one hand 

this could be due to the “piling up” of time series from traditional data sources (e.g.: remote 

sensing), on the other hand there is an emergence of new geospatial datasets (e.g.: data 

generated by sensors, or by "humans as sensors"); these new sources are somehow linked to 

relatively recent phenomena such as the Internet of Things (IoT), or Volunteer Geographic 

Information (VGI). 

 

Big Data has been often defined based on its five properties (or five V's): Volume, Velocity, 

Variety, Veracity and Value [1]. Although much emphasis has been put on addressing the first 

two V's, by developing innovative frameworks that can ingest Petabytes of data in real-time, 

or near real-time, a similar effort is needed in addressing the Variety, Veracity and Value of 

Big Data. And this is where we think that Metadata can help. 

 

Metadata is often defined as "data about the data", and it is key to discover datasets, to assess 

their quality, and to use and preserve these datasets in the long term (e.g.: survivability of data). 

Having more and more heterogeneous information, does not necessarily bring any value to 

businesses and organizations, unless this information is discoverable, interoperable, and 

ensures a certain degree of quality. To enforce these properties, a variety of technologies have 

been introduced, such as OGC standards (e.g.: CSW), metadata profiles (e.g.: INSPIRE) and 

best practices (e.g.: Spatial Data on the Web best practices). 

 

On this talk we are going to discuss some of these technologies and related challenges, in the 

context of a Spatial Web Catalog - GeoNetwork Opensource.  We are also going to discuss 

strategies for metadata creation inspired by the crowdsourced paradigm, which can increase 

the levels of confidence in data quality by a process of peer review. We intend to demonstrate 

how metadata can be used as a privileged asset, not only for discovering and managing Big 

Geo Data, but also to enforce its quality and, ultimately to increase its value. 
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Abstract 

 

Elevation data is a fundamental data theme that has been provided by Natural Resources 

Canada (NRCan) to Canadians as essential geographic information.  The renewal and 

enhancement of national elevation data coverage has recently been identified as a priority for 

Canada’s SDI.  LiDAR data provide new opportunities for enhancing elevation information, 

products and services.  The elevation project team at CCMEO (Canada Center for Mapping 

and Earth Observation), Natural Resources Canada (NRCAN) has created a strategy to increase 

high-resolution elevation data coverage in the country by optimizing past and future 

investments in elevation data acquisition. The strategy also aims to improve accessibility to 

these data. 

 

The acquisition strategy is composed of two mains components: 

 

1) In the North (North of the productive forest line) NRCan is collaborating with the United 

States. The project aims to create in the public domain a 2m resolution elevation surface 

model for the whole Arctic in 2017. The elevation is derived from high resolution satellite 

imagery. 

 

2) In the South part of the country (South of the productive forest line) more accurate elevation 

data such as Lidar are needed for forest inventory, flood plain mapping, agriculture, 

infrastructure etc. To acquire this Lidar data, the federal government is working with 

provinces and territories to free-up existing data and participate in new acquisitions. 

 

As part of this strategy, NRCan are also working on the following subjects: 

 

 Development of a system for the management and dissemination of elevation data 

(including Lidar data) and elevation derivative products; 

 Development of a national Lidar data acquisition guideline; 

 Development of a national elevation data inventory management system; 

 Extraction of cartographic features (others than elevation) from Lidar data. 

 

To implement the strategy, CCMEO is acquiring a large inventory of Airborne Laser Data 

(LiDAR). These data are particularly massive and their management and processing require 

enormous computing capacity. CCCMEO experts are developing innovative approaches to 

address the problems of managing, processing and disseminating elevation big data. To achieve 
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this, the team will use a data structure GeoHashTree (see 

http://publications.gc.ca/collections/collection_2015/rncan-nrcan/M103-1-4-2014-eng.pdf).  

 

In addition, to facilitating the management of point clouds this structure reduces data storage 

space considerably, while also facilitating data access and handling. 

 

For the short term, DEMs and derivative products at 2m resolution (GEOTIFF) will be 

disseminated publicly. We want to also create a mosaic including multi-resolution (resolution 

between 5m to 300m) DEMs for web services (WMS,WCS, …). 
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Abstract 

 

Environment Canada and Climate Change Canada (ECCC) are committed to protecting the 

environment, conserving the country’s natural heritage, and providing weather and 

meteorological information to keep Canadians informed and safe. 

 

Environment Canada and Climate Change Canada use GeoNetwork Opensource as a metadata 

geoportal to manage a data publication process for data produced by the different departments.  

 

An internal catalogue is used to register spatial resources by users in the different departments. 

Once the metadata is created and validated according to a set of defined rules, the data and 

metadata go through a revision process where they will be reviewed by different users to verify 

the quality. 

 

Approved registrations, indicated as open data, are published publicly in an open data portal 

and can be accessed via the portal or with the OGC:CSW protocol. Also the related resources 

are deployed publicly as GIS services (OGC:WMS/OGC:WFS) in an automated way. 

 

On this talk we are going to discuss a high-level architecture of the system and the related 

challenges to support the publication process and the integration with external systems. 
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Abstract 

 

The Committee on Earth Observation Satellites (CEOS) serves as a focal point for international 

coordination of the satellite Earth Observation (EO) programs of the world's government 

agencies, along with agencies that receive and process data acquired remotely from space. As 

the “space arm” of the intergovernmental Group on Earth Observations (GEO), CEOS is 

promoting exchange of data while implementing high priority actions to optimize societal 

benefit and inform decision making for securing a prosperous and sustainable future for 

humankind. 

 

A new generation of EO satellites creates significant volumes of data with comprehensive 

global coverage that for many important applications, a ‘lack of data’ will no longer be the 

limiting factor. Recent research and development activities have resulted in new applications 

that offer significant potential to deliver impact to important environmental, economic and 

social challenges, including at the regional and global scales necessary to tackle ‘the big 

issues’. 

 

Many satellite data users, particularly those in developing countries, lack the expertise, 

infrastructure and internet bandwidth to efficiently and effectively access, process, and utilize 

the growing volume of space-based data for local, regional, and national decision-making. 

Furthermore, even sophisticated users of EO data typically invest a large proportion of their 

effort into data preparation. This is a major barrier to full and successful utilization of space-

based data, and threatens the success of major global and regional initiatives supported by 

CEOS. As data volumes grow, this barrier is becoming more significant for all users. 

 

New architectures and players are removing obstacles to data uptake with advanced cloud 

storage and processing capabilities. 

 

CEOS is currently performing a study of future data access and analysis architectures. One 

major outcome of the study will be a report listing recommendations for the way forward for 

CEOS and its agencies, including in relation to standardisation, interoperability etc, and how 

the current CEOS priorities might benefit from the proposed activities. 
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The Working Group on Information Systems and Services (WGISS) is a subsidiary body of 

CEOS tasked with promoting collaboration in the development of systems and services that 

manage and supply these observatory data. WGISS creates and demonstrates prototypes 

supporting CEOS and GEO requirements. WGISS also addresses the internal management of 

EO data, the creation of information systems and the delivery of interoperable services. The 

activities and expertise of WGISS span the full range of the information life cycle from the 

requirements and metadata definition for the initial ingestion of satellite data into archives 

through to the incorporation of derived information into end-user applications. 

 

Through WGISS, CEOS is harmonizing the aspects of data systems necessary to facilitate 

interoperability. 

 

WGISS will continue to work towards a common understanding of the information model for 

satellite data, the identification and testing of common search criteria for satellite data products, 

and adaption and testing of the common standards and protocols to describe, search, and access 

satellite data. 

 

WGISS recognizes that existing Spatial Data Infrastructures (SDIs) play an important role in 

EO applications in many societal benefit areas. WGISS anticipates the evolution of future data 

system architectures and SDIs are effective tools to support the activities related to the 

Sustainable Development Goals adopted by the United Nations (UN). 
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Abstract 

 

In 2014, the European Commission conducted a mid-term evaluation of the implementation of 

the INSPIRE (Infrastructure for Spatial Information in Europe) Directive. The evaluation 

consisted of a public survey, the testing and validation of the technical INSPIRE components 

(metadata and services) and an internal desktop study. It also included an assessment of data 

sharing measures and policies already implemented operationally in the Member States. 

 

For the testing and validation of the technical components, a sample-based approach was 

applied to select, test and validate existing INSPIRE components in all EU Member State 

countries against the INSPIRE monitoring information. The testing started from the declared 

data sets and services and their characteristics (e.g. conformity) by the Member States, trying 

to find the resources back in the European geo-portal and test them against the INSPIRE 

specifications using the EC JRC Resource Browser tool. Explanations for not finding data sets 

and services, or for not being able to access them were sought for by contacting data and service 

providers in order to better understand e.g. implemented limitations to public access. 

 

Based on these first insights and after the European Commission sent a letter to Member States 

to ask for further clarifications and plans for action, Belgium performed in 2015-2016 a more 

extensive validation exercise of all its INSPIRE metadata and service resources. Existing 

testing and validation tools were used and compared, including the INSPIRE resource browser, 

the Spatineo tools and others. The exercise revealed several issues. First, none of the tools is 

‘perfect’ and cover all INSPIRE validation requirements. Second, and even more important, 

the results of the testing and validation should be handled with care. Indeed, testing and 

validation should be done for different purposes. For data and service providers, the results 

help to find deficiencies and improve the quality of the data, services and their metadata. For 

SDI/INSPIRE governance bodies the results provide input to understand the major issues and 

to take the appropriate actions. 

 

The paper will present how the testing and validation was done, provide an overview of the 

results, some lessons learned and the way the results are being used to steer the INSPIRE 

implementation process. Did INSPIRE improve access and sharing of geospatial resources in 

practice? What are the major issues and barriers that persist? What are Member States currently 

doing to improve access and sharing? 
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Abstract 

According to the Energy Law in Taiwan, every major energy user has the obligation to submit 

annual energy record to the government together with own saving target and the plan for the 

next year. On the other hand, government has also established task forces to investigate their 

energy use on-site and help discover saving potential accordingly. However, small-medium 

enterprises (SME) are not intensively monitored by the government due partly to the relatively 

small amount of energy consumption per store and the number of them are too many to conduct 

on-site energy investigation, even though their saving potential is empirically considered large. 

 

To more efficiently access the profile and potential of SME energy efficiency opportunities, 

chain stores are the first priority because of the scalability. Various approaches such as high 

performance envelope, efficient equipment and energy management system are applied but 

cause more argument on the selection of most appropriate approaches with regard of the best 

financial investment decision, not to mention SMEs are widely spread in different location of 

the city where local weather variation should be considered. 

 

Industrial Technology Research Institute (ITRI) develops an online GIS building energy 

visualization and saving platform, aiming to access the energy efficiency and saving potentials 

of large number of SME, particularly chain stores, effectively and accurately. This platform 

integrates several functions including the GIS energy consumption data visualization, together 

with normalized EUI of each building to monitor real-time energy status and facilitate energy 

policies by analyzing historical data to determine saving potential among the same type of 

chain stores. EnergyPlus is embedded in this platform together with local official and 

proprietary databases such as weather, energy-labeled equipment, green materials as well as 

local/international standards. Unlike EnergyPlus, users such as policy makers and owners are 

only required to input basic information through a user interface in five steps: 1. Geometry and 

envelope properties, 2. Internal loads, such as the number of people, interior and exterior 

lighting features and other equipment, 3. Operating schedules, 4. Refrigeration and air 

conditioning setup, and 5. Location of the building of which local weather will be selected. 

When the information is submitted, users can easily obtain details of hourly energy demand 

loads down to the individual building level. Optimum utility rates and ranking of recommended 

saving measures according to return of investment (ROI) in addition to full results are 

calculated and provided by EnergyPlus as well. This platform integrates geographical 

information and energy simulation to help users more effectively understand their energy status 

and determine their best policies and saving measures. It has been successfully applied to local 

chain stores in 2015 and saved 5-15% annually and will undergo a bench scale demonstration 

in local cities in 2016. 
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Abstract 

 

Sub-Saharan Africa has an immense challenge to rapidly and cheaply map millions of 

unrecognized land rights. Current recording and mapping approaches did not succeed to meet 

the promising expectations: disputes abound, investment is impeded, and the community’s 

poorest lose out. In order to cope with these challenges a research project called ‘its4land’ is 

carried out. Its4land is a European Commission Horizon 2020 project aiming to develop an 

innovative suite of land tenure recording tools for three East African countries (Ethiopia, 

Kenya, Rwanda). These land tenure tools are inspired by geo-information technologies, 

including smart sketchmaps, UAV’s, automated feature extraction and geocloud services. For 

each African country two specific case locations are selected. The six case locations are Bahir 

Dar city (Ethiopia), Robit Bata rural Kebele (Ethiopia), Kisumu County (Kenya), Kajiado 

County (Kenya), Musanze City (Rwanda) and Busogo (Rwanda). In order to reach this 

overarching research goal, a fundamental first step is to “get needs”, i.e. capture the specific 

needs, readiness, market opportunities of end-users in the domain of land tenure information 

recording. Therefore, this paper aims to elaborate the research design responding to these 

fundamental first step. This includes actor and case-specific data collection and other methods 

like Actor Network Theory, Multi-Actor Multi-Criteria Analysis and Market Gap Analysis. An 

integrated design is also proposed to facilitate a coordinated approach to the complicated data 

collection and analysis requirements. This way, the diverse nature of the actors of interest with 

regards to readiness and potential impact on the project is taken into account.  
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Abstract 

 

Land-use change from infrastructure, mining, agricultural or forestry developments is the 

biggest driver of habitat loss for wildlife and can threaten essential ecosystems services. A 

global conservation organisation such as WWF needs to be able to anticipate and engage earlier 

with the actors that can influence the location, extent and execution of major projects that drive 

land-use change. These are namely governments, companies and financial institutions. To do 

this we need spatial intelligence and an easy to use, online mapping platform that integrates 

key development and environmental datasets. 

 

WWF-SIGHT is a cloud-based Arc- GIS mapping tool that is integrated with the WWF Global 

Observation and Biodiversity platform (GLOBIL). GLOBIL centralises and mobilises geo-

spatial data from around the organization for monitoring and evaluation, assessment of 

ecosystem status and provides an outlet for public communications and marketing. 

 

WWF-SIGHT has been piloted by WWF-UK and WWF-Norway. It is a WWF internal tool 

and will soon provide WWF’s global network with the capacity to quickly assess questions, 

from simple spatial mapping to complex land-use scenarios and understanding development 

conflicts in different regions, such as, the Amazon biome. 

 

WWF-SIGHT provides an up-to-date means to visually comparing proposed or existing 

development projects and activities against key social and environmental metrics almost 

anywhere in the world. Its vision is to improve decision making through providing easy access 

to integrated spatial information, and allowing analysis prior to, or early in, the project life-

cycle. This should help contribute to reduced environmental and social risk and more 

sustainable investment and development. 

 

WWF-SIGHT provides much needed early intelligence on development activities, in particular 

in the extractives sector, which is fundamental for informing robust land-use planning, policy 

and investment. Moreover, by improving data transparency WWF-SIGHT aims to highlight 

the wider social and environmental costs of unsustainable development, fostering greater 
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accountability for governments, companies, and investors. We are also discussing with 

financial institutions and representatives of extractive companies what a tool of this kind could 

do to reduce financial and operational risk if, for example, used for early environmental and 

social risk screening with outputs tailored to the sectors information and reporting needs. 

Sector-wide adoption by the finance and extractives sector of such spatial early environmental 

and social risk screening tools could go a long way to avoiding detrimental environmental and 

social effects. 
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Abstract 

 

Technologies and applications of Internet of Things（IoT）and big data analytics are the key 

emerging issues in academia and industries. Understanding and shaping the theories of 

environmental sensing and the protocols of multiple-source spatial data collection, 

communication, sharing and analytics for better environmental monitoring and management 

are the key issues in geographic information science. Therefore, the objective of the project is 

to establish an urban environmental sensing infrastructure with crowdsourcing and spatial big 

data for early warning of critical conditions. Based on the infrastructure, we will also 

emphasize on innovative applications for detecting urban critical conditions, including street-

scale heat environment and near real-time population flow in urban settings. We propose the 

framework of the project which is composed of four sub-projects, including: 1. a 

crowdsourcing decision support platform for multiple-source sensor data fusion and analytics; 

2. establishment of intelligent wireless environmental sensing and traffic monitoring systems; 

3. conducting the application for analyzing temporal-spatial patterns of urban street-level 

thermal environmental and physiological equivalent temperature; and 4. Establishment of a 

multilayer urban population flow modeling framework for assessing spatial transmission risk 

of contagious disease. In summary, this project will establish an urban environmental sensing 

infrastructure to further understand the interactions between physical and social environment 

for detecting early warning signals of urban critical conditions. 
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Abstract 

 

This study proposes to develop an intelligent monitoring system for the urban traffic and 

environmental management. In the proposed system, embedded system- based sensing devices 

are installed in vehicles to monitor the roads that each car takes, and the environmental 

parameters around the roads, including temperature, humidity, illumination, suspended 

particulates, and carbon monoxide. In this study, the sensed data will be directly transmitted to 

a decision support platform for traffic-related analysis to improve the use of roads, road safety 

and reduce traffic congestion. With the proposed vehicle sensing devices that deliver the 

sensing data to the decision support platform, drivers can make smart traffic decisions through 

the response from the proposed system. So drivers can avoid traffic bottlenecks and further 

reduce energy consumption and costs of cars. Moreover, the proposed system is capable of 

detecting damping coefficients, car speed, tire pressure, and oil consumption, and it can also 

provide information about potholes or road repaving as a preventive measure, so drivers can 

drive their cars in a more comfortable way. The proposed system is not only a safety and 

environmental monitoring system but the implementation of the concept of urban traffic and 

environmental management. Combining the adaptability analysis with IoT and information and 

communication technologies, this study is able to generate accurate information regarding 

major roads in urban area of Taiwan and provide better solutions to the improvement of road 

safety and conditions and the reduction of traffic congestion, and eventually helps the 

development of the cities in Taiwan. 
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Abstract 

 

With a growing number of developing cities, the capacities of roads cannot meet the rapidly 

growing demands of cars, causing congestion. Understanding the spatial-temporal process of 

traffic flow and detecting traffic congestion are important issues associated with developing 

urban policies to resolve congestion. The topological structure of a street network influences 

the turning probabilities between streets and the moving speeds of automobiles on those streets. 

Moreover, the connectivity of road segments reflects the degree of the road system facilitating 

people to their destination. Therefore, the objective of this study is to propose an innovative 

analytical procedure for investigating the traffic demands in terms of the traffic flow 

concentration and complexity of the road network based on turning probability. First, we 

proposed a flow-based ranking algorithm (Flow-based PageRank, FBPR) to determine the 

traffic flow concentration. Second, we analyzed the real volumes of vehicle movements to 

calibrate the turning probability. Finally, we measured the topological complexity in terms of 

outgoing entropy. Congested segments are defined as the street segments that are prone to 

traffic congestion. By overlapping the traffic demand in terms of FBPR scores and the 

topological complexity of street segments, congested segments can be identified. The results 

show that by relying on the topological characteristics of streets, most congested segments 

identified in the study successfully included the streets identified as the ten most congested 

streets or segments with slow moving speeds based on vehicle detector (VD) monitoring. The 

congested segments might also be sources of traffic congestion. Traffic demands can be 

determined by FBPR scores, which capture human movements, and street complexity can be 

measured by the outgoing entropy, which represents the topological complexity in terms of 

turning probability. We also examined the association of urban land use types with traffic 

demand and street complexity. Identifying the topological characteristics of traffic congestion 

provides comprehensive insights for city planners, and these characteristics can be used to 

further understand congestion spreading. 
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Abstract 

 

The urban heat island effect (UHI) caused by the regional-to-global environmental changes, 

dramatic urbanization, and shifting in land-use compositions has becoming an important 

environmental issue in recent years. The strengthen of UHI effect significantly enhances the 

frequency of high temperature, and influences the thermal environment in urban area. In 

addition, the urban expansions due to dramatic increasing in urban populations and traffic 

loading significantly impacts the air quality in many metropolitan areas, especially in Asia. 

 

In this study, the main objective is to quantify and characterize the temporal and spatial 

distributions of thermal environment in different cities in Taiwan, especially in the Greater 

Taipei Metropolitan Area by using monitoring data from Central Weather Bureau (CWB), and 

Environmental Protection Administration (EPA). In addition, in this study, we are going to 

conduct the analysis on the distribution of physiological equivalent temperature in the micro 

scale in the metropolitan area by using the observation data and the numerical model, RayMan, 

to investigate how the thermal environment is influenced under different conditions. According 

to the meteorological data from CWB frequency of high temperature (greater than 27 ° C) in 

the major metropolitan areas in Taiwan (Taipei, Taichung, and Kaohsiung) have increased in 

the past 50 years from 1960 to 2010. In this study, we characterize heat environment in the 

greater Taipei metropolitan area by using the meteorological data collected from CWB and 

EPA. In addition, we apply RayMan model to quantify the physiological equivalent 

temperature (PET) and characterize of the spatial and temporal distributions of the heat 

environment over different scales in the Taipei metropolitan area. The results can be integrated 

into the management and planning system, and provide sufficient and important background 

information for early warning systems for metropolitan area. 
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Abstract 

With growing instability of spatial and temporal precipitation variability and water supply in 

Taiwan, utilizing alternative water sources is one of the important trends in water resources 

development. Understanding that hyporheic water is one of the resources that has the 

characteristics of slow flow velocity, low turbidity, high water quality and low ecological 

impact, it has a great potential to be utilized. However, the researches about hyporheic water 

are mainly focused on the interrelationships between the hyporheic zone and its biological 

ecosystem. The researches about hyporheic water utilization are relatively insufficient and the 

potential water content can’t be effectively estimated. Therefore, the objective of this study is 

to propose an innovative procedure to investigate three-dimensional distribution of the 

hyporheic zone and measure the potential utilizing capacity in prototype well that intakes 

hyporheic water in southern Taiwan. We also made measurements in wet and dry seasons to 

see the time series change. In this study, we firstly proposed Ultra Low Frequency 

Electromagnetic Wave Remote Sensing Techniques (ULF-EW RS), underground remote 

sensing techniques that passively receives natural magnetotelluric signals and has higher 

precision than traditional geophysical prospecting methods, to investigate the hyporheic zone. 

Second, we estimated the volume of water content and calibrated the results with hyporheic 

exchange model. Finally, we use water level data from 5 wells near the prototype well to verify 

the results. The results show that by applying ULF-EW RS techniques, in most cases the 

hyporheic zones identified in the study successfully matched the ground true well data and 

model simulation results, which provides an effective way to evaluate hyporheic water in 

southern Taiwan. 
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Abstract 

 

This paper describes the Spatial Data Infrastructure (SDI) context and Thailand standards 

development which has been officially launched by The National Geo-Informatics Board in 

2012. The SDI in Thailand consists of two periods, i.e. the first period is for 5 years (2011-

2015) and the second period is for 2 years (2016-2017) to improve and refine the five activities. 

The SDI in Thailand development and implementation is to start with five activities to be 

carried out, namely, development of NSDI Portal, development of geospatial information 

standards, development and integration of base data, development and integration of FGDS, 

and capacity building. 

 

For the WMS in Thailand development is in the part of SDI Portal and Data Clearinghouse, 

can support GIS community in Thailand leading to a more systematically development and 

usage of technology. In addition to, the part of development of FGDS, the 13 fundamental 

geographic datasets development have been in progressing stages based on standardized 

protocols accepted and accessible by all stakeholders in the community. 
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Abstract 

 

During nuclear accidents, when radioactive materials spread into the environment, the people 

in the affected areas should evacuate immediately. However, few information systems are 

available regarding escape guidelines for nuclear accidents. Many countries have therefore 

devised emergency response strategies, including confining nuclear accident sites, monitoring 

site changes, evacuating population from the site, organizing relief personnel, and establishing 

emergency response centers. In order to implement these strategies, many researchers proposed 

Information Technology(IT)-based methodologies and applications. Government agencies and 

personnel use these methodologies and applications to deal efficiently with nuclear accidents.  

 

However, during nuclear accidents, although evacuating people near the accident sites and 

avoiding exposure within the radioactive environment are top priorities, few studies have 

investigated the information systems that address these issues. Therefore, in our research, we 

took advantages of Web GIS, such as computerization, network accessibility and Augmented 

Reality on mobile phones to develop a system and Mobile Escape Guidelines (MEG) to provide 

useful data for disaster responsible organization. We referred to the OGC (Open Geospatial 

Consortium) specifications, i.e. WMS (Web Map Service), WFS (Web Feature Service), WPS 

(Web Processing Service) and applied AJAX (Asynchronous JavaScript and XML) 

technologies to display spatial data and provide spatial query. We could markup hot areas, 

warm areas and cold areas for responsible staves to control the accident scene. And the staves 

could provide decision making sheets for related organizations by using “cross spatial queries” 

to handle important information like traffic, population, nearby schools and emergency calls.  

 

Furthermore, our system provided multiuser functionality. Responsible staves could operate 

our system at the same time to run tasks with each other and publish messages to avoid 

mistakes. With this system, the loss from disasters would be effectively reduced and the tasks 

would run in good order. Mobile Escape Guidelines (MEG) adopts two techniques. One 

technique is the geographical information that offers multiple representations; the other is the 

augmented reality that provides semi-realistic information services. When this study tested the 

mobile escape guidelines, the results showed that this application was capable of identifying 

the correct locations of users, showing the escape routes, filtering geographical layers, and 

rapidly generating the relief reports. Users could evacuate from nuclear accident sites easily, 

even without relief personnel, since using slim devices to access the mobile escape guidelines 
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is convenient. Overall, this study is a useful reference for a nuclear accident emergency 

response.  
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Abstract 

 

Transport infrastructure is one of the most important factors for a country's progress. Taiwan 

High Speed Rail Corporation (THSRC) as a Critical Infrastructure (CI) operates in the western 

part of Taiwan where 90% of Taiwanese population lives. With a Build-Operate-Transfer 

(BOT) approach, Taiwan High Speed Railway (THSR) is a high technology project and as such 

aims to make the best possible practices of new technology at all levels. This paper describes 

the research and development for the application of Geographic Information System (GIS) and 

related technologies to enhance the management capacity of THSRC. GIS provides the 

framework within which relevant project information can be captured, stored, manipulated, 

analyzed and retrieved, including topographic base maps, survey data and cadastral data related 

to the right of way, construction design and as-built drawings, geological and environmental 

data, aerial and satellite imagery and many other forms of data which have a geographic or 

spatial component. The resulting data model of the railway and its environment forms a 

valuable asset for the THSRC in the form of accessible project records to be continuously 

enhanced and referenced throughout the railway’s life cycle including construction, and also 

sustainable operations and maintenance phases. 

 

THSRC has combined a variety of information and communication technologies, to develop a 

comprehensive GIS platform to enhance its management capability. In construction phase, GIS 

assists in this effort by capturing relevant construction related data and converting it to 

information through its data modeling, storage, analysis and visualization abilities as the 

foundation for asset management in THSRC. With the latest state of the art GIS technologies, 

THSRC has achieved to compile all civil structures, track components, structures and 

alignment geometries, safety geospatial information, engineering and topographic information 

into the corporate spatial database.  In operations and maintenance phases, THSRC has also 

developed additional geospatial functions to improve real-time information retrieval and 

decision-making support by integrating on-board GPS, mobile devices to provide location-

based services, etc. This platform not only helps the monitoring of real-time train operation but 

also identifies the environmental danger along the high speed line. The system uses Microsoft 

ASP.NET and Google Earth/Map API as development tools to integrate the locations and 

features of THSRC facilities including stations, depots, train operation status, Disaster Warning 

System (DWS) including the instant information of weather, rivers flood levels, landslides, 

earthquakes and intrusion sensors. In addition, network agent technology is integrated to 
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retrieve useful information regularly from Open Government Data, including rainfalls and 

flood levels by Central Weather Bureau (CWB) and Water Resources Agency (WRA) to 

compare with the THSRC DWS database. 

 

The real-time train location information and location-based service are provided to both front-

line staff and management level via smart phones and tablets to provide more accurate, real-

time and customized made information for passenger evacuation, navigation, and decision-

making. Therefore, with the application of GIS and communication technologies, it is aimed 

to enhance its overall management capabilities in operations and emergency management of 

THSRC, and thereby ensuring better safety to its passengers and ultimately improving 

customer satisfaction. 
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Abstract 

 

Building evacuation planning is done with the goal of evaluating the egress of building 

occupants including the exit locations, the escape routes, and the corresponding egress times. 

The traditional approach utilizes drills which usually incur corresponding costs and 

inconvenience. In this study, a 3DGIS-based geosimulation model for building evacuation is 

developed using the GAMA simulation platform as an alternative and complement to actual 

evacuation drills. PEOPLE agents are modeled to represent the building occupants. FLOORS, 

ROOMS, INDOOR_PATHS and EXIT_POINTS agents are modeled from the 3DGIS building 

layers of the case study building. The simulation involves PEOPLE agents evacuating to their 

target EXIT_POINTS along the INDOOR_PATH. Their movement is affected by their chance 

of panic (CoP) and chance of knowledge to exit (CoKE) attributes. If the CoP value is true, the 

speed of the PEOPLE agent is multiplied by an assumed value of 1.5. Otherwise, they retain 

the base speed of 0.83 m/s. If the CoKE value is true, the PEOPLE agent is assigned the target 

EXIT_POINT corresponding to the designated exit attribute of the ROOMS where the 

PEOPLE agent is located. If CoKE is false, the PEOPLE agent selects a random exit. Weights 

applied to the INDOOR_PATH computed from the number of PEOPLE agents currently on 

the same INDOOR_PATH also affect the movement speed. The egress time periods for 

different simulation runs were computed and analyzed to examine the effects of varying CoP 

and CoKE values on the evacuation time. In general, the increase in CoP values resulted to an 

increase in the total egress time. Extreme values were obtained at CoP equal to 1 in which the 

movement speed of the PEOPLE agents greatly decreased the total egress time. With CoP equal 

to 1, the increase in CoKE still caused decrease in the total egress time. As CoKE is increased, 

the total egress time decreased correspondingly. At CoKE equal to 1, the increase in CoP still 

contributed to increased total egress time. From these results, it can be concluded that even if 

panicking PEOPLE are moving faster, egress time is reduced if they have knowledge of the 

exit. Likewise, even if PEOPLE have knowledge of the exits, they can evacuate more 

efficiently if they do not panic. 
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Abstract 

 

In recent years, with the rise of the two-day weekend travel and tourism industry, but also in 

rural areas gradually transformed into sightseeing, disaster prevention and agro-based, such as 

different type of mode of operation, and to promote its rural characteristics through community 

or network marketing, etc., is also extremely helpful to bring rural development. So then of 

Rural Development, the sightseeing is a representative index has, along with the widespread 

use of smart phones, smart devices by the masses can take pictures, time and upload it to the 

community to share the action, share these things all with the coordinates of points, or 

unintentionally disclose the geographic location of the message, are the manifestations of the 

masses feeds, also known as the voluntary space information (Volunteered geographic 

information, VGI), these data are constantly increasing every day It became a huge data 

repository. In this study, combined with rural regeneration Soil Conservation Service in the 

community-wide Taichung, Taiwan utilization of the most common face book (Facebook), to 

construct a complete VGI large data repository via Facebook API and automated search 

programs, and rural the spatial location classification, explore punch masses of information, 

information filtering seized nuclear, punch press and praise the number of special events and 

statistics. In addition, this study will also make use of semantic analysis (Semantic Analysis) 

mode for non-structural information VGI, the capture and sightseeing with the connection of 

keywords to enhance the accuracy and effectiveness of VGI data. This study is hoped that 

through the establishment of a keyword search and information gathering mode, the filter 

useful and correct spatial information to provide the Government of analysis and resource 

allocation decisions tourism use. 
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Abstract 

 

Geospatial technologies are one of the rapidly evolving subject worldwide. Influence of this 

growth will also result in changing scenarios in various related aspects including among other 

things the accompanying job markets at regional, national and international level. A review on 

the studies of the Geospatial job market in India gives a relatively sorry state of picture with 

regard to availability of educated, skilled and qualified professional work force for its growing 

Geospatial industry. Further, in the context of recently launched of Smart Cities & Digital India 

programs by Government of India is a big step forward to transform the country into a digitally 

empowered knowledge economy, it is expected that the demand –supply gap of Geospatial 

professionals is going to be further widened. The proposed paper discusses the experience of 

current Geospatial teaching methodologies at undergraduate and postgraduate level, and the 

need for introduction of different programs using different modes of delivery will be discussed. 

The paper further focuses on various opportunities and challenges that are going to be emerged 

with changing scenarios in geospatial Industry particularly with reference to the educational 

needs. The weak spatial thinking skills and geography background, difference in IT and 

geospatial technology literacy levels, implementing a need-based student-centered / project-

based learning methodologies in different modes of course delivery, a restructured geospatial 

course curriculum are some of the other issues that are expected to make a relevant contribution 

to discussion on the needs for Geospatial capacity building in particular and development 

towards a Digital India general. The paper also presents some anticipated implications of 

National Geospatial Policy (NGP-2016) with regard to development of SDI in India. 
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Abstract 

 

Terrain analysis includes the collection, analysis, evaluation and interpretation of geographic 

information on the natural and manmade features of the terrain (topographic or benthic), and 

combined with other relevant factors to predict the terrain effect on various operations. The 

present cogitation encapsulates the surface analysis of South Western part of India and Benthic 

Terrain Analysis of Eastern Arabian Sea using remote sensing in Geospatial domain. The 

topographic analysis of the Western India is carried out using the spatial analyst tools in Arc 

GIS 10.2 software and The NASA Shuttle Radar Topographic Mission (SRTM) data to 

understand the terrain characteristics. Terrain analysis of southern Maharashtra and Goa region 

is validated using ASTER 3D remote sensing data. Using improved e-topo2 bathymetry data 

and Benthic Terrain Modeller (BTM) extension of Arc GIS version 10.2, bathymetry position 

Index (BPI) at broad, fine and standard scale is achieved for preparing slope, depth, and 

rugosity maps. Based on bathymetry derivative maps, benthic terrain map of the Eastern 

Arabian Sea is generated and is used to classify benthic environment of the Ocean. Geospatial 

study is carried out to generate base-level information for terrain analysis and classification. 

Terrain analysis is a key element in 3D Visualization, Flight Simulation, Project Cost 

Estimation, Cut and Fill Calculations, Route Feasibility, Environment and Risk Assessments, 

Line of Sight Analysis, Surface Analysis, Watershed Analysis etc. It is demonstrated that 

Geospatial technique is one of the most useful tools for surface analysis, benthic terrain analysis 

and mapping in shortest time and less cost. 
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Abstract 

 

Coastal communities and habitats are always threatened with the continuing rise of sea levels. 

The consequences of sea level rise worsened by climate change can bring higher and more 

frequent flooding to low-lying land areas and loss of near shore coastal habitats. Coastal 

communities are highly vulnerable especially during typhoon events, inevitably leading to loss 

of properties and ultimately lives. It is important to identify which communities are highly at 

risk from flooding and submersion. In this study, nearby communities of Imbang River in 

Western Visayas, Philippines affected by sea level rise are identified and quantified. These 

communities are quantified by mapping building structures using an automated building 

extraction approach on LiDAR data and orthoimages. The extraction methodology applied an 

object-based image analysis to segment, classify and extract buildings. The total area of the 

extracted buildings using the automated extraction method is 3.16 km2 covering 2.18% of the 

144.76 km2 floodplain.  Meanwhile, affected areas are identified by simulating sea level rise 

within the floodplain of Imbang River using a thresholding query based approach on digital 

elevation model. The simulation used different scenarios of sea level rise categorized as low 

(1-meter rise), medium (5-meter rise) and high (20-meter rise) level. Almost 35% to 80.4% of 

the total land building areas will be flooded under the three different scenarios. The highest 

inundated area of building structures affected by sea level rise is estimated to be about 2.54 

km2 on the 20-meter sea level rise, while the lowest estimated to be about 1.113975 km2 on 

the 1-meter sea level rise. 
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Abstract 

 

The rapid increase of the Philippine population and its economy has spurred an urban sprawl 

in various cities and towns across the country. The rise of building structures used for 

residential, commercial, medical, and industrial purposes have entailed land use conversion 

which presents a challenge for government monitoring. Comprehensive mapping and inventory 

of building structures for the purpose of urban planning, disaster risk management, and other 

applications have been lacking due to the limited manpower and financial resources of the 

national and local governments. A platform for Volunteered Geographic Information (VGI) 

data collection is thus useful when the government machinery cannot keep up with the expanse 

of the urban sprawl. Furthermore, geospatial databases populated by VGI would aid decision-

makers in the formulation of government socio-economic policies, urban planning, and disaster 

management plans including loss estimation in the event of disasters. 

 

This study incorporates both web-based tools and android mobile application in creating a 

framework that can be used in geospatial mapping of building structures. Using available 

Digital Surface Model (DSM) which is derived from LiDAR data and orthophotos, building 

outlines are manually extracted to create a geospatial database of the building structures in the 

flood-prone zones of Western Visayas, Philippines. Each building outline is represented by a 

polygon, referred here as digitized building. The geographic coordinates of the vertices of the 

digitized buildings are extracted and uploaded to the database server so that it will be readily 

available for download in web-based and mobile application. These geographic coordinates 

when downloaded are linked to create a digitized building which is overlaid to Google Map. 

The database framework includes building attributes such as building materials, building 

height, and number of floors which are essential information in disaster management. The 

framework uses unified structures across web and mobile which incorporates the application 

of VGI. Building structures are mapped and attributed by mobile device users who act as 

efficient local contributors. 
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Abstract 

 

This paper develops and trials a model for integrating physical and socio-economic data to 

assess heat vulnerability within the urban areas of Taipei City. Spatial planning for resilience 

to climate-related events such as excess heat requires understanding of the differences in 

physical exposure and socio-economic vulnerability that can exist within a city. Moreover, 

societal vulnerability is determined not only by economic or demographic factors, but also by 

less tangible cultural drivers. We exemplify our integrated model for physical and social 

vulnerability assessment through application to the case of Taipei City, Taiwan. 

 

Due to the difference in urban development pattern, heat is not evenly distributed in cities so 

as to the magnitude of heat exposure. This study adopted remotely sensed data from 

LANDSAT 8 to assess the relationship between the thermal patterns and landscape 

characteristics whereby a set of exposure indicators was determined. Three exposure indicators, 

namely impervious surface rate, proximity to mountains, and tree and water proportion, were 

included, because: 

 

1. the normalized difference built-up index (NDBI) has a strong positive linear relationship 

with land surface temperature; 

2. areas closer to mountains were cooler and; 

3. trees and waters have cooling effect. 

 

Socio-economic vulnerability for each village within Taipei City was calculated by integrating 

publicly-available datasets from the Department of Statistics, Ministry of the Interior. Based 

on a review of existing social science literature into factors influencing sensitivity and adaptive 

potential for climate change adaptation, key variables from the datasets were selected. These 

reflected not only population demographics and economic characteristics, but also less tangible 

determinants of vulnerability such as social capital, access to information and access to 

knowledge within each village. The variables were assigned relative weightings according to 

their importance in extant literature. In turn, a socio-economic vulnerability score and ranking 

was calculated for each village within Taipei, allowing quantitative comparison with land 

surface temperature. 

 

The socio-economic indicators suggest the most vulnerable areas are located in the Da’An and 

Zhongzheng areas of the city - areas of higher than average income. This suggests a complex 
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range of factors such as inequality and social capital may inform the vulnerability of an area to 

heat-related events, and reinforces the need for spatial data which can give decision-makers a 

sense of the socio-cultural makeup of an urban space in order to more effectively plan for 

resilience. 

 

Based on the Taipei case we caution that there can be marked differences in the nature, extent 

and resolution of socio-economic data within and between municipalities. Researchers must 

therefore be prepared to be flexible with how they use socio-economic data in particular to 

assess vulnerability, and should exercise caution to avoid assumption about what the most 

‘important’ variables will be in a given social context. It is imperative to reflect on where the 

scale of socio-economic data may mask differences or inequalities within spatial units. 

Moreover, cognisance should also be paid to potential ethical issues (distress, stigmatisation) 

that may arise when marking areas out as 'vulnerable' through spatial data analysis. 
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Abstract 

 

The Fengshan fault, originally identified by the geomorphic analysis, penetrates from the 

southern area of Tainan city in the north to the downtown of Kaohsiung city in the south in SW 

Taiwan. Based on previous GPS analysis, this fault is a major active creeping fault with 

approximately 15 mm/yr left-lateral strike slip rate.  However, no historical disastrous 

earthquakes occurred on this fault and no geological evidence to prove the existence of the 

Fengshan fault. To realize the location and kinematics of the Fengshan fault, GPS observations 

during 2007-2015 from 44 continuous and campaign-mode stations and another 68 GPS 

satellite control point data between 1997 and 2010 are used to estimate the surface horizontal 

velocity field in this study relative to the station KMNM in Chinese continental margin. In 

addition, 17 Synthetic Aperture Radar (SAR) images from ALOS PALSAR from 2007-2011 

are also adopted in this study to evaluate the Line-of Sight (LOS) velocity field in SW Taiwan 

for increasing the spatial resolution of surface deformation. Because the southern tip of 

Fengshan fault is passed through the subsidence region of the Pingtung Plain and this fault is a 

strike-slip fault, levelling vertical velocities are used to remove the contribution of land 

subsidence from the LOS velocities. According to the analysis of above all data, the northern 

segment of the Fengshan fault is creeping with the creeping rate of approximately 13 mm/yr 

and the southern segment of the fault is probably locked with the rate of approximately 17 

mm/yr. In addition, two mud volcanos are discovered at two end points of the northern creeping 

segment of the Fengshan fault, which may imply the reason of surface creeping on the 

Fengshan fault. The thick mud may decrease the friction on the fault plane and promote the 

generation of the creeping fault in S Taiwan. If any constructions are passed through the 

creeping fault, a continuous damage will be occurred due to the movement of the fault. 

Therefore, it is important to build up a real-time monitoring network to identify the kinematics 

of the creeping fault. 
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Abstract 

 

As the disaster management community grows, so too does the need for a smart disaster 

community where all researchers in the field can coordinate, collaborate, and interact to 

develop and deliver the best outcomes for wider society. In the area of disaster management 

research there are many organizations, groups, centres and individual researchers working 

towards the common goal of improved disaster management practices through disaster risk 

reduction, minimizing and mitigating against the impacts of disasters, better responding to 

disasters, and developing resilient communities. To ensure that these groups are not working 

in isolation, a networked approach is needed to facilitate sharing, collaboration, engagement, 

integration, and to minimize duplication and isolation of research. A Global Disaster 

Management Platform is one possible solution to address this growing need – a platform that 

can bring together and connect disaster management specialists, disaster management groups, 

and international organizations dedicated to this field, and enable them to share and collaborate 

on disaster management issues. The Centre for Disaster Management and Public Safety at the 

University of Melbourne proposes to develop such a platform, which aims to increase 

awareness of the advances, developments and initiatives underway in the area of disaster 

management while connecting disaster management research at the global level. The Global 

Disaster Management Platform (GDMP) is based around a vision for this rapidly growing field: 

more sharing, increased collaboration, and enhanced awareness of the current research taking 

place. A platform such as the GDMP has the goal to facilitate the expansion of international 

collaboration and engagement resulting in long-term research and training activities, and to 

provide a forum for researchers to share and become aware of different disaster related research 

taking place. Under the GDMP researchers from all countries and all organizations will have a 

platform to list information about their research and view and learn of other research taking 

place worldwide. So far, in the development of the GDMP, the focus has been on facilitating 

collaboration with Asia, Latin America, and wider societies for the development of disaster 

management research and engagement. As part of these developments, two international events 

– one in September 2014, and a second in October 2015, have been held to help formulate the 

GDMP. The events enabled the showcasing of research and breakthroughs in the field of 

disaster management and the opportunity to foster engagement and support collaboration 

between local and international industry, government and academia. These events attracted 

participation from over 15 countries, and at a small scale demonstrated the value of 

international collaboration and engagement in the area of disaster management research. This 

paper will detail the establishment of a Smart Disaster Community enabled through the 

conceptualization and development of a Global Disaster Management Platform. 
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Abstract 

 

Using the data of the national spatial data infrastructure in Ukraine for the study of risk 

assessment of critical assets is one of the most important applied problems. Relevant and 

comprehensive spatial data about climatic conditions, engineering networks, and accident 

statistics should be provided by mapping services and local management companies for 

capabilities of decision support solutions and prediction emergencies. 

 

Power industry is a one from basic industry in Ukraine and a strategic sector in any country. 

Power industry security is a component of country security in general. Hazardous situations 

(accidents) on the objects of energy power systems usually arise from defects in the 

manufacture and operation of the equipment, personnel rules violation and other factors and 

lead to the forced termination of energy supply, causing a threat to the life of society. 

 

Primary part of the power transmission networks are the overhead power transmissions lines, 

because of this there is a threat of adverse impact of climatic factors on the power transmission 

network components. Extreme climatic conditions lead to accidents on the power lines, so the 

problem of analysis of climate impacts on the power transmission network and prediction the 

consequences of these effects are direct component of power system security problem. Extreme 

accidents analysis shows that more than half of the failures on overhead power lines caused by 

the ice and wind overloads on the wires, cables and other structures. 

 

Bayesian network is used to simulate accidents on power grid objects. Bayesian network is a 

graphical model that encodes probabilistic relationships among studied variables. The 

graphical model has several advantages for data analysis: coding dependencies between all 

variables and easy handling situations when data are missing; studying the possibility of using 

cause-effect relationships; avoiding the need to "fit" the data. 

 

Model development for accident under the influence of climatic factors takes following stages: 

defining models variables and relations between them; Bayesian network structure 

construction, determining the possible values of variables and a priori probabilities; Bayesian 

network learning and refining its structure (variables and their probabilities); model testing 

using accidents data at power lines and meteorological observations; prediction the occurrence 

of accidents involving information about the accident using the constructed model. Bayesian 

networks prediction is based on a Bayesian classifier, which is statistically optimal classifier, 
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which minimizes the risk of misclassification. Bayesian network model was tested using the 

technique of cross-validation. 

 

Variables that are used for accidents simulation are the following: ice weight, event duration 

and ice growth period, type of topography, the constructions lifetime, the wind speed at the 

maximum ice load period, month of ice load occurrence, altitude and wind direction at the 

beginning and after reaching the maximum size of ice. Model development is performed on 

meteorological observations, accidents cases data and geospatial data of power grid from SDI 

organizations network. 

 

Zoning maps for the area of interest were constructed with QGIS, marking on the maps 

locations of accidents that have occurred, and predictable accidents place. 
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Abstract 

 

Spatial Data Infrastructures (SDIs) have been developed over the last decades all over the 

world. SDI is the integration of several components to create a platform which enables a wide 

variety of stakeholders to access, share and use spatial data in an efficient and effective way. 

To stimulate the SDI development effectively and efficiently, it is key to assess the progress 

and benefits of the SDI. Currently, several SDI assessment methods exist. However, most 

assessment methods are analyzing the SDI as a whole, which does not allow understanding 

their internal dynamics and none of these appear to meet the requirements of practitioners. 

Thus, SDI decision makers are still without any guidance on the success of their SDI. 

 

The research on this paper stands on an ongoing PhD research project on the development of a 

sound foundation for an academic theoretical framework for the STIG, Stress Test for 

Infrastructure of Geographic information. The last paper was focused on the similarities of the 

Financial infrastructures with the Spatial Data Infrastructures and if the financial stress testing 

which is commonly used to assess the sustainability and success of the financial system can be 

used for SDI assessment. Based on a review of the nature and concept of the SDI and Financial 

Infrastructure (FI) we conclude that there is significant similarity between these two 

infrastructures and the stress test methodology is likely to be an appealing alternative way of 

assessing SDIs.  

 

The purpose of this paper is to define the Core SDI Principles based on the 29 Basel Core 

Principles and setting up the Core SDI performance indicators. Additionally, a set of essential 

and additional assessment criteria for each Core SDI Principle will be defined.  From all the 

examined types of risk factors and methods to construct financial stress tests, the Multi-factor 

Stress tests (Hypothetical and a Non-systematic Subjective scenario model) are most promising 

as a basis for SDI assessment. This hypothetical scenario first chooses and then stresses risk 

factors based on expert inputs including users, producers, data owners, management, 

consultants etc. SDI practitioners can construct hypothetical scenarios when no historical 

scenarios match the special features of their situation or when they want to stress new 

combinations of risk factors. Stress testing as a SDI assessment method once implemented in 

the decision-making process, can effectively increase system robustness of a SDI. When 

implementing stress testing, challenges remain in modeling the interaction of different risk 

factors and their impacts. Such things as: integrating stress testing at different levels and 

making stress tests workable, realistic and timely remain complicated. These issues will be 

addressed in the research further developing the Stress Test for Infrastructure of Geographic 

information: the STIG. The paper ends with a shortlist of issues for discussion on the way to 

move forward. 
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Abstract 

 

This study focuses on improving accuracy of Bluetooth-based indoor positioning system. The 

distance model correction is proposed and applied in testing environments. Bluetooth wireless 

technology is the global wireless standard that exchanges data over short distance between 

devices. With the development of wireless technologies, Bluetooth has developed to a new 

version 4.0 which is called Bluetooth Low Energy (BLE) in 2010, and it is a new wireless 

personal area network technology. Its characteristics of low cost, low energy consumption, and 

interoperability bring about a suitable tool for connecting network between devices. Most of 

the mobile devices are equipped with Bluetooth functionality that also makes it a good 

candidate for indoor positioning. Beacon, which is the application of BLE-based technology, 

is capable of transmitting information and one of the signals is called Received Signal Strength 

Index (RSSI) which can be converted to distance depending on the model of signal strength 

and real distance. 

 

This research utilizes beacon in indoor positioning system. After detecting the RSSI from 

beacon, the distance between transmitter and receiver can be estimated through a distance 

model. The unknown position is subsequently calculated by trilateration. However, the signal 

strength of BLE will be influenced by the surrounding environments, i.e. multipath effect and 

shelter which make the signal weak and unstable. The feeble signal leads to poor accuracy of 

estimated distance and positioning result. To improve the performance of the positioning 

method, this research proposes a novel method, which corrects the distance derived from the 

model. The proposed distance model correction is based on the differential which is similar to 

the principle of Global Positioning System (GPS). To obtain better positioning accuracy, it 

exploits reference station which is a known point to compute the residual of distance so as to 

correct the distance observation from receiving station. Once the distance of receiving station 

to each beacon is revised, the positioning result calculated by trilateration will be closer to the 

real position. This research has some check points in different testing environments. Finally, 

this study uses Root Mean Square Error (RMSE) and standard deviation to evaluate the 

accuracy of the check points which the true location is survey by the total station. The 

experimental results show that the positions after distance model correction are more 

concentrated and closer to real position in terms of overall accuracy. 
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Abstract 

 

Nowadays, aerial images present a “bird’s-eye” view of geographical environment, and 

historical one provides the spatial information in the past. Through multi-temporal aerial 

images, we can analyze dynamic environmental changes. In Taiwan, Research Center for 

Humanities and Social Sciences (RCHSS) of Academia Sinica, has collected and scanned 

abundant historical maps and aerial images. By being processed through methods of computer 

vision, those materials can achieve greater value. Most of the historical aerial images haven’t 

been registered since there were no precise POS system for orientation assisting in the past. To 

handle the great quantity of images, we develop an automatic process to match historical aerial 

images by Scale Invariant Feature Transform (Lowe, 2004). This matching algorithm extracts 

extreme values in scale space, and becomes invariant image features, which are robust in 

rotation, scale, noise, and illumination. If two images have the same image feature point, we 

can use these points to do affine transformation or projective transformation for image 

alignment. Research that using feature points of SIFT for automatic registration of historical 

aerial images has proven feasible (Rau, 2014). 

 

After image matching and alignment automatically, we only have the relative orientation of 

images. We still have to add control points manually for registration through least square 

adjustment based on collinear equation. Finally, we can use those feature points extracted by 

SIFT to build control image database in future work. Every new image will be query image 

and be extracted. If features of new points match with the point data in database, it means that 

the query image probably is overlapped with control images and then become new control data. 

After feature extracting, all computation is based on point data instead of image data, so the 

requirement of computation is low. With the growth of the database, more and more query 

image can be matched and aligned automatically. Also, further study such as multi-temporal 

environmental changes can be investigated by using this temporal spatial data system. 
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Abstract 

 

Estimation algorithms are needed to estimate the damage situation in large-scale natural 

disasters from observed information that is often insufficient. Are the estimation algorithms 

applicable for disaster management? This is a serious question for those of us involved in a 

national Japanese research project known as “research and development of techniques about 

use and application of real-time information in the G-space platform.” In this paper, we present 

an experimental demonstration as our final evaluation of this project. We developed an 

integrated demonstration system implementing people number estimation using cell-phone 

connection logs and simulation data search using small amounts of real-time data to confirm 

usability. The virtual disastrous scenario set for the demonstration was a huge M7.3 earthquake 

that hits Tokyo. The demonstration system was presented to 39 participants (including 26 

government officers and 13 university/industry experts) from 13 organizations on Jan. 27–28, 

2016 for review. We sent a questionnaire to all participants afterward and nine organizations 

responded. In total, seven organizations responded with “Yes” to the question about whether 

our techniques were applicable for disaster management, thus confirming the effectiveness of 

the developed techniques. 
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Abstract 

 

Disaster risk management is a complex endeavour that entails compensations for factors both 

natural and human made. While the “hard sciences” attempt to deal with the natural factors, 

such as predicting hazards and engineering solutions, the role of social sciences are becoming 

increasingly sophisticated to contend with the varieties of populations and contexts that exist. 

The trends in research on topics of resilience and comparative behaviours suggest that myriad 

aspects of society are worthy of investigation in terms of potential effects on disaster risk 

management. The influence of human activities on disaster risk, such as climate change, only 

compounds the complexity. 

 

A recent study (author, 2016) demonstrated that broad indicators of socio-cultural dimensions 

measured at the national level are related to disaster risk. This paper takes that study in another 

direction to discuss the relationship between the quality of a nation’s governance and its 

disaster risk. While several established indices incorporate some measures of governance 

quality in their disaster risk indices, a decidedly administrative perspective is missing in the 

literature. Disaster risk management as a specialized function of government is highly 

dependent on the quality of that government, as considered by the administrative pillars of 

efficiency, effectiveness, and equity. 

 

Starting from the theory of governance that develops those pillars, this study then uses the 

World Risk Index and Worldwide Governance Index to provide an empirical analysis of the 

relationship. Those findings are then situated in several real contexts to demonstrate how the 

relationship between disaster risk and governance quality is realized. Issues of trust-risk, policy 

implementation, administrative ethics, democratic participation, and compliance are discussed. 

Of particular concern is the extent that better quality governance can mitigate disaster risk when 

other factors of a population are taken into account. 
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Abstract 

 

Geographic names are reflection of what people think of a particular place, including its 

surrounding environment, community, culture, and histories. As geographic names carry 

abundant spatial and historical meanings, study of geographic names may help understand the 

characteristics and development of a place. In order to better manage the geographic names of 

Taiwan, the Ministry of Interior (MOI) has created a comprehensive geographic name database 

and established a Geographic Names Information Service (GNIS) website. This research aims 

to explore the potential of using this website for high-school education. Specifically, we 

developed 10 teaching modules to be used in K-12 geographic classes and organized a series 

of workshops for K-12 geography teachers. The analysis discussed how these teaching modules 

and workshops were designed and the results of their applications. In sum, participants were 

positive to the use of the website above-mentioned and encouraged to introduce it in the 

classroom. They agreed that geographic names would significantly help developed the sense 

of places and strengthen the spatial thinking of students, which are important concepts and 

skills in geographic teaching. 
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Abstract 

 

Biodiversity conservation and land use planning are inherently spatial, and as increasing 

pressures are placed on land use, it is vital for decision-making to be well-informed and 

integrated. Within the environment sector open, accurate, and exchangeable spatial data can 

empower the organisations responsible for environmental decision-making. Critically, it can 

help them prevent and resolve land use conflicts by encouraging early engagement in 

‘problematic’ development projects. These are all functions that a NSDI can provide if 

effectively mobilized within a country. This study investigated spatial transparency issues in 

eight WWF-UK priority countries through interviews and questionnaires sent to in-country 

spatial data users and experts. The research also gained an insight into awareness of NSDI, use 

of NSDI, and potential applications and need for improvements, with the ambition of 

highlighting the importance and potential of effective spatial data infrastructures for the 

environment sector.  The conclusion drawn was that a way of assessing progress towards SDI 

at a national scale was greatly needed. The scoring that a comprehensive and stakeholder 

relevant Index to assess NSDI provides will allow investment and decision-making to be 

directed towards problematic areas of NSDI development, and will promote collaboration and 

motivation between government departments and other stakeholders to improve their spatial 

data quality, management and availability. This would have long-term benefits for 

development and environment agendas.  
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Abstract 

 

It has been 20 years since spatial data infrastructure (SDI) has spread across the world. During 

this time, several countries has started establishing their own SDI, all of which are different 

from each other. Mongolia has been using geographic information system (GIS) software for 

mapping since 1990. Nowadays many organizations and some private companies in Mongolia 

are dealing with remote sensing and GIS activities. 

 

Since 2004 there have been discussions and plans for founding a National Spatial Data 

Infrastructure (NSDI), starting from 2012. The NSDI is one of seven main key components of 

the “National Program to Establish an Integrated System of Registration and Information of 

Mongolia” (2008). The project is to facilitate and support data exchanges between and within 

organizations, for efficient cadastral procedures, registration and taxation, and other related 

activities, etc. NSDI is a web based and centralized system which covers administration of 

geoinformation databases all over the country among government departments. 

 

The PEST factors, combined with external micro-environmental factors and internal drivers, 

can be classified as opportunities and threats in a SWOT analysis.  In order to establish a 

promotion strategy for SDI system implementation project, internal and external factors are 

derived through using SWOT and PEST analysis. 

 

This research aims at a SWOT and PEST analysis to identify the key internal and external 

factors in the SDI legal system, internship between government organizations, human 

resources, data resource and security that are important for achieving the objectives in the 

Mongolian situation. 
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Abstract 

 

Like many developing countries, access to geospatial data presents a big challenge. One of the 

major reasons for this is a lack of a National Spatial Data Infrastructure (NSDI) through which 

geospatial data collected by different stakeholders can be shared. As a consequence, there is 

duplication of data collection efforts, usage of geospatial data with different cartographic 

properties for the same areas, high cost of data collection etc. Other challenges include the fact 

that this data is rarely updated and there is bureaucracy attached to accessing these datasets. 

The conglomeration of these challenges has inspired the consideration of alternative sources of 

geospatial data, more so freely available geospatial data. OpenStreetMap (OSM) is a geospatial 

dataset whose main distinguishing quality is that it is free to access and distribute. It contains 

information about cultural features such as roads, buildings, powerlines etc., collected through 

crowdsourcing. Crowdsourcing for the Uganda OSM dataset began in 2012 and to date a 

substantial amount of data has been accumulated, especial for the capital city – Kampala. This 

dataset is continuously updated through the efforts of volunteers some of whom have had 

insufficient training in mapping or cartography. To members of the geospatial community, this 

potentially presents doubts about the accuracy of the dataset and hence its usefulness. It is in 

this context that this paper therefore sought to assess the Kampala OSM dataset. The 

assessment involved comparing the OSM dataset against three known existing datasets: The 

Uganda National Roads Authority (UNRA) dataset, Justice Law and Order Sector (JLOS) 

dataset and extracted roads from a 2014 orthophoto. These were then used to assess positional 

accuracy, data completeness, consistency and attribute accuracy of the OSM data.  

 

The results show that OSM data had positional accuracies of 91%, 62%, 53% when 

respectively compared to UNRA, JLOS and extracted road data from 2014 Kampala 

orthophoto. This can be explained by the fact that OSM data is mostly collected using hand 

held GPS which can have positional accuracies of up to 10m.  With a 99% data completeness 

accuracy, evidently much of Kampala has been collected which means that OSM can be 

reliably used for routing studies among others. There was however poor consistency and 

attribute accuracy of 5% and 23% respectively which could be attributed to the reference data 

having out of date place names. There also could have been instances where and when the 

wrong attribute e.g. road name was assigned to the OSM dataset. This can be remedied by 

ensuring proper quality control before uploading the data for sharing. From the questionnaires, 

it was observed that there has been growing use and application of OSM data in Geospatial 

community. Most awareness has come out of training workshops however, more can still be 

done. There is also need to expand the domain areas in which OSM data can be used, as this 

will go a long way in reaching out to more potential users. Ultimately as OSM takes root, 

potentially less resources will need to be spent on collecting this data. 
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Abstract 

 

I4D is a turn-key solution for data fusion and geospatial analysis, allowing simple management, 

access and exploitation of all types of geo-located data (raster imagery, vector data, multimedia 

files, and any other geo-located information) and is highly interoperable via OGC (Open 

Geospatial Consortium) standard interface compliance. 

 

In operation and constantly improved for more than 10 years, I4D is daily used by more than 

3000 operators all over the world. 

 

I4D is a modular and scalable solution including two main components: On the one hand I4D 

Explorer, a virtual globe for simple and effective access to a multiple data repository and on 

the other hand I4D Data Centre, a scalable data storage and management solution allowing data 

security, availability, and highly automated data management processes. In addition to this 

infrastructure, specific data sets and training programs enable the solution to be used in full 

autonomy. 

 

I4D functions enable an efficient spatiotemporal analysis of a situation allowing fast decision 

making. Thus, the I4D solution is suited for many military and civil applications such as 

defence, security, environment and disaster/crisis management.icos – LAMP. 
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Abstract 

 

We live increasingly within modern societies in which every human, object and communication 

is tracked all the time and everywhere. Sensors and affiliated support technologies being 

deployed within our static surroundings and carried with us include those that are able to locate 

(both outside and inside buildings), see (ranging from automated identification of objects to 

specific individuals), hear (from detection of specific sounds to transcribing language), smell 

(sensing of specific gases), feel (detection of specific conditions such as temperature, humidity, 

and motions) and communicate. Sensors in and attached to our bodies now regularly 

communicate in modern societies through our phones, cars, offices, homes, transportation 

infrastructure, and with objects along our travel paths. Often invisibly embedded within our 

stationary and mobile surroundings, sensor data along with massive data collected through our 

digital transactions and activities is providing myriad benefits in enhancing the quality of our 

lives.  Yet most of us have extremely limited and cumbersome control, at best, over our 

personal information exposure. Personalized and readily personalized data as well as services 

based upon that data are widely accessed, mined, exchanged and sold across and among the 

commercial and government sectors. Legal controls are largely ineffectual in a global race to 

the bottom in terms of allowing corporate and commercial sectors free reign to extract and 

retain indefinitely data about our movements, interactions and transactions. This talk 

contemplates an ethics-driven combined technological and legal approach for granting 

individuals control over their information exposure and speculates on the potential 

acceptability of the approach within national legal and cultural frameworks. 

  



  150 

This work is licensed under Creative Commons License (CC-BY version 4). GSDI 

Publications – GSDI 15 Conference Proceedings, November 2016 – gsdiassociation.org. 

 

Earth Observation by Airbus Defense & Space: Today and Tomorrow 
 

Patrice Galey 

 

AsiaPacific Business Development, Intelligence 

Airbus Defence and Space (TCISP), 110 Seletar Aerospace View, Singapore 797562 

patrice.galey@astrium.eads.net 

 

Keywords: satellites, imaging, space, earth observation, EO, markets 

 

Abstract 

 

Airbus DS / Intelligence has over 30-year experience in operating imaging satellites, and 

currently manages a constellation of Optical and SAR satellites (SPOT6/7, Pleiades 1A & 1B, 

TerraSAR-X and Tandem, DMC). Airbus DS / Intelligence has a strong, established global 

presence in marketing its imagery services in both commercial and government sectors in more 

than 100 countries. In parallel, Airbus DS / Space Systems is a market leader in designing and 

manufacturing Earth observation satellites using state-of-the-art technologies. Airbus DS has 

also developed partnerships with international operators and has established cooperation to 

distribute data from Third Party Satellites such as KazEOsat-1 or the Taiwanese’s EO system 

Formosat-2 (still in the portfolio more than 10 years after launch).   

  

Over the past few years, the EO market has drastically evolved, with the emergence of new 

entities building and marketing medium resolution constellation satellites, while the market 

incumbents such as Airbus DS / Intelligence keep evolving their capabilities with increased 

resolution and imaging capacities. While its current capabilities will extend beyond 2020, 

Airbus DS / Intelligence is committed to offer continuity of services beyond 2020, ensuring 

delivery of best-in-class products and services, all with the clear objective to remains the #1 

EO services provider worldwide and for the years to come.  

  

The presentation will provide a general overview on Markets Trends and Technology 

evolutions, as well as providing information on EO users expectations and expected services 

level to continue developing EO based Solutions in various applicative field: from Forestry to 

Agriculture, from Land Planning to Cartography, from Disaster Management to risks 

assessment, from Surveillance to Intelligence, etc. 
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