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Analysis of SESANS data
by numerical Hankel transform
implementation in SasView

Jurrian H. Bakker **, Adam L. Washington ®, Steven R. Parnell ?, Ad A. van Well ?, Catherine Pappas *
and Wim G. Bouwman ?

2 Radiation Science and Technology, Faculty of Applied Sciences, Delft University of Technology, Netherlands
b ISIS, Rutherford Appleton Laboratory, Chilton, Didcot, Oxfordshire, United Kingdom

Abstract. SESANS data analysis has been implemented in the SasView software package, allowing SESANS experiments to be analyzed
using a numerical Hankel transformation of isotropic small-angle scattering (SAS) models. The error of the numerical approximation is three
orders of magnitude below typical experimental errors. All advanced data fitting features of SasView (multi-model fitting, batch fitting, and
simultaneous/constrained fitting) are now also available for SESANS and this is demonstrated by examples of fitting SAS models to SESANS
measurements.
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1. Introduction

Spin-Echo Small-Angle Neutron Scattering (SESANS) is a small-angle scattering technique for analyzing prop-
erties of condensed matter. It was first experimentally demonstrated by Keller et al. [13] and subsequently devel-
oped and made useful for analysis of real samples at the Delft University of Technology [6], where it has since been
used to characterize many microscopic soft matter structures, such as colloidal suspensions [29], granular materi-
als [1], food structures [31,33], and kinetics of structural changes [34]. The pioneering Delft SESANS instrument
extends SANS to length scales reaching 20 um and has inspired several other instrument development projects,
such as a set-up using magnetic Wollaston prisms [19] and two time-of-flight instruments: Offspec [7,20,26] and
Larmor [27], collaboratively developed by the Rutherford Appleton Laboratory and Delft University of Technol-
ogy. Despite the successful design and implementation of these SESANS instruments, user-friendly data analysis
tools have remained unavailable to a large extent. Here, we introduce the underlying theory of the numerical Han-
kel transform, and explain how it has been implemented into the SasView software package. We finally present
several examples of successful data analysis, which highlight the capabilities of SESANS and the efficacy of the
developed data analysis routines.

SESANS is a variant of the well-established Small-angle neutron scattering technique (SANS), which is itself
a form of Small-angle scattering (SAS). The latter has been used over many decades to investigate properties of
solids and liquids [10,11] and is a popular technique for material characterization. In a SANS experiment, a sample
is placed in a beam of well-collimated neutrons and the small-angle scattering is detected by a position-sensitive
detector. SESANS, on the other hand, uses the Larmor precession of polarized neutrons in carefully designed
magnetic fields to label the scattering angle. The spin-echo principle can then be used to quantify this labelling
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to far smaller angles than a SANS instrument of comparable footprint and divergence could detect. Consequently,
SESANS uses the available neutron flux far more efficiently than SANS at longer length scales. SESANS how-
ever, does not discriminate the scattered neutrons from the direct beam and thus works better in the presence
of strong scattering, where multiple scattering corrections become important. Nonetheless, in contrast to SANS,
these multiple scattering corrections can be easily accounted for in the SESANS data analysis [24]. Furthermore,
the data interpretation is more accessible to non-experts in scattering techniques [4,5,12,22,24] for SESANS than
it is for SANS. For the construction of an instrument with the combination of SANS and SEMSANS (Spin-Echo
Modulated SANS) the reader is referred to the paper by Kusmin ez al. [18].

SasView is an open-source software package for analyzing SAS experimental data written largely in the high-
level programming language Python. It has a large, active community of developers from neutron and X-ray fa-
cilities and contains an extensive library of SAS model functions and fitting algorithms. As we will explain in
the theory section below, for the analysis of the SESANS data the capabilities of SasView have been expanded to
include the numerical Hankel transform, which is treated as a SAS resolution function.

2. Theory

In the following, we consider only small-angle scattering. In this case, the wave vector momentum transfer’s
modulus Q is fully determined by the neutron wavelength A and the scattering angle 6:

_ 4msin(9)

. (1)

Furthermore, we will only consider radially homogeneous scattering, i.e. scattering with negligible azimuthal vari-
ation, such that the measured quantity of a SA(N)S experiment is the macroscopic differential scattering cross-
section d X /d<2. Without going into further detail, this function will be referred to as 1 (Q).

The measured quantity of a SESANS experiment is the polarization of the neutron beam P as a function of
spin-echo length 6 [1,13,17,22]. Spin-echo length is an experimental parameter that is determined by the neutron
wavelength and the total magnetic field integral experienced by the neutrons. 7 (Q) and P (8) are connected by the
following equations:

P(5) = ¥ 1(GCO-GO) )

where ¢ is the sample thickness and G(8) is the “projected correlation function”, i.e. the 2D projection of the
3D auto-correlation function y (r) [17], meaning that § is the 2D projection of a radial distance r in 3D space.
Alternatively, this can be re-written as the absolute scattering correlation function [16,24,35]:

In(P(8))

= G(3) — G(0). 3)

Assuming that all neutrons are detected [2],

1 o0
GE) = 2—/ 1(0)J6(08)0d 0, 4
7 Jo

where Jj is the Oth order Bessel function of the 1st kind. In our SasView approach 1 (Q) is now a single-scatter SAS
model function from the SasView library and G (§) the SESANS fitting model. An example of 7 (Q) and Jo(Q6) Q0
on the same scale is given in Fig. 1. This means the left-hand side of Eq. (3) is entirely experimental and the right-
hand side of Eq. (4) is entirely numerical. This separation is exploited to create the numerical Hankel transform
(Egs (6)—(22)). 1 (Q) can be defined by a single phenomenological function (SasView refers to such a function as a
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Fig. 1. Plot of a scattering function 7 (Q), along with the zeroth order Bessel function of the first kind (Jg) for dmax multiplied by Q. 1(0) is
assumed to be 1.

“shape-independent” function), or it can be defined as a combination of a form factor F(Q, x)?, a structure factor
S(Q) and a parameter distribution PDF(x) (see Eq. (5)), which describes intra-scatterer interactions, inter-scatterer
interactions and a distribution of SAS model parameters, respectively:

1(0) = S(0) /0 F(Q. x)? - PDE(x) dx 5)

where x can be one or several SAS model object parameters (e.g., the radius of a spherical colloid).

For our numerical approach, integrating Eq. (4) from zero to infinity is not possible. Therefore we must re-write
this equation with lower and upper finite integration boundaries Qmin and QOmax. These are chosen such that the
numerical errors of integration are negligible with respect to common SESANS experimental errors, which will be
justified below:

1 Omax
Gnum(8) = E/Q _ 1(Q)Jo(Q38)0dQ, (6)

Gnum(8) — Gnum (0) must approximate G(6) — G(0) to minimize numerical errors. Furthermore, Qmax must be
large enough to perform a full integration of (1 (Q) x Q) for § = 0 and the step-size A Q must be small enough to
sample Jo(Q3) for § = Smax. This gives the following criteria:

271

2
=, < 7
Omax > p AQ S . (7N

where d is the minimum characteristic length scale of the SAS model. Since every SAS model has a different d,
this criterion is not practical. However, in practice, dmin < d for all models and this can be used to create a robust
criterion for Qmax. As the Q-space for the numerical integration is always linear in SasView, Qmin = AQ. After
testing, Qmax Was judged to provide sufficient sampling without the need for scaling, while Qy;, required scaling
by a factor of 0.1. Taking these considerations into account, we arrive at the following criteria for the integration
boundaries.

2w 2w
Omax = —, Onmin=AQ0 <0.1

Smin Smax

(®)
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At present, there is no option for the user to manually set the integration limits. The implementation of these
mathematical formulations and conditions into SasView is as follows: firstly, 6, the spin-echo length, is a 1D array
of size Z (taken directly from the experimental data) and Q is a 1D array of size N,

5=[51 8 ... dz], )
0=[01 Q2 ... 0On], (10)

where the values of Q are determined by

21

=01 —
¢ ( Z - (dz —01)

)-n; nefl,2,...,N} (1

and N is determined from the cut-off value QOpmax: ON < Omax-

21

Qmax = a» (12)

Jo(Q0d) is the outer product of Q and 6 with the Oth order Bessel function of the 1st kind Jy applied to all elements
and is a 2D array of size [N, Z]. Since N scales with Z2, this array, and all subsequent arrays based on it, scale as
VAR

0161 01% ... 013z
P09 = a0 xw = || TS @
OnNO1 OnNO2 ... OnOz

The Hankel kernel H is @ o Jo(Q3) A Q, where o denotes a Hadamard product, Q is a 2D array made by tiling Q7
(transposed Q) Z times to match the dimensions of Jo(Q9). The Hankel kernel at 8 = 0 is given by Ho = QA Q.
For a pair of 2D arrays of equal size, the Hadamard product (or entry-wise product) is defined for each element as:

(Ao B);j = Ajj - Bij, (14)
Qis:
01 Q1 ... O
o O 02 ... O ’ (15)
Ov Oy ... O«

where Q has Z columns.

01J0(0151)  01Jo(Q182) ... Q1Jo(Q102)

H = Qo Jy(QB)AQ = 02J0(Q201)  Q2Jo(0282) ... Q2J0(Q02052) AO. (16)
ONJo(ONB)  ONJo(ONDY) .. QnJo(QnD2)

Ho=0A0=[01 Q2 ... On]AQ. (17)

Once the Hankel kernel has been calculated, it can be applied to the SAS model 7(Q) to perform the numerical
Hankel transform and start the fitting to the data. /(Q) is a vector of size N, because it is derived from Q, with
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each element 7 (Q;,) calculated by passing Q, to the user-selected SAS model:

Q) =[1(Q) 1(Q) ... 1(Qn)] (18)

?H then acts upon 1(Q) (1 (Q)T tiled Z times, as with @) and is summed over the Q dimension to produce G, the
numerical projected correlation function.

N

G.=)Y (1(Q),, oHa: (19)

n=1

or as a vector:

N N
gz[Z(l(QnQnJo(Qnso) Z(I(Qn)QnJo(QnBZ)):| (20)

n=1 n=1
and the initial value:

N

Go =Y _(1(Qn) o (Ho)n). @1)

n=1

The final step in calculating the numerical Hankel transform is to subtract Gy from all elements of G and deduce P.

P=G—Go. (22)
This is the numerical equivalent of the left-hand side of Eq. (3). P is then tested against the SESANS data and
the SAS model parameters in Eq. (18) are modified by the fitting algorithm (default: Levenberg—Marquardt). This

process is repeated until the fitting algorithm’s criterion is satisfied. Equations (15)—(22) can be replaced by the
single expression:

TqT
P=[H@xd)((@00)] —[I(Q)-0"] (23)

where Jo(Q x8) and Q must be pre-calculated for efficiency. However, this single expression was not implemented
because it would have been difficult to debug for future developers of the SESANS package within SasView.
3. Validation and examples
3.1. Validating the numerical approach with an analytical sphere model

The accuracy of the numerically Hankel transformed SAS models was tested on several cases. Here we present a
calculation of the point-wise difference between the numerically Hankel transformed SAS model and the analytical

(exact) SESANS model of a uniform sphere. The numerical Hankel transform is applied to the following SAS
model:

, 2
JI(QR)> ’ 24)

2 _ 3 2
F(Q, R)” = 12n R p(Ap) ( OR
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Fig. 2. Plot of the numerically Hankel transformed SAS model of a sphere in SasView and the analytical projected correlation function of a

sphere. Identical parameters were used for both functions (R = 10,000 A, ¢ =0.01, Ap =5 x 106 Aiz). The top figure shows the 2 curves
superimposing almost exactly; the difference is invisible at this scale, and therefore not significant when comparing to experiments. The bottom
figure shows the difference between the 2 curves with a 10* magnification of the “absolute SESANS correlation function” axis scale.

where ¢ is the volume fraction, Ap is the scattering length density (SLD) difference between the spheres and
the surrounding medium and R is the radius of the solid sphere. The analytical solution of the Hankel transform
(Eq. (2)) of a solid sphere (Eq. (24)), is [17]:

G(gr) = |1 <8R>2<1 s 2) Ls 2<1 5R>21< O ) (25)
R) = 3 +§ R +§ R e n 2+— m

with §g = &/ R, the spin-echo length normalized by the radius. The two resulting functions, as well as the difference
between them, are plotted in Fig. 2.

The difference between the analytical equation and SasView’s numerical Hankel transform in Fig. 2 is a factor
1000 smaller than the magnitude of the absolute correlation values of the models themselves and a factor 100
smaller than typical experimental errors (see Figs 3 and 5 for examples). The oscillations in Fig. 2 at small § are
caused by too small Qnux and the deviation at large § are caused by too high Qni,. This was tested only for
the sphere model by varying the values for Qnin and Qnax. It is worth noting that Eq. (6) is more realistic than
Eq. (25), since SESANS detectors have a finite size and thus detect a finite Q-range. Although the Qnax parameter
in this paper does not currently represent this finite size, it could be made to do so in future versions of SasView,

making data analysis using the numerical method presented here more realistic than data analysis using analytical
functions.

3.2. Examples of fitting a numerical model to a data-set

In the following we validate our approach on experimental data, which have been acquired at the SESANS
instrument in Delft [23]. These measurements used neutrons of A = 2.11 A with a measurable §-range of 10 nm to
20 pm. Fits were performed on several sets of experimental data. The solid sphere model (Eq. (24)) was applied
to SESANS data of R = 1 um polystyrene spheres (NIST traceable standard) dissolved in 59% H»O and 41%
D0 (sample provided by M. Strobl [29]) (Fig. 3). The fit correctly assigns a value of approximately R = 1 um
(= 10,000 A) to the spheres. The sphere model, in combination with a log-normal distribution (Eq. (26)) for R,
was applied to SESANS data of a dispersion of NILAC fat-free milk powder in D,O (powder sample provided by
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Fig. 3. SESANS data of R=1 pm spherical poly-styrene colloids in D, O. The SAS model used is the solid sphere (Eq. (24)). Fitted values are:
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Fig. 4. SESANS data of Nilac fat-free milk powder in D>O. The SAS model used is the solid sphere (Eq. (24)) with lognormal polydispersity

(Eq. (26)) of the radius. Fitted values are: R = (470 =+ 30) A, Ap = (0.76 £ 0.02) x 106 10\_2. PDI was fixed at 0.50 (o/u) (estimate by
NIZO) and ¢ was fixed at 0.1 (estimate from Nilac bulk density and mass percentage in sample). Data from J.H. Bakker.

NIZO Research, Netherlands) (Fig. 4). The powder consists of highly polydisperse casein micelles [31,33].

(= InGx/xp)?

PDF(x) = e 2ax? (26)

1
N 2mx Ax

with x the polydisperse quantity, Ax its standard deviation and x¢ its mean value. Since log-normal distributions
have long tails, the fitted value for R (431 A) is much lower than the one obtained when fitting without any size
distribution (1200 A, not shown).

The polymeric gel model (Eq. (27), from [28]) was applied to SESANS data of a gel (yogurt) of NILAC fat-
free milk powder in D,O (powder sample provided by NIZO Research, Netherlands) (Fig. 5). This sample is a
dispersion of casein micelles in D, O treated with glucono 8-lactone (GDL) to create a yogurt-like substance. The
resulting structure has been previously described as a self-affine random medium [2,14,15]. Here we selected a
SAS model which approximates the expected structure of the sample (casein micelles connected by a network of
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_ L) - (ka2
1(Q) = ag %.§2Q2)D/2 + 16(0)e™ 73

27)

where I;,(0) and I5(0) are the absolute scattered intensities at Q = 0 for the Lorentzian (gel) and Gaussian
(polymer) contributions, respectively. D is the mass fractal dimension of the gel, £ is its persistence length, and
Rg is the average radius of gyration of polymer clusters. The fit shows that most of the scattering is accounted for
by the Lorentzian term (/1 the gel structure). This, in conjunction with the comparatively small contribution of the
Gaussian term (/g, the casein micelles), indicates a high degree of gelation on the microscopic scale. The Rg of
the yogurt (& 2000 A) is greater than the monodisperse R of the milk (=~ 1200 A), most likely due to aggregation
of the casein micelles before becoming “frozen in” in the gel structure [3,8,9].

3.3. Example of fitting multiple models to a data-set

Two models were fitted to SESANS data of 70 nm radius spherical core-shell colloids with poly-styrene (PS)
core and poly-ethylene oxide (PEO) corona in D,O (data from K. v. Gruijthuijsen et al. [32]).The form factors
used were those of solid spheres (Eq. (24)) and core-shell spheres (Eq. (28)),

3¢
F(Q, Ry, R)* = — <4ch3<Ap>sc

N

. . 2
11 (QR) +4nRs3<Ap>smM) , (28)

OR. QR

where Apse = ps — pe and Apgy = ps — Pm- Pe> Ps and p,, are the scattering length densities of the core, shell
and medium (solvent), respectively. R, and R, are the radii of the core and shell, respectively. In order to take the
inter-particle correlations due to the high volume fraction into account, both form factors were multiplied by the
hard-sphere structure factor (Eq. (29))

1

X0 (29)
1+ 24 X2

S(Q) =

with R the “hard sphere radius”, and

X(Q) = aKo(A) + BK1(A) + ‘%‘" - K3(A), (30)
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Fig. 6. SESANS data of core-shell colloids with a poly-styrene (PS) core and poly-ethylene oxide (PEO) shell in D, O. The data is fitted with
the solid sphere (Eq. (24), red) and the core-shell sphere (Eq. (28), green) form factor. Both SAS models were multiplied by the hard sphere
structure factor (Eq. (29)). Model fit parameter values are given in Table 1. Data from K. v. Gruijthuijsen et al. [32].

Table 1

Fit parameter values for the multi-model fit (Fig. 6). pgolvent Was kept fixed
Fit model Sphere Core-shell
Reore (A) 703+ 6 508 + 24
Rspert (A) 748 + 35
pcore (1070 Afz) 2.46 £ 0.01 0.28 £0.38
phel 1076 A7) 5.61 4022

—6 32

Psolvent (10 6A ) 6.4
¢ 0.377 £ 0.008 0.338 4 0.007

2Asin(A) + (2 — A?) cos(A) — 2

Ko(A) = ji(A), Ki(A) = VE ) (31
44 ) 2 _ 3_ :

(A) = A%cos(A)+4-[(3A° —6) cAoss(A) + (A° — 6A)sin(A) + 6]’ (32)
(1 + 2¢)* (1+¢/2)?

A =20Rys, =——, = —6p——"— 33

ORps o 10— o) p 1_o" (33)

The fit to the data is shown in Fig. 6 and the resulting model parameters are given in Table 1. The colloids were
designed to become positively charged on their exterior surface when dispersed in water. In the sample used for
this example, the colloids’ charges were assumed to be fully screened, resulting in hard-sphere interactions only.
The fits clearly show that simplifying the form factor for the colloids to solid spheres does not give a good fit; when
using a core-shell form factor instead, the fit to the model describes the data well.

3.4. Examples of simultaneous constrained fitting of SANS and SESANS data

A simultaneous constrained fit was performed on SANS and SESANS data of spray-dried calcium caseinate
micelles in D,O (data from B. Tian, [30]). The data-sets were fitted with a double power law scattering function
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in Table 2. Data from B. Tian [30].

(Fig. 7).

Ao ifo<o..
HO=1com o~ 0. (34)

where C = AQ*™™!. A and C are the scale factors for the power laws, m and m; the two exponents at different
length scales, and Q. the critical Q value separating the two power laws. The fit parameters are listed in Table 2.

The fit indicates a cross-over between characteristic length scales at Q = 9 x 10™* /okfl. The value of m (1.37)
indicates that the larger structures in the sample are either cylinders or strands, or very open networks. The value of
my (2.95) suggests that the structures at shorter length scales are extremely rough or consist of collapsed polymer
globules. The difference between the SANS and SESANS fit is only in the value of A, which corresponds to the Iy
value for the low-Q power law. These samples are known to aggregate over time, and since SANS was performed
after SESANS (on the same sample) the higher value of A could be due to aggregation of small particles into larger
clusters.

USANS and SESANS data of poly-styrene spheres in D,O (data from C. Rehm ez al. [21]) were also analyzed
using simultaneous/constrained fitting. The data-sets were fitted with a solid sphere form factor (Fig. 8) and the fit
parameters are listed in Table 3. It should be noted that the USANS and SESANS measurements were not done
on the same sample: 2 samples (1 for USANS, 1 for SESANS) were prepared using the same recipe, but were not
taken from the same batch. Also, the SESANS sample was synthesized much longer in advance of the experiment
than the USANS one. Due to the size of the particles, this led to significant sedimentation of the SESANS sample.
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Table 2

Fit parameter values for the simultaneous fit of SANS and SESANS of casein mi-
celles in D, O (Fig. 7), using the double power law scattering function (Eq. (34)).
Among the parameters, only Q., m| and m) were constrained to be the same for
both, SANS and SESANS, data sets. A and C were fitted without linking. Back-
ground (bkg) is a fit parameter only for SANS and was set to O for SESANS.
SasView was unable to generate error estimates for this fit

Fit model SANS SESANS

A 23.0 18.6

c 0.0009 0.0007

0. (A7hH 9 x 10 -4

my 1.19

my 2.95

bkg (A7) 0.05 0
Table 3

Fit parameter values for the simultaneous fit of USANS and SESANS of poly-
styrene spheres in DO using the solid sphere form factor (Eq. (24)) (Fig. 8).
R is linked. Ap is fixed. ¢ is fitted without linking. Background (bkg) is only a
fit parameter for SANS and was set to 0 for SESANS

Fit parameter USANS SESANS
R (A) 21295 £ 22
Ap (1076 A7%) 13
@ 0.293a (6.30 0.03) x 1072
bkg 500a 0

4SasView was unable to determine errors for these fit parameter values.

For SESANS, multiple scattering correction is included in the data analysis [2,24]. This is not the case for USANS
[25] and SasView does not take multiple scattering into account for SANS. These three factors (different samples,
sedimentation, and multiple scattering correction) may explain the factor of 5 difference in ¢. The fitted value for
R (21300 A) agrees well with the published data.

4. Conclusion

The validation of the numerical Hankel transform of a solid sphere against its projected correlation function
showed excellent agreement and demonstrates that the numerical Hankel transform is, by extension, reliable for
other SAS models. Fitting using single and multiple data-sets, in batch mode or with constrained fitting parameters
has been proven to work without errors and examples of data analyses have been provided. SasView can now be
used to analyze SESANS experimental data.
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