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A B S T R A C T

Science would not be possible without trust among experts, trust of the public in experts, and reliance on sci-
entific instruments and methods. The rapid adoption of scientific foundation models and their use in AI agents is 
changing scientific practices and thereby impacting this epistemic fabric which hinges on trust and reliance. 
Foundation models are machine learning models that are trained on large bodies of data and can be applied to a 
multitude of tasks. Their application in science raises the question of whether scientific foundation models can be 
relied upon as a research tool and to what extent, or even be trusted as if they were research partners.

Conceptual clarification of the notions of trust and reliance in science is pivotal in the face of foundation 
models. Trust and reliance form the glue for the increasingly distributed epistemic labour within contemporary 
technoscientific systems. We build on two concepts of trust in science, namely trust in science as shared values, 
and trust in science based on commitments to processes that provide objective claims. We analyse whether 
scientific foundation models are research tools to which the concept of reliance applies, or research partners that 
can be trustworthy or not. We consider these foundation models within their socio-technical contexts.

Allocation of trust should be reserved for human agents and the organizations they operate in. Reliance applies 
to foundation models and artificial intelligence agents. This distinction is important to unambiguously allocate 
responsibility, which is crucial in maintaining the fabric of trust that underpins science.

1. Introduction: the impact of foundation models on notions of 
epistemic trust and reliance

Trust is central to the scientific enterprise, as it is impossible for a 
person to acquire all knowledge firsthand. Members of the public need 
to assess whether to put trust in the claims of scientists. And scientists 
have to rely on their fellow scientists to build their knowledge claims. 
Trust is the glue of teamwork and makes the division of labour possible 
[1].

Research activities increasingly include Artificial Intelligence (AI) 
models that are put to specific scientific tasks. These models, such as 
Large Language Models (LLMs) and other forms of Generative Artificial 
Intelligence (GenAI), can capture patterns in large bodies of informa-
tion. Since research is an increasingly data-intensive activity, these 
models are successfully applied for scientific inference and discovery. 
The increased use of scientific foundation models in research raises the 
question of how these models should be incorporated into the process of 
knowledge generation and discovery.

An increasing number of projects aim at the development of 

foundation models that capture data domains central to a scientific field. 
For instance, in computational biology, models like AlphaFold [2], 
ESMFold [3] and RosettaFold [4] have transformed the field of protein 
structure prediction. These models allowed for the discovery of novel 
drug candidates, and even the generation of novel proteins that are not 
found in nature. These foundation models are trained on data gathered 
in public repositories, like the PDB protein data bank [5] that contains 
protein structures as inferred over decades of experimental work. 
Similarly, in material science, DeepMind’s Graph Networks for Materials 
Exploration (GNoME) [6] was trained with data on crystal structures 
and related properties, freely accessible via the Materials Project [7]. 
This foundation model enabled the discovery of new materials, some of 
which can lead to the development of transformative technologies 
ranging from superconductors to next-generation batteries. In the 
research field of microbiology, explainable deep learning led to the 
discovery of new candidate antibiotics. The model predicted nearly a 
million new antibiotics, with many of the hundred tested candidates 
showing in vitro efficacy against pathogens [8].

These examples are indicative of the enormous potential that 
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foundation models hold for scientific discovery. As the impact of these 
models grows, so too does the need to assess their reliability and role 
within the scientific process. The integration of foundation models into 
scientific research is not without challenges. Concerns about the trust-
worthiness of these models have emerged, particularly in relation to 
issues such as the hallucinations generated by Artificial Intelligence (AI), 
where models produce incorrect or misleading information. An early 
example was Meta’s Galactica, which was trained on a large body of 
scientific literature, and encountered difficulties in producing reliable 
scientific claims [9]. Significant progress has though been made in 
tackling scientific queries [10], as exemplified in the OpenAI o1 models 
[11], and in the DeepSeek-R1 model [12]. One strategy is to mimic 
human reasoning processes by having a LLM split up complex questions 
into logical steps, developing an argumentation that leads from the 
premises to the conclusion. These Chain of Thought (CoT) prompting 
techniques increase the accuracy in reasoning-intensive tasks. Another 
approach, “Retrieval Augmented Generation” (RAG), enhances the 
reliability of the output of the LLM by augmenting the query with in-
formation from dedicated knowledge repositories.

Since LLMs lack intentionality, they are indifferent to the truth of 
their outputs. Care for the truth thus needs to be explicitly and suc-
cessfully included in the design of these systems. The output of LLMs like 
ChatGPT was therefore even framed as “bullshit”, in the sense explored 
by Harry Frankfurt as a lack of concern for truth [13]. This is further 
complicated by the limits to the explainability of the outputs, which is 
due to the inherent opaqueness of LLMs. The latent space of a deep 
learning model provides a compressed representation of the features 
that the model learned from the datasets it was trained on. Explain-
ability can be pursued via an analysis of this latent space in the machine 
learning model. The ability to derive a higher level logic within the 
model that allows for explaining relations between input and output 
though has limitations, and this might remain so in the future [14]. 
Current research in Explainable Artificial Intelligence (XAI) focuses on 
local rather than global interpretability. Another source of opaqueness is 
the proprietary context in which foundation models are often developed. 
This double ’black box’ problem presents significant epistemic chal-
lenges, particularly regarding explainability and transparency. For 
example, Google DeepMind did not make the source code available 
when releasing the AlphaFold3 algorithm for protein structure predic-
tion. This raised concerns within the academic community about de-
pendency on big tech, and the inability to fully and freely access the 
model and explore its scientific potential. Efforts to develop alternative 
models that are more transparent were initiated as a result [15], and the 
code of AlphaFold3 was released six months after the release [16].

The exchange between Elon Musk and Yann LeCun on this topic 
highlights the widely divergent views on whether foundation models in 
the scientific domain can be genuinely trusted or relied upon [17]. The 
focal point of this discussion was the xAI project, which aims at creating 
an AI dedicated to “understanding the universe through a maximally 
rigorous pursuit of truth, unburdened by concerns of popularity or po-
litical correctness”. Such an ambitious epistemic goal, and the big tech 
context in which the foundation model will be developed, raises ques-
tions about the role and impact of AI on scientific inquiry. Fundamen-
tally, it raises the question about the shifting nature of the scientific 
enterprise itself.

This paper focuses on the question of whether it conceptually makes 
sense to consider foundation models as research tools that can be relied 
on, or rather as research partners that can be trusted. We will analyze the 
validity of the concepts of reliance and epistemic trust in the face of 
foundation models as an emerging epistemic technology. Both trust and 
reliance are required during the development of technological artefacts, 
as well as in scientific practices. Without some level of trust in experts 
and reliance on scientific tools, it is impossible to gain knowledge. How 
these concepts are understood thus impacts the very fabric of the techno- 
scientific enterprise. Different concepts of trust and reliance will lead to 
different socio-technical and institutional designs and different scientific 

practices. Trust and reliance though are indeterminate concepts to a 
certain degree. In this paper, we will therefore pursue a “conceptual 
engineering” [18,19] of the concepts of trust and reliance in epistemic 
settings. To achieve this, we will explore two distinct notions of 
epistemic trust in science, and contrast them with epistemic reliance. 
Since both trust and reliance are relational concepts, we consider them 
in relation to their potential recipients. Firstly, we will examine whether 
foundation models function primarily as research tools, and to which 
extent reliance on these tools is an applicable concept. Subsequently, we 
will consider whether foundation models should be viewed as compo-
nents within a broader socio-technical system, for example the organi-
zations or companies in which they are developed, deployed and used. 
Trust and reliance in this case can refer to the people in these organi-
zations, or to the organizations themselves. Finally, we will evaluate the 
validity of considering foundation models as research partners to which 
the concept of trust applies.

2. Trust versus reliance in techno-science

As indicated by John Hardwig, “those who do not trust cannot know” 
[20]. Against the Enlightenment ideal of the self-reliant knower which 
has well-founded rationales for all of her beliefs, modern knowers need 
to rely on the opinion of others, even in their own field of specialization. 
In most cases, such second-hand evidence will be even epistemically 
superior to knowledge based on direct evidence. It is impossible to bring 
all the appropriate expertise and resources (time, money, experimental 
power, etc.) as an individual knower to acquire knowledge in fields like 
particle physics or genomics. The trustworthiness of the members of the 
scientific community and the reliability of their research tools are 
therefore foundational to knowledge building. Trustworthiness is also 
crucial in the functioning of science in society. Members of the public 
need to rely on expert opinions in a huge number of diverse topics, as for 
instance the safety of chemical additives in food, the driving range of a 
car battery, or the effectiveness of a medicine for a certain ailment. This 
trust implies reliance on the knowledge claims as well as trust in the 
expertise, honesty and social responsibility of the scientists who make 
these claims. Trust in science therefore is an amalgamation of epistemic 
trust and a moral-political trust [21]. It implies having good reasons to 
accept a claim, as well as having good reasons to believe in the trust-
worthiness of the experts in the socio-technical system that gave rise to 
these claims.

This is increasingly true in the current techno-scientific environment, 
which requires a tight interplay between experts, research tools and 
technologies, data, the public, and governing bodies, amongst others 
[22]. Our practices of knowing are increasingly shaped by technologies, 
in particular by information technologies. Knowers in these 
techno-scientific environments need to continuously make decisions on 
which human agents are trustworthy. They also need to assess which 
non-human agents are reliable, for instance, companies and organisa-
tions, but also technologies such as databases, algorithms, and artificial 
intelligence systems. The loci of epistemic trust and reliance are, 
therefore, manifold and are entangled in a complex web of relations of 
reliance, trust and distrust [22].

Foundation models and scientific AI agents enter this epistemic 
fabric, as tools that can potentially be relied on, as part of a socio- 
technical system that potentially can be trusted or relied upon, or 
even as research partners that potentially can be trusted. The intro-
duction of foundation models in research practices thereby blurs exist-
ing concepts of trust and reliance. The first reason for this is the 
complexity of the object of trust or reliance. From an instrumental 
perspective, a specific foundation model can be considered a research 
tool that is either reliable or not. Reliance on a foundation model then is 
considered in analogy with reliance on a research instrument or tool. 
Much like a thermometer that provides a reliable readout of the tem-
perature, or an image analysis algorithm that allows for an accurate 
identification of features.
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This position though is too narrow to capture what reliance and trust 
entail in the case of foundation models. Firstly, foundation models are 
the result of a multitude of decisions. One needs to decide which tech-
nologies, datasets, and training strategies can be relied upon. Scientific 
research instruments need to be considered within the context of the 
organizations in which they are developed and within the contexts in 
which they are used, i.e. the people in these organizations that can be 
trusted or distrusted.

More fundamentally, scientific foundation models capture a massive 
web of epistemic relations. They are trained on the results of large 
numbers of heterogeneous experiments executed by scientists that built 
their knowledge on relations of trust and reliance. When training a 
foundation model, an assessment needs to be made on what information 
sources to trust or distrust and on how to properly reflect the data from 
these trusted sources in the foundation model. Next to this, the scientific 
foundation model is trained on a body of information that incorporates a 
web of relations of epistemic trust and reliance. This epistemic trust or 
reliance is required to build hypotheses and make scientific claims. The 
objects of trust and reliance therefore are manifold and heterogeneous in 
the case of large scientific foundation models. In the case of smaller 
machine learning models, this object of trust and reliance is often very 
delineated since it considers a dedicated experimental dataset. But also 
machine learning models can have complex or opaque objects of trust 
and reliance. For example, the emergence of machine learning algo-
rithms for facial recognition or for emotion detection highlighted the 
complexity of attributing responsibility [23].

Foundation models, and machine learning models in general, thus 
are embedded in socio-technical systems composed of many components 
and actors. They result from a multitude of decisions on data, technol-
ogies, training strategies, etc. And they are trained on data which is the 
result of relations of trust between scientists, and of relations of reliance 
between scientists and their instruments and data. This complexity of 
the object of trust and reliance can lead to blurriness of the respective 
concepts. This is especially the case for foundation models, given the 
sheer size of the data they are trained on. One can consider the foun-
dation model as such, the socio-technical context in which the founda-
tion model resides, the scientists that developed the model, or the 
scientists that provided the claims on which the model was trained. The 
question is how the concepts of trust and reliability apply to these 
different objects, which specific actions the trustee can be trusted for (or 
the algorithm can be relied upon), and in which context the trust or 
reliance applies.

The second reason for the conceptual blurriness is the very notion of 
reliance and trust. “Trustworthy AI” was earmarked by the European 
Union to frame the legal, social and technical acceptability of AI’s. 
Philosophically though, the concept of trustworthiness is reserved for 
agents that have free will and moral agency. The branding of AI as 
trustworthy or not therefore led to conceptual confusion. “Trustworthy 
AI” was considered a category mistake [24] or even conceptual nonsense 
[25]. The trust, in the account of Baier, “can be betrayed, or at least be 
let down, and not just disappointed” [26]. In this perspective, the 
appropriate objects of trust are the people in the institutions behind the 
AI, and not the AI itself. When zooming in on the AI, it is thus suggested 
to speak of “Reliable AI” instead [27].

The question, though, is whether one perspective on reliance or trust 
is sufficient to capture the complexities when foundation models enter 
the epistemic fabric of science. In this paper, we contrast the concept of 
epistemic reliance with a ‘thinner’ form of epistemic trust that builds on 
commitments and a ‘thicker’ form of epistemic trust that centers around 
shared values. This contrast allows for assessing whether mere reliance 
or trust is appropriate when using foundation models in science. For this 
analysis, we build on a pluralist account of trust in science, as put for-
ward by Metzen [28]. This account bases itself on two main theories of 
trust that provide different perspectives on what exactly needs to be 
added to reliance to properly speak about trust.

The first theory is the goodwill account of Annette Baier. Trusting a 

person implies depending on the goodwill of that person to not take 
advantage of your vulnerability to harm “the goods or things one values 
or cares about” [26]. In this account, a trustworthy person is motivated 
by goodwill. Trust thus comprises more than reliance. It is not just the 
ability to rely on a certain behaviour or outcome. It includes a moral 
dimension, where the trustee acknowledges the values of the trustor and 
lets this acknowledgement guide his or her actions. Trust in this account 
thus implies shared values, or at least shared interests, between the 
trustor and the trustee.

This goodwill account underpins most theories of trust in science. It 
implies that one cares about the things the hearer values, next to caring 
about the epistemic aspects of one’s claims [28]. The theory can be 
applied to trust among scientists and to trust of the public in science. On 
the epistemic level, the focus is on what is valuable to both parties in the 
trust relationship. These are goods for which the hearer trusts the 
speaker, like knowledge, evidence and true belief, and goods for which 
the speaker trusts the hearer, like being recognized or acknowledged as a 
knower [29]. Scientific judgements though are not purely at this 
epistemic level. They also imply value judgements. Making scientific 
claims implies induction from scientific data, an activity that requires a 
decision on how much risk one tolerates when interpreting experimental 
results. A research community that shares such value judgements will 
make it easier for scientists to trust in the claims of others [30]. Such 
shared value judgements can be captured in the scientific standards of a 
research community. Trust in science requires taking into account the 
values from the hearer when making decisions on how much inductive 
risk to tolerate [30]. It thus implies goodwill towards fellow scientists 
and towards the public, in the sense of caring for their values [28].

Metzen contrasts this ‘thick’ shared values concept of trust with the 
‘thin’ account proposed by Hawley [28]. This perspective on trust does 
not take shared values as the basis of trust, but commitments. Hawley 
defines trust in someone to do something, as to believe that she has a 
commitment to doing it [31]. Someone then is rated as untrustworthy if 
she cannot be relied upon to meet a commitment she made. This account 
of trust does not require the goodwill of the trustee. You can for example 
trust a pilot to safely fly the airplane you are on, without the need for her 
to have goodwill towards you. Trusting the pilot requires you to believe 
that she has a commitment to take her passengers safely to their desti-
nation, and to rely on her to live up to that commitment. This 
commitment is implicit in her accepting the role as a pilot. To be a 
trustworthy pilot can require her to be open to taking up further yet 
unspecific commitments, as a consequence of her initial commitment to 
be a pilot. These commitments can for example be the adherence to 
certain safety procedures, or the commitment to follow regular training. 
According to Metzen, such meta-commitments are key to understanding 
trust in science based on objectivity. Trusting a scientist in her claims is 
believing that the scientist adheres to the meta-commitment to produce 
scientific claims according to procedures that are agreed upon by her 
scientific community [28].

In both Baier’s account and Hawley’s account, trust differentiates 
from mere reliance because an extra element is added. In the commit-
ment account, this element is the commitment of scientists to follow 
certain processes that are accepted by their scientific community and 
ensure correct epistemic claims. This perspective on trust in science is 
morally ‘thin’. In the shared values account, the extra elements are 
goodwill and the values that are shared among scientists, or among 
scientists and the public. This perspective on trust in science is morally 
‘thick’. It for instance allows us to understand distrust in cases in which 
the values of individuals do not resonate with the values used in the 
scientific inquiry. In the pluralist perspective of Metzen, both accounts 
are relevant to understanding the variety of trust relations that are a play 
[28].

In the following sections, we will explore foundation models in sci-
ence from these different perspectives. Firstly, we will analyse whether 
foundation models are research tools, to which the concept of reliance 
applies. Then, we discuss whether foundation models are to be 
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considered elements in a large socio-technical system. Trust or reliance 
can then apply to the individuals in the system, or to the system itself. 
Lastly, we discuss whether foundation models are to be considered as 
research partners, that can be trustworthy or not. The applicability of 
the commitment account of trust and of the shared values account of 
trust will be explored from these perspectives.

3. Epistemic reliance and foundation models: the tool 
perspective

How can both accounts of trust help us to understand the impact of 
foundation models on the epistemic fabric of science? First and fore-
most, the question needs to be raised whether the relational web of 
epistemic trust is anyhow impacted by the introduction of foundation 
models. According to Jones, “Trusting is not an attitude that we can 
adopt toward machinery. […] One can only trust things that have wills 
since only things with wills can have goodwills - although having a will 
is to be given a generous interpretation so as to include, for example, 
firms and government bodies. Machinery can be relied on, but only 
agents, natural or artificial, can be trusted.” [32] Scientific foundation 
models are algorithms and thus reside on the machinery side of the 
spectrum. They can be components though of agentic systems that are 
interactive, autonomous and adapt themselves in response to novel in-
formation. Such an agentic perspective requires us to consider the 
relevance of trust, which will be discussed in Section 5 of this paper. The 
machinery perspective on the other hand requires an analysis of reliance.

Reliance is a way of acting under the assumption that the technology 
will perform, while trust is an attitude that implies a moral aspect. [33]. 
Genuine epistemic trust therefore is not at stake when interacting with a 
scientific foundation model that does not act like an agent, but as an 
algorithm that provides a response given a certain query. The question is 
whether the concept of epistemic reliance captures this relation. Ma-
chine learning methods, including foundation models, are commonly 
used in research. One way to conceptualize a scientist’s interaction with 
a foundation model is to view it as analogous to using a research tool, 
which can be relied upon to generate certain knowledge claims. Unlike 
relying on the testimony of another individual, reliance on a tool can be 
considered “morally thin.” It does not imply an agent that needs to fulfill 
epistemic responsibilities, such as striving to speak the truth or accu-
rately assessing one’s own competencies.

From this perspective, epistemic reliance on foundation models 
could be considered akin to relying on measuring instruments (physi-
cally mediated tools) or algorithmic methods (theoretically mediated 
tools). Physically mediated instruments typically exploit well- 
understood physical phenomena that can be mathematically quanti-
fied. In contrast, theoretically mediated instruments, such as simulations 
or statistical analyses, involve theoretically informed procedures 
designed to produce reliable results [14]. Foundation models provide 
specific results based on the inputs they receive. They differ, though, 
from both physically and theoretically mediated tools. Unlike physically 
mediated tools, which operate on well-understood and reproducible 
physical phenomena, foundation models function through computa-
tional processes. For this reason, they bear similarities with theoretically 
mediated tools. Deep learning models are composed of massive amounts 
of mathematical functions and weighted connections. They have 
well-defined network architectures and procedural methods for 
executing the learning, and for mapping the inputs to the outputs. Deep 
learning models nevertheless differ fundamentally from theoretically 
mediated tools. This difference primarily stems from what is known as 
the epistemic opacity of deep learning models. Such models are 
described as epistemically opaque because it is not possible to discern all 
the epistemically relevant aspects of their computational processes [34]. 
Brute induction is not sufficient as a method to assess the reliability of 
their output [14]. Deep learning models are trained on specific datasets, 
but this does not warrant that they generalise well towards other data-
sets. Many deep learning models might have a similar performance on 

the same datasets but perform differently when used beyond this scope. 
The deep learning model can be very reliable, but brute induction will 
not put us in a position to fully assess this reliability beyond its training 
scope. Epistemic justification of global claims based on deep learning 
models is therefore complicated since one cannot trace and justify all 
computational steps in the model [14]. This issue is enlarged by the 
sheer size in the case of LLMs, and by dependencies between LLMs as 
they derive information from each other, for example in the process of 
model distillation.

A comparison of foundation models with scientific databases can 
shed light on the distinction between reliance on theoretically mediated 
tools and reliance on foundation models. Querying a database will al-
ways provide an output that can be fully traced back to individual re-
cords in the database. Deriving information from a foundation model, 
though, will lack this ability to trace the provenance. Consider, for 
example, a well-annotated and curated protein database containing 
extensive data on protein sequences and structures. This database serves 
as a research tool for scientists exploring sequence-structure relation-
ships. A researcher can identify analogous proteins within the sequence 
space and deduce structural similarities. The process is transparent: for 
any given output, it is clear which inputs led to that result, allowing for 
further tracing back to the original experimental data. The database in 
this case is a theoretically mediated tool, the reliability of which can be 
assessed from knowledge of its inner workings and content. In contrast, a 
foundation model which is trained on exactly the same dataset would 
require a very different type of reliance. Unlike databases, foundation 
models are characterised by epistemic opacity. It is often not possible to 
know which inputs contributed to the generation of a specific output. 
For instance, a scientist might use a foundation model to predict proteins 
with particular structural characteristics. The relationships between the 
generated protein sequences and the source sequences on which the 
foundation model was trained are however complex and do not allow for 
direct traceability. XAI techniques may provide insights into which 
source sequences are the main contributors to the output. A direct 
relation though can often not be inferred.

Furthermore, foundation models are ‘epistemically promiscuous’. 
They have an open-ended nature regarding their potential usage, 
allowing for very diverse epistemic applications. This epistemic pro-
miscuity makes that the epistemic reliability of a foundation model 
strongly depends on which question is asked, and how the information is 
extracted. One might have concluded that a foundation model functions 
reliably given a certain research approach, but that fact does not guar-
antee that it can also be relied upon when having a different scientific 
question and strategy for using the foundation model. Next to this effect, 
LLMs have the tendency to produce hallucinations. These misleading or 
incorrect outputs can be difficult to identify, unless a sufficient amount 
of ground truth data is available. These reasons make clear that 
epistemic reliance on foundation models differs from epistemic reliance 
on scientific databases, and in general, that it differs from epistemic 
reliance on theoretically mediated research tools.

Foundation models, as other scientific tools, require careful evalua-
tion when used in the context of epistemic justification. Justification of 
claims made by the foundation models requires having sufficient reasons 
for asserting the validity of these claims. Such reasons need to be made 
according to scientific methodologies that have a proven effectiveness in 
producing valid claims. XAI approaches aim at elucidating the inner 
workings of the AI, to understand its effectiveness in producing valid 
claims. But next to this, justification of the validity of the claims also 
requires an understanding of the socio-technical perspective in which 
the AI is developed and deployed. More precisely, the algorithm needs to 
be the result of methods, algorithms, expert competencies, etc., that are 
formalized and proved to be effective in producing valid claims in a 
particular scientific field. Such an ‘externalist epistemology of algo-
rithms’ requires that the algorithm is developed and operated in a 
formalized sociotechnical context, for it to be reliable in producing 
justified output [35]. Therefore, epistemic reliance on foundation 
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models can only be meaningful when not only considering the algo-
rithm, but also its sociotechnical perspective.

4. Epistemic trust and scientific foundation models: the 
sociotechnical perspective

When scientists employ foundation models, their epistemic engage-
ment involves more than mere reliance on a research tool. One main 
reason for this is that epistemic trust in AI must ultimately refer to trust 
in the broader sociotechnical context that developed and deployed the 
AI. Such an organizational perspective on trust in AI especially makes 
sense when considering the practices that lead to foundation models. 
Foundation models most often are not trained by the scientist, nor is the 
training process reproducible by the scientist, given the sheer quantity of 
resources and the expertise that is required. The development of these 
models is often driven by organizations rather than by individual re-
searchers, given this resource-intensive character. AlphaFold and 
GNoME for instance were both developed by Deepmind, a Google’s 
subsidiary. Positionality effects concerning data, algorithms and 
computational resources, and their related data frictions, lead to systems 
and processes that are inherently not transparent [36]. This results in 
double intransparency. The reliability of the outputs of a foundation 
model depends on the inner workings of the model, which are partially 
opaque. And these inner workings are determined by how the organi-
zation that developed the model constructed and trained the model. The 
information on how this was done is often not or not fully disclosed by 
the organization, leading to another level of opaqueness. This double 
epistemic intransparency necessitates an epistemic relationship richer 
than mere reliance. It always concerns a combination of epistemic 
reliance on the AI, with trust in the organization and trust in the people 
behind the AI.

This leads us to consider another perspective on epistemic trust in AI. 
The object of trust might be the sociotechnical context in which the AI is 
embedded, rather than the AI itself. One can trust or distrust the com-
pany or organization that developed the AI, and rely (or not) on its AI 
products. This resonates with the viewpoint that trust in technology 
metaphorically refers to the humans behind the technology [37,25].

Organizations – similar to AI’s - are non-human entities. This begs 
the question of whether trust is an appropriate concept to capture the 
epistemic relation between scientists and the organizations that devel-
oped the AI. In everyday life, it is common for people to have a certain 
level of trust or distrust in complex institutions like governments, po-
litical parties, healthcare organizations, companies, or the media. It is 
though the question whether trust is at stake here, or rather reliance. 
Hawley provided arguments for the latter point. She does not retain the 
notion of trust in groups, and describes our epistemic interaction with 
groups as a form of reliance [38]. In her account, trust is distinguished 
from reliance by the fact that trustees have reactive attitudes towards 
the trust placed in them. Trust thus implies reactive attitudes, and one 
can argue that groups do not have reactive attitudes in the way Strawson 
defined them [39]. Groups cannot meet our trust with goodwill, affec-
tion, esteem, nor with contempt, indifference, or malevolence. Only the 
individual group members are capable of meeting our trust in this way. 
In the case of foundation models, individual researchers in a large or-
ganization can have goodwill to contribute to a model that benefits 
academic researchers in their pursuit of knowledge or societally bene-
ficial solutions, or they can value the fact that researcher contributed 
with their data to the training of the model, etc. The institutions in which 
these researchers function work differently. One can expect them to 
behave according to certain values (and to avoid certain disvalues). But 
they cannot be expected to hold reactive attitudes, since organizations 
cannot take the actions of others personally.

In response to this view, Bennet [40] proposes a commitment-based 
account of group trust. When we trust someone, our willingness to make 
ourselves vulnerable to that person’s action is driven by the conviction 
that this person holds certain commitments that we value. Institutions 

can have commitments, for example, the commitment to develop 
foundation models that are safe or beneficial to society or that provide 
highly accurate scientific output. Our trust in institutions then is driven 
by the conviction that this group lives up to commitments that are in line 
with our values, and next to this, because of checks and balances. We can 
trust or distrust institutions because they can (or do not) act according to 
certain values, and live up (or don’t live up) to certain commitments. 
Groups also can be responsive and change their course of action in case 
of feedback from certain parties. Which goes beyond reliance, since we 
do not just expect that the institution acts in a favorable way. We expect 
that the commitments behind these actions are in line with our values. 
This analysis of group trust has important consequences for how we 
should consider trust in foundation models. It makes clear that an or-
ganization’s commitments and the values that underpin these are cen-
tral to the trust in this organization and its foundation models. It is 
therefore important for trust to make explicit which values these are, 
and how well they are embedded in the processes of the organization. 
Such an approach allows for designing systems for trust in organizations. 
The increased complexity of sociotechnical systems requires putting the 
control at the level of organizations, rather than individual entities. This 
requires organizations to have their information systems supporting 
trust. This can be pursued via embedding values in processes, and 
designing processes that ensure compliance with applicable regulations 
and best practices [41].

Next to this, trust in an organization’s digital products has a strong 
temporal component [42]. Trust is a relational concept, and building a 
relation of trust takes time. In the case of products that are used in an 
epistemic context, trust in an organization and the willingness to rely on 
its products is built over time. The initial release of AlphaFold for 
instance required corroboration by the scientific community to build 
confidence in which domains the algorithm provided reliable results, 
and which domains the algorithm was not accurate. Trust can be lost 
quickly when a major issue arises, for instance when hallucinations 
became apparent when testing Meta’s Galaxy LLM in the context of 
epistemic justification [9].

The time component in trust building also highlights the importance 
of expertise. An expert user is someone who has built familiarity with the 
system, its application domains, and its limits. Non-expert users can 
often quickly derive results from a system, but they rely on perceptual 
experience rather than on hands-on experience to assess trustworthi-
ness. As with trust in online environments, such assessment of trust-
worthiness then is based on, for instance, the credibility of the 
organisation, the ease of use of their algorithm, or the risk related to 
faulty outputs of the algorithm [42].

5. Scientific foundation models as trusted research partners

Each scientific enterprise is underpinned by a fabric of trust between 
epistemic agents. AI models increasingly enter this fabric as epistemic 
agents and assume roles as contributors to collective epistemic en-
deavours. AI agents focus on reasoning, adaptive learning, and auton-
omous decision-making. The agents can be made to learn, so to improve 
on their strategies as they encounter new situations. Foundation models 
are often core to the design of such agents. Such agency does not require 
free will or intentions, in contrast to human agency. According to some 
authors, agency just requires interactivity, autonomy and adaptability, 
defined as the ability to respond to stimuli, the ability to change states 
without involvement of a stimulus, and the ability to change how to 
respond to stimuli [43]. This agentic AI perspective raises the question 
of whether it is more appropriate to conceptualize this relationship as a 
form of trust, akin to trusting an expert [14], rather than as mere reli-
ance on a research tool. The epistemic dependency on AI would then be 
characterized as a relationship of trust in an “AI epistemic partner” or an 
“AI research partner”.

Trust in the claims made by a researcher typically hinges on the 
assessment of the researcher’s trustworthiness. Epistemic 
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trustworthiness implies the ability to provide correct information. It also 
implies the will to provide correct information, and the absence of mo-
tives to provide incorrect information. Foundation models as epistemic 
agents lack the latter. Epistemic trustworthiness also involves the will 
and the capacity to offer good reasons for the made claims [20], which 
means that claims are derived according to well-established research 
practices within their domain of expertise and that all claims ultimately 
are supported by first-order reasons. It is contestable though whether 
AI’s do have such a thing as reasons for the claims they produce. It is 
though increasingly possible for AI agents to provide insight in the 
various steps in their reasoning process, for instance via CoT techniques. 
In this sense, AI agents can be considered to have ‘good reasons’ if the 
reasoning process is clear, if it follows procedures that are well accepted 
by the scientific community, and if it is underpinned with facts that can 
be validated. The justifications for the AI’s claims are ultimately rooted 
in for instance the data it was trained on, the architecture of the deep 
learning model, and the hyperparameters used. As indicated, a rational 
outline of such justifications via XAI methods is feasible only on a local 
level, and only in certain cases [14].

For these reasons, both the ‘thick’ and ‘thin’ concepts of trust seem 
not to be applicable to AI agents. In Baier’s account of trust, a trust-
worthy person is driven by goodwill, and acknowledges the values of the 
trustor in his or her actions. In Haley’s account of trust, a trustworthy 
person lives up to certain commitments. AI agents cannot have genuine 
good will towards the trustor since they lack the capacity to have 
intentionality and emotions. AI agents also lack mental states, and their 
assertions are therefore phenomenologically different from assertions 
made by human experts [44]. Furthermore, at the moral level, AI agents 
lack free will and do not have moral intentions. They thus do not qualify 
as moral agents that can be held responsible for their actions. Re-
sponsibility in case of failures need to be attributed to the moral agents, 
which are the people that developed, deployed or applied the AI agents. 
Responsibility, and trustworthiness as its correlate, therefore do not 
have to be situated in the AI agent, but in the socio-technical system and 
the people that participate in it. For these reasons, it can be considered a 
category mistake to anthropomorphize AI’s as something that has the 
capacity to be trusted [27,24].

The concept of reliance captures the epistemic relation with an AI 
agent more properly. Reliance, in contrast to trust, does not require 
intentionality, free will, and moral awareness. Reliance requires pre-
dictability of the outcome. I can rely on my car to stop if I use the break 
when parking. This reliance can have a moral aspect, though. Techno-
logical artefacts are capable of embodying values and of behaving in 
accordance with them [45,46]. For example, in a car equipped with 
sensors, I would also rely on the car to alert me if I am about to damage 
another car or hurt a pedestrian. Such a car is expected to embed, to a 
certain extent, the value of ensuring safety of both its passengers and its 
surroundings. Along the same lines, reliance on an epistemic AI agent 
can imply more than mere expectations of a certain quality of the output. 
This reliance can include the expectation that the epistemic AI agent 
embodies certain values. Instead of a ‘thinner’ version of trust, we 
therefore argue that the epistemic relation towards AI agents can be 
conceptualized by a ‘thick’ version of reliance. Reliable AI agents 
participate in the web of epistemic interactions as providers of infor-
mation that can be relied upon, because they embed the epistemic values 
that scientists endorse and are designed to incorporate the procedures 
that are accepted in their field of science.

The central issue then revolves around the specific values and pro-
cesses that are embedded in the design of the foundation model, the 
effectiveness with which the AI enacts on these, and how transparent the 
designers (can) be about those values and processes. This issue becomes 
increasingly significant with more interactive AIs that take part in the 
social epistemic fabric. They can thereby form reliance-based relation-
ships with scientists, when considering reliance in the morally thick way 
as embedded values that are in line with the scientist’s values. Also, in 
contrast to sentient human beings, one cannot ascribe commitments to 

technologies. The commitments are held by the designers of the tech-
nologies and the organizations in which they operate, and in the best 
case translated into the processes and the values embedded in the 
technologies. For these reasons, in the case of AI agents in science, a 
‘thick’ concept of reliance is appropriate, rather than a thin version of 
genuine trust. Such a notion refers to an expectation of the predictability 
of the outcomes, but also embedded values that are in line with the 
interests and values that work with the AI agent. On the other hand, 
when speaking about trust in AI agents, the notion of ‘trust’ can only 
refer to an ‘indirect’ trust in the creators, operators or users of the AI 
agents. This can be ‘thin’ or ‘thick’ indirect trust along the lines of a 
pluralist account [28], depending on the situation.

6. Discussion

Foundation models are increasingly applied across various scientific 
disciplines, some even transforming entire fields of research. These 
models are novel research tools that require verification of their reli-
ability in producing valid output. Consequently, the concept of 
epistemic reliance demands further clarification. Epistemic reliance may 
be justified if the mechanisms leading to knowledge claims are well- 
understood or are according to mechanisms that have a proven record 
of producing valid knowledge claims.

Moreover, foundation models introduce a novel element to the sci-
entific discourse. Their increasingly conversational nature makes that 
these models are becoming an integral part of the fabric of knowledge 
exchange among experts. Their functioning as expert agents prompts a 
need to clarify the nature of trust relationships traditionally reserved for 
interactions among human experts. It raises the question of whether 
epistemic trustworthiness, rather than mere reliability, is the appro-
priate concept to describe these relations.

The full significance of both reliability and trust emerges only when 
the foundation model is considered within the sociotechnical system in 
which it is designed and in which it operates. The goodwill account of 
epistemic trust is intelligible only within this broader framework. This 
type of trust hinges on the capacity of the trustee to consider and align 
with the values of the trustor, approached with goodwill [26]. Given 
that artificial agents lack intentionality, this form of trust is applicable to 
the human creators behind the models, not to the models themselves. A 
thinner concept of trust might be extended to the organizations that 
employ these human creators. Although organizations do not possess 
intentionality or reactive attitudes, they can uphold commitments that 
are reflected in their values, procedures, mission statements, and ob-
jectives. Thus, Hawley’s notion of trust as belief in a person to meeting a 
commitment is therefore also applicable to organizations [38]. An 
outline of the concepts of trust and reliance, and the entitities to which 
they apply in this context, is provided in Table 1.

Shifting the focus from the model as a scientific tool to the model 
within its sociotechnical context enables an assessment of where the 
notion of epistemic trust is applicable, and where reliance is a more 
suitable concept. Firstly, trust is a relevant concept in the interactions 
with the experts that develop, deploy and use the AI. Epistemic trust in 
this sense is the belief of the trustor that the trustee will meet her 
epistemic values with goodwill, or that the trustee has a commitment to 
meet her knowledge needs in an appropriate way. Secondly, trust is also 
a relevant concept in the interactions with the organization that de-
velops the AI. In this case though, trust needs to be interpreted in the 
thin sense. The trustor acts in the belief that what she values is reflected 
in the organization’s processes, goals, culture, etc., so that the organi-
zation can live up to the commitments it makes. Thirdly, epistemic trust 
applies to the scientific information the foundation model was trained 
on, since this body of information is the result of a large network of trust 
or distrust by scientists in the claims that other scientists make.

These three elements highlight that the openness of the scientific 
foundation model is an important factor in its trustworthiness. Trust in 
technologies implies trust in the people behind the technologies, as well 
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as in the social institutions in which these technologies are developed 
and deployed [33]. Open-sourced models allow for more data trans-
parency and algorithmic transparency, thereby providing better means 
to assess the reliability of the model. Open sourcing of the model thereby 
positively affects the ability to assess the trustworthiness of the orga-
nization that developed it. The willingness to open the model for scru-
tinization and to contribute to the public benefit can function as 
trustworthiness indicators.

Adopting a sociotechnical perspective also allows us to include the 
moral dimensions into the trust equation, next to the pure epistemic 
values. Moral and epistemic trust are inherently intertwined. It is 
therefore not always possible to trust purely at the epistemic level. For 
example, the interests of developers and their organizations have an 
impact on the degree of attention devoted to the explainability and 
transparency of the model, the inclusion of ethical aspects, or in the 
openness of the model. This perspective thus allows for the development 
of a ‘moralized concept of epistemic trust’ in the context of scientific 
foundation models. Such moralized concept of epistemic trust [47] in-
cludes “non-epistemic value considerations, non-epistemic norms of 
communication and affective trust”. Such values are for instance eco-
nomic justice or fair data ownership, and exemplify non-epistemic fac-
tors. Further research on the perspective of value inclusion in scientific 
foundation models and in the respective organizations in which they 
reside is required.

As AI agents increasingly and successfully participate in scientific 
activities, it is important to clearly distinguish where trust and reliance 
applies. This distinction underpins the fabric of trust between scientists, 
and trust between science and the broader public. As argued in this 
paper, trust applies to human agents and the organizations they are part 
of, while reliance applies to agentic AI systems. One can potentially rely 
on agentic AI in a ‘thick’ way that includes also moral perspectives. Next 
to the expectation of the predictability of the outcomes of the algorithm, 
this then also includes the expectation that values are embedded which 
are in line with the own interests and values, and that procedures are 
followed that are in line with the agreed upon procedures in the field of 
science. Trust, on the other hand, applies to the socio-technical systems 
in which the scientific AI agents and foundation models reside, and to 
the human agents in these systems. Such distinction between trust and 
reliance is necessary for the unambiguous allocation of moral re-
sponsibility to the human agents in this fabric. Maintenance and 
development of this fabric of trust is core to the scientific endeavour of 
knowledge building.
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