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Differential Equations and Variational Methods on Graphs 1

1 Introduction

The Element you are about to read tells a tale that shrank in the writing. The
opposite is true for its companion volume [190]. When we were asked to
write a contribution to what would become the Elements in Non-local Data
Interactions: Foundations and Applications series in April 2021," quickly the
idea took hold to provide an overview, a snapshot of the field of differential
equations and variational methods on graphs and their applications to machine
learning, image processing, and image analysis. But this is a very active field,
being developed in a variety of different directions, and so the story we wanted
to tell outgrew the format of a contribution to the Cambridge Elements ser-
ies. We are grateful to Cambridge University Press and the editors for deeming
our full contribution worthy enough of its own publication [190] and allow-
ing us to extract and adapt some introductory sections for publication in the
Elements series. This Element provides an introduction to differential equa-
tions and variational methods on graphs seen through the lenses of the authors.
It focuses on some areas to which we ourselves have actively contributed, but
at the same time aims to give sufficient background to equip the interested
reader to explore this fascinating topic. We have aimed to make this Elem-
ent a satisfyingly comprehensive read in itself, while also allowing it to be a
teaser for its more extensive companion volume. Those who compare both vol-
umes will find that the companion volume contains, besides additional details
in some of the sections that correspond to those in the current Element, chap-
ters on applications of differential equations on graphs and their computational
implementation, as well as chapters on further theoretical explorations of the
relationships between various graph-based models and of the continuum limits
of such models when the number of nodes of the underlying graph is taken to
infinity.

Differential equations, both ordinary differential equations (ODEs) and par-
tial differential equations (PDEs), have a long history in mathematics and we
assume they need no introduction to the reader. Slightly younger, yet still of
a venerable age, is the study of graphs.” By a differential equation on a graph

! The idea for this Element and its companion book owes a great debt to the Nonlocal Methods
for Arbitrary Data Sources (NoMADS) project funded by the European Union’s Horizon 2020
research and innovation programme (Marie Sktodowska-Curie grant agreement No. 777826).
In this Element, by ‘graph’ we mean the discrete objects consisting of vertices and (potentially
weighted) edges connecting the vertices that are studied in graph theory. Where we want to
talk about the graph of a function, this is made explicit. As is quite common, we tend to use
‘graph’ and ‘network’ [78] interchangeably, although some might prefer to distinguish between
networks in the real world and the mathematical graphs that can be used to model them. We
also use related terminology, such as vertices and nodes [15, box 2.1], interchangeably.
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2 Non-Local Data Interactions: Foundations and Applications

we mean a discretization of a differential equation, usually a PDE, on a graph:
if we can write the PDE as F(u(x,?)) = 0, for a differential operator F and a
function u defined on (a subset of) R” X R, then we obtain a differential equa-
tion® on a graph by replacing the (spatial) derivatives with respect to x in F by
finite difference operators based on the structure of the graph and replacing u
by a function defined on (a subset of) ' X R, where V'is the set of nodes of the
graph.

Variational models in the calculus of variations are typically formulated in
terms of minimization of a function(al). To consider such a model on a graph,
we discretize the functional by replacing integrals with the appropriate sums
and differential operators with the corresponding finite difference operators
on graphs. This process also turns finite-dimensional the space of admissible
functions over which the functional is minimized. The line between calculus
of variations and mathematical optimization becomes blurry here, or is even
crossed. Because the authors of this Element approach these models from the
point of view of variational calculus, we will include them under the umbrella of
variational models (on graphs), even if the originators of any particular model
may have had a different inspiration when proposing that model.

The field of machine learning is concerned with the development of meth-
ods and algorithms to analyse data sets. ‘Learning’ in this context refers to
leveraging the properties of some collection of ‘training data’ (which may or
may not be a part of the data set which is to be analysed) to draw conclusions
about the data set. Machine learning has undertaken an enormous flight in the
twenty-first century. Terms like ‘big data’, ‘machine learning’, and ‘artificial
intelligence’ are now commonplace for many people, both because of the com-
mercial successes of the many tech companies that exist by the grace of data
availability and the methods to learn from the data, and because of the enor-
mous speed with which deep-learned algorithms have transformed many areas
of science, industry, and public and private life. Scientific curiosity goes hand
in hand with a societal need to understand the methods that play such a big role
in so many sectors.

But what is the role of differential equations in all of this? After all, many of
the advances in machine learning, both in terms of development of new meth-
ods and analysis of existing ones, come from statistics, computer science, and
the specific application fields — scientific or industrial — where the methods are
used. One might argue for the general notion that increased diversity in the
points of view from which a particular topic is scrutinized leads to different
and complementary insights that all strengthen the full picture. There certainly

3 Or a difference equation, if u does not depend on the variable .
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Differential Equations and Variational Methods on Graphs 3

is validity in that notion when it comes to the study of machine learning; in this
case, though, there are stronger ties that go beyond generalities.

A substantial part of the root system of differential equations in machine
learning lies in the field(s) of mathematical image processing and image
analysis.* Not only do (the ingredients of) many differential-equation-based
machine learning methods have roots in the mathematical imaging literature
and many machine learning methods have applications in imaging problems,
but there is also a substantial overlap in the communities active in these fields.

Despite the success of artificial neural networks, they are not central objects
in this Element. The main focus in the current Element is on those methods
that represent the data (e.g., the image) in terms of a graph in order to apply a
graph-based variational model or differential equation.

These methods have many desirable properties, which have made them
popular in recent years. Because the graph-based models and equations have
close connections to well-established models and equations in the continuum
setting, there is a wealth of ideas to pursue and techniques to apply to study and
understand them. Moreover, the development of numerical methods for differ-
ential equations has a long and rich history, yielding many algorithms that can
be adapted to the graph-based setting. Another key difference between most
machine learning methods discussed in this Element compared to deep learn-
ing methods is that the latter are mostly data-driven,” which usually means
many training data are required to obtain well-performing networks, while the
former are explicitly model-driven and so tend to require fewer training data
(but also are less likely to discover patterns for which the models are not built
to look).

The scope of this Element is broad in some parts and narrow in others. On the
one hand, we wish to provide an overview of an exciting, ever-broadening, and
expansive field. Thus, in the general literature overview in Section 2 we have
taken a very broad view of the topic of differential equations on graphs and their
applications with the aim of placing it in its historical context and pointing the
reader to the many aspects and fields that are closely related to it. On the other
hand, in the remainder of this Element, we focus on very specific models with
a certain amount of bias in the direction of those models with which the authors
have close experience themselves, yet not to the complete exclusion of other
models. These models revolve around the graph Ginzburg—Landau functional,

4 We sometimes refer to these two fields collectively as ‘imaging’ or ‘mathematical imaging’,
or just ‘image analysis’ for brevity.

5 Although there are recent trends to incorporate (physical) models into the data-driven
machinery.
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4 Non-Local Data Interactions: Foundations and Applications

which is introduced in this Element in Section 5 and which plays a central role
in a number of graph-based clustering and classification methods.

Graph clustering and classification are similar tasks that both aim to use the
structure of the graph to group its nodes into subsets called clusters or classes
(or sometimes communities or phases, depending on the context or applica-
tion). In most of the settings that we discuss here, these subsets are required to
be pairwise disjoint, so that mathematically we can speak of a partition of the
node set (assuming nonempty subsets) and we obtain non-overlapping clusters
or classes. A key guiding principle of both tasks is to have strong connec-
tions (i.e., many edges or, in an edge-weighted graph, highly weighted edges)
between nodes in the same class or cluster and few between nodes in differ-
ent clusters or classes.® This is not the only requirement for a good clustering
or classification — in the absence of any other desiderata, a trivial partition of
the node set into one cluster would maximize intra-cluster connectivity and
minimize inter-cluster connectivity — and so additional demands are typically
imposed. Two types of constraints that will receive close attention in this Elem-
ent are constraints on cluster sizes and constraints that encourage fidelity to a
priori known class membership of certain nodes. The presence of such a priori
known labels is what sets classification apart from clustering.

There are mathematical imaging tasks that can be formulated in terms of
graph clustering or classification, most notably image segmentation, which
can be viewed as the task of clustering or classifying the pixels of a digital
image based on their contribution to (or membership of) objects of interest in
the image. Other imaging tasks, such as image denoising, reconstruction, or
inpainting, can be formulated in ways that are mathematically quite closely
related to graph clustering and classification.

We hope this Element may serve as an overview and an inspiration, both for
those who already work in the area of differential equations on graphs and for
those who do not (yet) and wish to familiarize themselves with a field rich with
mathematical challenges and abundant applications.

1.1 Outline of This Element

We give a brief overview of the history of and literature in the field of differen-
tial equations and variational methods on graphs with applications in machine
learning and image analysis in Section 2. For a more extensive overview, we
refer to section 1.2 of the companion volume [190]. In Section 3 we lay the

6 There may be deviations from or additions to this general requirement. For example, in Mac-
gregor and Sun [135] (see also Macgregor [133, chapter 6]) the goal is to find two clusters
(with an algorithm that is local, in the sense that its run time is independent of the size of the
graph) that are densely connected to each other, but weakly to the rest of the graph.
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Differential Equations and Variational Methods on Graphs 5

mathematical foundations that we require to formulate differential equations
and variational models on graphs. For example, we define spaces of node func-
tions and important operators and functionals on these spaces, such as the graph
Laplacian operators and the graph total variation functional.

In most of this Element we consider undirected graphs, but in Section 4 we
discuss very briefly works that generalize some of the concepts from Section 3
to directed graphs, in particular graph Laplacians.

Besides the graph total variation functional, another very important graph-
based functional, which we have already mentioned, is the graph Ginzburg—
Landau functional. It deserves its own place in the spotlight; thus, in Section 5
we introduce it and discuss some of its variants and properties, including its
connection to the graph total variation functional.

The spectrum of an operator gives insight into its behaviour. In Section 6
indeed we see that the spectra of graph Laplacians shed some light on their
usefulness in graph clustering and classification problems.

The role of functionals in variational models is as ‘energy’ or an ‘object-
ive function’ that needs to be minimized. Two important dynamical systems
that (approximately) accomplish this minimization for the graph Ginzburg—
Landau functional are described by the graph Allen—Cahn equation and the
graph Merriman—Bence—Osher scheme, respectively. The former, which is
an ordinary differential equation obtained as a gradient flow of the graph
Ginzburg—Landau functional, is the topic of Section 7, while the latter is the
focus of Section 8.

Closely related to the graph Allen—Cahn and Merriman—Bence—Osher
dynamics are the graph mean curvature flow dynamics that are described in
Section 9. Although exactly how closely these are related is still an open ques-
tion, one property most of them have in common is a threshold on the parameter
of the model below which the dynamics trivializes. This freezing phenomenon
is discussed in Section 10.

The main focus in this Element is on models that cluster or classify the node
set of the graph into two subsets. In Section 11 we take a look at multiclass
extensions of some of these models.

In Section 12 we discuss some finite difference methods on graphs, namely
Laplacian learning and Poisson learning. Finally, Section 13 provides a brief
conclusion to this Element as we look forward (or sideways) to additional topics
that appear in the companion volume [190].

2 History and Literature Overview

Any area of mathematical enquiry will have its roots in what came before.

The field of differential equations on graphs for clustering and classification
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6 Non-Local Data Interactions: Foundations and Applications

problems is no exception, so there is always the risk that the starting point
of any historical overview may feel somewhat arbitrary. It is inescapably per-
sonal too; the priorities and narratives generated by our own research inevitably
have influenced our departure point for this story and the route we will follow
afterwards. As such, the references given in this section are not meant to be
exhaustive, nor are all contributions from the references that are given always
exhaustively described. One reason this field has generated such enthusiastic
interest is that it brings together ideas from many different directions, from
statistics and machine learning to discrete mathematics and mathematical ana-
lysis. We encourage any attempts to understand the history of this field from
perspectives different from the one we provide here, shining more light on the
exciting diversity of viewpoints differential equations on graphs have to offer.

For a fuller overview of the literature, we refer to section 1.2 of the com-
panion volume [190]. Neither the current section nor the literature section in
the companion volume are exhaustive overviews, if such a thing is even a pos-
sibility, but they should provide enough starting points for someone who is
eager to learn about this active field of research. We apologize for the undoubt-
edly many important works in their respective areas that are missing from our
bibliography.

As a double ignition point for the growing interest in differential equa-
tions on graphs by the (applied) mathematical analysis community in the
late noughties and early tens of the twenty-first century, especially in rela-
tion to image processing and data analysis applications, we mention works by
Abderrahim Elmoataz and collaborators such as [63, 75, 131] — which have
a strong focus on p-Laplacians, co-Laplacians, and morphological operations
such as dilation and erosion on graphs, as well as processing of point clouds
in three dimensions — and works by Andrea L. Bertozzi and collaborators, like
[21,22, 144, 189, 191] — which deal with the Ginzburg—Landau functional on
graphs and derived dynamics such as the Allen-Cahn equation and Merriman—
Bence—Osher (MBO) scheme on graphs. This is not to say there were no earlier
investigations into the topic of differential operators and equations on graphs,
for example in [160, 195] or in the context of consensus problems [150, 164],
or variational ‘energy’ minimization problems on graphs, such as in the con-
text of Markov random fields [181], but the two groups we mentioned earlier
provided a sustained drive for the investigation of both the applied and theor-
etical aspects of differential equations on graphs in the setting on which we are
focusing in the current Element.

We note that in the current Element, when we talk about differential equa-
tions on graphs, we typically mean partial differential equations whose spatial
derivatives have been replaced by discrete finite difference operators on graphs
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Differential Equations and Variational Methods on Graphs 7

(see Section 3.2), leading to ODEs or finite-difference equations. A priori this
is different from the systems of PDEs formulated on the edges of a network that
are coupled through boundary conditions on the nodes, which are also studied
under the name ‘differential equations on graphs (or networks)’ [192].

New research directions tend not to spring into being fully formed, and also
the works mentioned earlier have had the benefit of a rich pre-existing literature
in related fields. In particular, many of the variational models and differential
equations that are studied on graphs have been inspired by continuum cousins
that came before and by the, often sizeable, literature that exists about those
models and equations. Examples are the Allen—Cahn equation [5], the Cahn—
Hilliard equation [40], the Merriman—Bence—Osher scheme [146, 147], flow by
mean curvature [0, 30, 167], total variation flow [9], and the Mumford—Shah
and Chan—Vese variational models [47, 159].

Inspiration has also come from other directions, such as discrete calculus
[101] and numerical analysis and scientific computing [18]. The latter fields not
only provide state-of-the-art methods that allow for fast implementations of the
graph methods on graphs with many nodes — something which is very import-
ant in modern-day applications that deal with large data sets or high-resolution
images — but also offer theoretical tools for dealing with discretizations of con-
tinuum equations, even though the specifics may differ substantially between
a discretization designed with the goal of approximating a continuum problem
as accurately as possible and a discretization which is a priori determined by
the graph structure that is given by the problem or inherent in the application
at hand.

Some of the most prominent applications that have been tackled by differ-
ential equations and variational models on graphs, especially by the models
and methods central to the current Element, are graph clustering and classifica-
tion [174], and other applications that are — or can be formulated to become —
related, such as community detection [171], image segmentation [46], and
graph learning [200]. For an extensive look at these, and other, applications,
we refer to chapter 4 of the companion volume [190]. In the current Element
we focus on the core graph clustering and classification applications.

Since the early pioneering works we mentioned at the start of this section,
differential equations on graphs have enjoyed a lot of attention from applied
analysts and researchers from adjacent fields. As a very rough attempt at clas-
sification of these different research efforts, we distinguish between those
papers that study differential equations and variational models purely at the
discrete-graph level and those that are interested in continuum limits of those
discrete equations and models as a way to establish their consistency. (Some
papers may combine elements of both categories.) The focus of this Element
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8 Non-Local Data Interactions: Foundations and Applications

is on the first category. For a closer look at the second category, we refer to
chapter 7 of [190].

In this first category, we encounter papers that study particular graph-based
differential operators or graph-based dynamics, such as the eikonal equa-
tion (and the related eikonal depth), p-eikonal equation, p- and co-Laplacians
[38, 42, 76, 138, 206], semigroup evolution equations [153], dynamics [121]
such as mean curvature flow and morphological evolution equations (related to
morphological filtering and graph-based front propagation) [ 70, 182] or advec-
tion [172], or discrete variational models such as trend filtering on graphs [194]
and the graph Mumford—Shah model [106, 168].

Of special interest in the context of the current Element are the graph
Allen—Cahn equation, graph MBO scheme, and graph mean curvature flow
[33, 144, 187, 191], which are discussed in much greater detail in Sections 7, 8,
and 9. For details about applications in which these graph-based dynamics have
been used, we refer to chapter 4 of [190]. Some of the applications that are con-
sidered in that volume require an extension of the classical two-phase versions
of the Allen—Cahn and MBO dynamics to a multiclass context [94, 95]; other
variations on multiclass MBO have been developed, such as an incremental
reseeding method [3 1] and auction dynamics [110].

The publications focusing on the discrete level also include papers that study
connections between graph-based differential operators or dynamics on the
one hand, and on the other hand graph-based concepts that are useful for
studying graph structures, which sometimes already had a history outside of
the differential-equations-on-graphs literature. For example: the modulus on
graphs [3], Cheeger cuts and ratio cuts [141], ranking algorithms and cen-
trality measures such as heat kernel PageRank [142], nonconservative alpha-
centrality (as opposed to conservative PageRank) [98], centrality measures
and community structure based on the interplay between dynamics via param-
eterized (or generalized) Laplacians and the network structure [201], random
walks and SimRank on uncertain graphs (i.e., graphs in which each edge has
a probability of existence assigned to it) [209], distance and proximity meas-
ures on graphs [12, 48], and a hubs-biased resistance distance (based on graph
Laplacians) [79].

We also draw attention here to graph-based active learning [148], Laplacian
learning [211], Poisson learning [44], and results on the Lipschitz regularity
of functions in terms of Laplacians on point clouds [45]. For overview articles
about graph-based methods in machine learning and image processing, we refer
to [20, 23, 51].

In the continuum setting, the dynamics of both the Allen—Cahn equation and
the MBO scheme are known to approximate flow by mean curvature, in a sense
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Differential Equations and Variational Methods on Graphs 9

that has been made precise through convergence analysis [16, 32, 39, 80, 125,
126]. Rigorous connections between the graph Allen—Cahn equation and graph
MBO scheme have been established in [33, 35, 36, 37]; their connections with
graph mean curvature flow are open questions. Details about these established
connections and open questions, as well as a closer look at the various dynamics
in the continuum setting, can be found in chapter 6 of [190].

In many of the works just cited, the graphs under consideration on which the
variational models or differential equations are formulated are finite, undirected
graphs, with edges that connect nodes pairwise and that, if weighted, have a
positive weight. Moreover, the graphs are unchanging — also, for the continuum
limits that we briefly mentioned, even though the limit | /'] — oo is considered,
typically at each fixed |V, the graph structure is static.

This leaves a lot of room for generalizations and extensions. In this Element
we refrain from delving into these generalizations in too much detail, although
in Section 4 we do briefly discuss Laplacians on directed graphs [17, 87, 104,
207]. Other possible generalizations are to multislice networks [151], hyper-
graphs (in which edges can connect more than two nodes) [26, 108], metric
graphs and quantum graphs (in which edges are represented by intervals of
the real line) [118], signed graphs that can have positive and negative edge
weights [60], metric random walk spaces (of which locally finite positively
edge-weighted connected graphs are a special case) [139, 140], and graphs
changing in time [25].

Of interest also is the connection between methods on graphs and the con-
structions used to build the graphs, as is considered in, for example, [97]. Some
more details about building graph models for specific applications are given in
section 4.2 of [190].

3 Calculus on Undirected Edge-Weighted Graphs
3.1 Graphs, Function Spaces, Inner Products, and Norms

Except where explicitly stated otherwise, in this Element we consider finite,®
simple (i.e., without multi-edges’ and without self-loops'”), connected,'' edge-
weighted graphs G = (V,E,w) — if a graph G is mentioned without further

7 In [139] heat flow on metric random walk spaces is studied, in [140] total variation flow.

8 This means |V] < .

9 Given two nodes i, j € V, there is at most one edge (i, /) € E, as is already implied by
EcCVxV.

10 Each edge connects two distinct nodes, that is, for all i € ¥, (i,i) € (V' x V' \ E). For a
preprint discussing Laplacians (which we will introduce later) on graphs with self-loops see
Agtkmese [2].

1" The definition of connectivity is given later in this section.
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Figure 3.1 An example of a finite, simple, connected, and undirected graph.

specification, it is assumed to have these properties. Figure 3.1 shows an
example of such a graph. Here V' is the set of nodes or vertices of the graph,
E C V'x Vis the set of edges,'” and w: V'x ¥V — R is the edge weight function
which vanishes on E¢ := (VX V) \ E; thus w|g = 0. Unless otherwise specified,
we assume that w|g > 0. In this framework, an unweighted graph G = (V,E)
can be viewed as an edge-weighted graph G = (V, E,w) with w|g = 1.

We will assume that |V] > 2. It will often be useful to identify the nodes
in ¥/ with the numbers 1 to n € N,'? and we write V = [n] := {1,2,...,n}.
Unspecified nodes from V'we denote by i, /, %, . . .. The edge from i toj is denoted
by (i, j); the nodes i and j are endpoints of this edge. For any node function
u, that is, a function u whose domain is (a subset of) V, we write u; for u(i).
Similarly, for any function ¢ whose domain is (a subset of) V' x V, we write
;i for ¢(i, j). Any such function which vanishes on £ we will call an edge
function. We define the function spaces of node and edge functions,

Vi={u: V->R}, E:={p: VXV —>R: ¢plg =0}.
We use subscripts to indicate alternative codomains: if 4 is a set, then
Vyi=A{u: V— A}, Eg={p: VXV —>A: ¢|gc =0}.

In particular, V = Vg and € = &g.

12 In this particular case, since we do not allow self-loops,  is always a strict subset of V' x V.

13 To avoid ambiguity, we note that we write N for the strictly positive natural numbers and
Np := NU{0}. Also, to avoid ambiguity regarding zero, we call the numbers in the sets (0, o)
and (—o0, 0) strictly positive and strictly negative, respectively.
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Differential Equations and Variational Methods on Graphs 11

When it is not explicitly stated differently (as in Section 4), we consider
undirected graphs, namely graphs for which (i, j) € E if and only if (j,i) € E.
Two nodes 7, j € V'in an undirected graph are called adjacent, or neighbours, if
(i, j) € E. The condition thatj # 7, which is sometimes explicitly included in the
definition of neighbour, is superfluous under our assumption of absence of self-
loops. The matrix 4 with entries 4; := w; is called the (weighted) adjacency
matrix, or weight matrix of the graph. In an undirected graph, we require w to
be symmetric in its arguments, that is, for all i, j € V, w;; = w;;. Some authors
demand their edge functions ¢ € £ to be skew-symmetric, namely ¢; = —¢j;.
We do not require this assumption and so will not impose it.

Since we consider graphs without self-loops, for all i€V, w;;=0. The
degree of node i is d; := };ep wj;. A graph is connected if, for all i,j € V with
i # j, there exist finitely many nodes ii,i,. .., such that iy =i, iy =/, and
Wiyiy - Wj,_,i, > 0. A graph which is not connected is called disconnected.
Since our graphs are assumed to be connected (unless stated otherwise), we
have, foralli e V, d; > 0.

In some situations it will be useful to have a shorthand notation to indicate
adjacency of nodes (in an undirected graph): for i € V, we write j ~ i if and only
if j € Vand (i, j) € E. Equivalently under our assumption that w|g > 0, we have
that j ~ 7 if and only if j € V" and w;; > 0.

Our first step to defining a calculus on node and edge functions is to
define an inner product structure'* on V and &. Let"” re[0,1], g€ [1/2,1]
(see Remark 3.9), u,v € V, and ¢, € £. Then

1 _
oy = Y diuw and (pde =5 > w eyl (3.1)

eV (i,))eE

We note that the factor % compensates for the ‘double count’ of edges (i, j) and
(j,i) in an undirected graph. In this and other circumstances it can be convenient
to rewrite the sum over (i, j) € E as a double sum over i, j € V. This can be done
since ¢;; = ¥y = w; = 0if (i, j) ¢ E. In this case we have to interpret wg to be
0 (not 11)if (i, j) ¢ E.

14 At first glance it may seem that the bilinear forms defined here are not inner products, since
(u, u)y may be zero, evenifu # 0, if there is ani € V'such thatd]" = 0, and similarly (¢, ¢)s

2g-1

may be zero, even if ¢ # 0, if there are 7, j € V' such that w = 0. However, the possibility

i
d! = 0 is excluded by our assumption of connectedness and, while wfq—l = 0 will be true for

some i, j € V for all graphs except complete graphs, the definition of £ requires ¢;; = 0 for such
iand;.

The intervals [0, 1] and [1/2, 1] from which » and ¢ are chosen, respectively, are mostly
intervals of convenience: they cover the most common values that appear in the literature —
re{0,1} and g € {1/2,1} — and allow for interpolation between them. We do not expect
major, or possibly any, changes to be necessary if we allow r, ¢ € R instead.
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12 Non-Local Data Interactions: Foundations and Applications

These inner products induce norms in the usual way: ||u||y := +/{u,u)y and
llelle := V{p,p)e. Other commonly used norms on V and £ are the p-norms
(for p € [1,00)) and co-norms:

1 1
1 5
= d’ P ’ 1 29=1) 1P
Vp = i |u;] s llel Ep = E Wy, |90y| ,

ieV ijev

[Jul

llullv,eo := max{|u|: i € V}, lelle.co := max{lgyl: i,j € V}.

We note that the p = 2 norms are the norms induced by the inner products.

If r = 0, then ||u||y is the Euclidean 2-norm of the vector with components
u;. To avoid specifying » = 0, we may write ||u||; in this case, with £* inner
product (-,-)>. We also use this notation for vectors not (necessarily) meant to
be interpreted as node functions. Similarly, if » = 0, then [|u]ly, , is equal to the
p-norm for the vector with components u; and we may write ||u||, instead.

If S C V, we define yg to be its indicator (or characteristic) function, that is,

1, ifies,
(xs)i = .
0, ifieS:=r\S.

In particular yp = 1 € V (and we may write 1 for yy, or ¢ for cyy,ifc e Risa
constant) and y¢ = 0 € V. Similarly, we define indicator functions yz for edge
subsets £/ C E. We will also need a variant indicator function 14 for 4 C R,
defined to be 14(x) = 0 ifx € 4 and 14(x) = +o if x e R \ 4.

The volume of a node subset S € " and volume of an edge subset £ C E
are defined to be (for any p € [1, o)), respectively,

, 1 _
vol(8) = llxslly, = D dfs vl (B) = Il = 5 D) @' (32)

ieS (i,j)EE

Lemma 3.1. In this lemma we interpret é =0. Letu,veVand o,y € E. For
all p,p’ € [1,00] such thatll) + [% = 1, these Héolder inequalities hold:
luvllv,y < llullvp Vv, and  llegller < ll@llep ¥ llep-

Moreover, these embedding estimates are satisfied, if s,t € [1,c0] with s < t:

1.1 1.1
lullv.s < (vol(M)> "7 lullv,,  and |l@lle.s < (voL(E)>™7 [[@lle.q-

Furthermore,
lim [lullyp = lullv,0 and  lim ||¢llep, = ll@lle.co-
p—)OO p—)OO

In fact, for all p € [1,00) we have
z 1
min d/ [ully,e < llully,p < (vl ()7 llufly,eo
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Differential Equations and Variational Methods on Graphs 13

and
- ~ 1
277 min w,” llelle.o < llglle,y < (vVOL(E)? [l@lle co-
i,j))eE -
Proof. For a proof we refer to lemma 2.1.1 of [190]. O

Instead of interpreting ¢ € £ in the standard way as a function from V' x V'
to R, we may also view it as a function from V'to V: foralli € V, ¢;. € V.
This prompts the following definitions of a node-dependent inner product and
p- and co-norms: for all g, € £, alli € V, and all p € [1,0),

1 2g-1
()i =5 Zwi,-q Pi¥ij,
Jjev
1

1 2-1
lellp == | 5 2wy lel” |
Jjev

(3.3)

lllli.co := max{|epy|: j € V}.

Corollary 3.2. In this corollary we interpret é =0.Letp,y € Eandic V.
For p,p’ € [1,00] such that 117 + 5 = 1, a Hélder inequality holds:

lewllin < llellip Y lip -

Moreover, an embedding estimate is satisfied, if's,t € [1,00] with s < t:

1 2-1
lells < | 5 > @y el -
jev

o
~=

Furthermore, for all ¢ € £ and for all p € [1,0),

1

1o 1 1)
277 min 0" el < llellip < |5 D@5 | lglhes
w;i>0 Jev
and thus in particular,
Tim llplly = lgllo
Proof. We refer to corollary 2.1.2 in [190]. O

Downloaded from https://www.cambridge.org/core. Delft University of Technology, on 30 Jun 2025 at 08:33:37, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009346641


https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009346641
https://www.cambridge.org/core

14 Non-Local Data Interactions: Foundations and Applications

3.2 Graph Gradient, (p-)Dirichlet Energy, (p-)Laplacian,
and Total Variation

To be able to do calculus on graphs, we require a discrete analogue of the

derivative: the graph gradient. For u € V the gradient Vu € £ is defined by'°

(Vu)i]- = w;_q(uj — u,-).

Remark 3.3. The graph gradient provides a good motivation for defining the
node-dependent inner product and norms in (3.3). The continuum gradient Vu
of a function u: R”™ — R is a vector-valued function with length ||Vu||; — or,
in general, p-norm — a real-valued function on R”. Analogously, in the graph
setting the node-dependent norms from (3.3) are real-valued functions on V.
In Taet al. [183] a connection is made between the node-dependent co-norms
and morphological dilation and erosion operators, if g = 1 or w(Vx V) C {0, 1}.
Using superscripts + and — to denote the positive part x* := max(0,x) and
negative part x~ := — min(0,x) of a number x € R, respectively, we compute

(V) [lie0 = max max(0, 1 - u;)

= max {uj:j =iorj~ i} —u; =: (6,(u)); — u;,

(Vi) |lico = rrj;iiix(— min(0,u; — u;)) = — [min {uj:j =iorj~ i} - u,—]
= u; — min {uj:j =iorj~ i} =:u; — (g,(n));.

In [183] the operators 0, and g, are called the dilation and erosion operators,
respectively, in analogy to similar operators in the continuum setting. We can
understand these names, if we apply the operators to the indicator function
u = ys of anode subset S C V. Then 6,(u) = ygs and g,(u) = ys=, where the
dilated set S° consists of S with all the nodes that have at least one neighbour in
S added, and the eroded set S¢ consists of S with all the nodes that have at least
one neighbour in S (i.e., '\ S) removed. In El Chakik et al. [70] on weighted
graphs the nonlocal dilation operator and nonlocal erosion operator,

(NLD(w)); := u; + (Vi) |li,0 and (NLE(w)); := u; — (V)" [|; 00,

respectively, are introduced. The preceding computation shows that in the case
of an unweighted graph, §, = NLD and &, = NLE.

We define the graph divergence div : £ — V to be given by

, 1,
(div )i := 2 d; Z Wi (@i = @i
jev

16 Recall the convention that wl(.)/. =0ifw; = 0.
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Differential Equations and Variational Methods on Graphs 15

since this is the adjoint of the graph gradient: it can be checked that, forallu € V
and all ¢ € &, (Vu,@)e = (u,div ¢)y. We thus define a graph Laplacian'’
A:V — V as the divergence of the gradient:

(Auw); := (div Vu); = d Z wii(u; — uy). (3.4)
Jjev
We note that A is independent of ¢. If » = 0, A is called the combinatorial (or
unnormalized) graph Laplacian, while if » = 1, it is called the random walk (or
asymmetrically normalized) graph Laplacian. We note that A is self-adjoint:

(u,Avyy = (Au,v)y. (3.5)

Remark 3.4. Since we consider finite graphs with | V'] = [r], there is a bijective
correspondence between functions in u# € V and (column) vectors in R” with
entries u;. It follows that linear operators on ) can be represented by matri-
ces. In particular, the graph Laplacian A has associated matrix D™"(D — 4) =
D" — DA, where D is the diagonal degree matrix with D; := d; and, as
in Section 3.1, the matrix 4 is the weighted adjacency matrix with entries
A;; = wy;. In particular, the matrix associated to the combinatorial graph Lapla-
cian is D — 4, and to the random walk graph Laplacian'® is /— D~' 4, where by
I we denote the identity matrix of the appropriate size. To avoid complicating
the notation and text, we will freely use both kinds of representation without
always explicitly noting any switches or changing notation; for example, u can
denote a function or vector and A may be the Laplacian operator or matrix. We
note that the multiplication of two node functions uv becomes a matrix-vector
multiplication Uv in vector notation, with U the diagonal matrix with Uj; = u;.

Remark 3.5. The name random walk Laplacian for A with » = 1 comes from
the fact that the D' 4 term in the associated matrix /—D~'4 (see Remark 3.4) is
aright-stochastic matrix, that is, its rows sum to one, and can thus be interpreted
as the transition matrix of a discrete-time Markov chain with (D‘IA)ij =d; ! wjj
being the probability of the transition from state i to state j in a single time
step. Associating the states with nodes of a graph, the Markov chain describes
a random walk on that graph. The (negative) unnormalized graph Laplacian

17" These graph Laplacians can also be defined in terms of an incidence matrix of the graph, i.e., a
matrix that has nonzero entry in the ith row and kth column, if and only if node i is an endpoint
of edge k (under some arbitrary, yet fixed, ordering of the edges, where in an undirected graph
(i, j) and (j, i) are treated as being a single edge); see for example [55, section 1.2]. We do not
explicitly use this characterization of graph Laplacians in this work.

The random walk graph Laplacian is sometimes also called the left-normalized graph Laplacian
to distinguish it from the right-normalized graph Laplacian that has associated matrix /- 4D~!.
This latter Laplacian does not fit into the framework of (3.4), but can be represented as member
of the two-parameter family of graph Laplacians in (3.7).
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16  Non-Local Data Interactions: Foundations and Applications

—A (with » = 0) is the (infinitesimal) generator of a continuous-time Markov
chain,'? as described in detail in remark 2.1.5 in [190].

Remark 3.6. We would be remiss not to mention the symmetrically normalized
Laplacian, which is represented in matrix form as

A = DT (D - AD ™2 = DN (DT —DTAD I = [~ D IAD I, (3.6)

This graph Laplacian appears frequently in the literature, for example, Chung
[55], but is not captured in the preceding framework, as it would require
a different scaling for each term in the gradient Vu. We refer to Zhou and
Scholkopf [206, section 2.3] for details. We note that ASY™ is self-adjoint, with
respect to (-, -)y for »=0. More generally, the two-parameter normalized graph
Laplacian

A .= D(D - A)D! (3.7
is self-adjoint with respect to (-, -)y, for’’ r = s — . Furthermore, for all « € R
D—aA(s,t)Da — A(s+a,t—a)

and so A®? and A®*) are similar whenever s + ¢ = s’ + ¢ In particular, A®-? is
similar to the symmetric matrix A+9/2:6+9/2) and thus A and ASY™ are similar
when » = 1. For further details, we refer to Budd [34, chapter 2].

In Smola and Kondor [180, theorem 3] it is shown that graph Laplacians
are, in a sense, invariant to vertex permutations. It is also shown that they are,
in some sense, the only linear operators that depend linearly on the graph’s
adjacency matrix to be so.

In Zhou and Belkin [208] a geometry graph Laplacian is used, defined as

eeom . r_ (Dgeom)—lAgeom
where 48°°™ := D™14D~! and D&°°™ is the corresponding degree matrix. We
also mention that in Merkurjev e al. [145] a multiscale Laplacian is introduced.

The graph Dirichlet ‘energy’ of u € V (as defined in e.g. Van Gennip and
Bertozzi [189, appendix A]) is

1 1 1
§||Vu||§ = 5wAu)y = 7 Z w;i(u; — u)’*
i,jev (3.9)

= max{(div ¢,u)y: ¢ € € and ||p|le < 1}.

We observe that ||Vu||§ does not depend on g.

19" The authors thank Jonas Latz for this observation.
20 We can allow any s, ¢ € R, so in this context r is not restricted to [0, 1].
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Differential Equations and Variational Methods on Graphs 17

For Poincaré inequalities [61, 66, 81] involving the Dirichlet energy on
(infinite) graphs, we refer to [58, 129]. Computing the Gateaux derivative of
the Dirichlet energy, we recognize the graph Laplacian:

d 1 5
IV + a2

1d
= —— [(Au, uyy + 2a{Au,v)y + a/2<Av, iy
=0 2 da’

a= a=0
= (Au,v)y, (3.9)
where @ € R, u,v € V, and we have used the self-adjointness of A from (3.5).
In [34, theorem 4.1.2] it is shown that the two-parameter normalized graph
Laplacian from (3.7) also is the first variation of a Dirichlet-type functional:

1

d _ ,
= IVDT wran)lE| = (A vy,

a=0

where (D™'u); = d'u; and in the V-inner product r = s — .
Changing the edge function norm in the maximum formulation in (3.8) to a
maximum norm leads to a definition of graph total variation:

TV(u) := max{{div p,u)y: ¢ € £ and ||¢||c. < 1}

1
=5 D Wi~ wl = [IVulle.r.
i,jev

(3.10)

The second equality in (3.10) follows since the maximum in the definition
is achieved at ¢ = sgn(Vu) (where the signum function acts elementwise:
@;j = sgn(u; — u;)), where sgn can be any representative of the signum func-
tion equivalence class in Llloc(R), that is, sgn(x) = 1 if x > 0, sgn(x) = —1 if
x < 0, and sgn(0) may be defined to equal any arbitrary, but determined, real
number.”! This can be seen by rewriting (div ¢, u)y, = (¢, Vu)e. This will play
arole again when we consider curvature in Section 9. For the final equality in
(3.10) we used that the edge weights w;; are nonnegative.

Ifu € Vio.1}, then (u; — uj)* = |u; — u;| and thus by (3.8), if ¢ = 1, then

1 1
[Vull2 = = wii( — up)* = = wiilu; —u;| = TV (u).
2 2

i,jev i,jev

Analogously to the ‘anisotropic’ total variation in (3.10), an isotropic total
variation can be defined. See Van Gennip et al. [191, remark 2.1].

21 The usual definition includes sgn(0) = 0. Some of the works we cite use a different definition
atx = 0 or do not specify the value in x = 0.
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18  Non-Local Data Interactions: Foundations and Applications

The graph p-Dirichlet energy — so called in analogy to the Dirichlet energy

in (3.8) —1is
2g-1; 1
—wu =35 LS W ol Yy - u)p
l]€V (3 11)
! Za)(.?ip)q+pil|u,‘—uj|p .
; .
zp i,jev !

We note that for p = 2 indeed we recover the graph Dirichlet energy from (3.8)
and for p = 1 we obtain the graph total variation from (3.10).

For p € [l,00), the graph p-Laplacian A,: ¥V — V is defined”” via the
Gateaux derivative of the p-Dirichlet energy by requiring that, for all u,v € V,

mwwv—i—ww+wm

&P 1 AP2(,. Ny — v
uj' (u; — u])(vl - Vj)
2 ; j;/ (3.12)

ujFu;

2-p)g+p—1 -2
= Z Z wl(.j Pty - wilP~ (up — uj)vi.

ieV jev
ujFu;

(We note that we used the symmetry of w.) Thus, for all # € ) and for all

ieVl,
(Ape); = d7" " WP = s - ). (3.13)
Jjev ‘
ujFu;

From (3.9) we see that we recover our standard graph Laplacian if we choose
p = 2. For other values of p, the operator A, is not linear. We note that (for
general p), if ¢ = 1, then the exponent of w;; in A, equals 1 (see Remark 3.9).
By splitting the sum in (3.13), we obtain
(Apu); = d;" Z wl(j?—p)qw—l(ui _ uj)p—l —d wsz_p)qw_l(”j —u;)P!

jev jev
u,>l¢j > u;

= 24| 7 (Va1 — 247 w0 7 (Vu) |

1p1 lpl

1
In particular, A,u = 0 if and only if, for all i € V, ||a)7q(Vu)_||i,p,1 =

1—
||w7q (Vu)*|l;,p-1. From the final inequalities in Corollary 3.2, we know that

22 Another graph p-Laplacian does appear in the literature, for example in [75, 76, 206], inspired
by the p-Laplacian in the continuum (about which section 3.7.5 in [190] contains some
information). For further details we refer to footnote 40 in [190].
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1 _ _
Jim 107 (V) gt = 180 o
1-q
Jim o (V) gt = 170" o

This inspires the following definition”® of the graph co-Laplacian from

Elmoataz et al. [73], forallu € V and for all i € V-

(Acott); == 1(V11) " [li,00 = (V)" [} c0-

Then Acou = 0 ifand only if, foralli € V, ||(Vi) ™ ||i.c0 = ||(V2t)*||;.c0. The results
in Lemma 3.7 give further justification for this definition of As. In order to state
the lemma, we need the concept of lexicographic ordering of edge functions
(we refer to Kyng et al. [123, section 2]): given functions ¢, € £, we define
¢ =< ¢ if and only if, after reordering the values of ¢ and ¢ in nonincreasing
order, the first value of ¢ that is different from the corresponding value of ¥ is
smaller than this corresponding value, or no such value exists (i.e., ¢ and y are
equal after the reorderings).

Lemma 3.7. Let S C V be a nonempty subset and let u’: S — R. The
minimization problem

argmin ||Vu|lg o s.2. uls = u®

uey

has a solution. Out of all minimizers, there is a unique one u*, which satisfies,
for all u € V with uls = u°, Vu* < Vu. Moreover, if u € V with uls = u°, then
u=u*ifand only if, for alli € V\ S, (Acur); = 0. Furthermore, for p € (1,00),
the minimization problem

argmin || Vullg , s.t. uls = u®

uey

has a unique solution u”. If q = % then lim, o ¥ = u*.

Proof. We refer to lemma 2.1.7 in [190]. O

Because it is the first variation of the graph p-Dirichlet energy (see
(3.12)), the graph p-Laplacian in (3.13) is sometimes also called the

23 The definition of the graph co-Laplacian is not fully consistent throughout the literature. Some
definitions differ by an overall sign change or an overall factor %, for example in [72, 74]. In
Flores et al. [90] it is defined at node 7 to be minje( Vu);; + minje(Vu);; inspired by equation
(2.18) in [190]. As we can see in the proof of Lemma 3.7, which is given in lemma 2.1.7
of [190], the solution set of the important equation (Acu); = 0 is the same under all these
definitions. The choice of ¢ in Vu may also differ between papers, with g = % and ¢ = 1 being
common choices.
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variational graph p-Laplacian to distinguish it from the game-theoretic graph
p-Laplacian®*

1 2
A = —A+cx(l ——)Am, (3.14)
p p

for some constant @ > 0; see Flores e al. [90].>> A similar operator is used
in Elmoataz et al. [72], where it is called the graph normalized p-Laplacian
and where the constants in the linear combination of A and A, are kept as
parameters that can be chosen depending on the application.

For a generalization of the discrete calculus presented in these past few
sections to (undirected and directed) hypergraphs, that is, ‘graphs’ whose
(hyper)edge set E is a subset of P(V)\ {0},7° we refer to [26, 88, 89, 108, 112].

Remark 3.8. Hypergraphs do not receive much attention in this work, but we
do want to mention a string of recent works by Mulas, Jost, and collaborators,
which define graph Laplacians [112] and p-Laplacians [113] on hypergraphs,
study their spectra’’ [92, 155, 157], investigate random walks [156] and other
hypergraph dynamics [24], and generalize concepts such as the Cheeger cut
[154], independence number (i.e., the maximum size of a subset S C V such
that, for all distinct 7, j € S, there is no hyperedge to which they both belong),
and colouring number (i.e., the fewest colours needed to colour all vertices
such that no hyperedge contains two vertices with the same colour) [1] to
hypergraphs.

We note that Mulas et al. [155] also provides generalizations of graph Lapla-
cians to signed graphs (which are graphs in which edge weights can be positive
and negative), graphs with self-loops, and directed graphs. For the latter case,
the graph Laplacian from Bauer [17] is used; see Section 4.

For extensions to hypergraphs of the graph limit theories of graphons and
graphops (see chapter 7 of [190]) we refer to Elek and Szegedy [71] and Zhao
[203] (hypergraphons), and Zucal [212] (hypergraphops), respectively.

Methods on hypergraphs have been applied to problems related to our
interests in this work, for example hypergraph signal processing in Zhang
et al. [202], heat diffusion on hypergraphs for finding bipartite components in
Macgregor and Sun [134] (see also Macgregor [133, chapter 7]), and semi-
supervised learning (see section 4.1.2 in [190]) on hypergraphs for early
diagnosis of Alzheimer’s disease in Aviles-Rivero et al. [11].

24 The definition of the game-theoretic graph p-Laplacian is not consistent throughout the
literature. For more details we refer to footnote 43 of [190].

25 See also Peres and Sheffield [170] for the game-theoretic Laplacian in the continuum setting.

26 Here P(V') denotes the power set of ¥, namely, the set of all subsets of V.

27 We refer to Section 6 for information about the spectrum of (non-hyper)graph Laplacians.
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3.3 Miscellaneous Considerations

To define the distance d UG between two nodes i and j on a graph G, we first need
the concept of a path on V. If i,j € V are distinct nodes, a path y;; from i toj is
a tuple of ¢ € N distinct vertices y; = (i1,...,i¢) such that i1 = i, iy = j, and,
for all k € [£ — 1], 41 ~ it. The length of the path y;; is defined to be

{

- q-1
|%j| - Zwikim'
k=1
The reasons for this choice of scaling of w are explored in some more detail in
Remark 3.9. We now define the graph distance between nodes i # j as
dg = i il 3.15
y Vij: apg}lllgomitoj |'}’./| ( )
We also define dl.? := 0. We note that the path of minimal length between two
neighbouring nodes, is not necessarily the ‘direct’ path (i,j). If S C V is not
empty, we define the distance from i € V' to S as
S._ o 4G
dp = r}n€1§1 d;j.
For S = (0 we define, foralli € 7, dlo := +co. By Manfredi et al. [138, section
3.1, example 2], if S # 0, u = d° is the unique solution to an eikonal equation:

mmm(Vu),, = —1, ifi e V\ S,
u; =0, ifi eS.

That d* is a solution can be understood as follows. If i € 7'\ S, the minimum

value of (VdS)ij among all neighbours j of i will be achieved at a j that lies on

a shortest path from i to S, in which case djS -d’ = —d[jG = —wiqj*l

(Vd®); = —1.1f i € S, then d? = 0. For a proof of uniqueness we refer to [138,

section 6.2]. We note that the eikonal equation, while inspired by a differential

and thus

equation from the continuum setting, is a difference equation on graphs.

It is useful to note that we can rewrite the eikonal equation. Leti € V'\ S.
Since the equation requires min;.;(Vu); = —1, we can replace Vu by —(Vu)~
without changing the equation. Since minj~i[—(Vu)ijT] = —manN,'(Vu); =
—|(Vu)~||;,.0, we rewrite the eikonal equation as

(Vi) |l =1, ifieV\S,

{ui =0, ifiesS.
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Remark 3.9. The parameter ¢, introduced in the definition of the £-inner prod-
uct and used in the definition of the gradient, does not appear in the Laplacian
and Dirichlet energy, but it does impact the definition of total variation.

There are two common choices for ¢g. If we imagine the graph gradient to be a
generalization of the finite-difference discretization of the continuum gradient
from a regular grid to a general graph, it is natural to associate wl.ll._q with the
length scale 4!, where / is the mesh size of the ‘grid’. Reasoning similarly for
the graph Laplacian, which ‘should’ be analogous to a finite-difference discret-
ization of the continuum Laplacian, d"w;; = h™2.1f the weights w;; are scaled
by a constant factor, the degree d; scales with the same factor, thus w;]f’ o« h72,

Hence wl;.‘r / wl.lj_q = wg._r o« h2/h~' = h~'. As both wg._r and w;_q scale with
h™', we might choose ¢ by ¢ — r = 1 — g, that is, ¢ = 3(1 + r). The common
picks » = 0 and 7 = 1 then correspond to ¢ = % and g = 1, respectively.

This numerical-analysis-based analogy cannot be extended indefinitely. If
we want to interpret the summations in the Dirichlet energy and total variation
as discrete quadratures approximating integrals, then the volume of the grid
cells of the discretization will have to be incorporated into w;;. Since this vol-
ume depends on the dimension of the space over which it is being integrated,
this cannot be made consistent with our preceding considerations.

In the remainder of this work (except in Sections 4, 5.3, and 9 where ¢
returns very briefly) we will make the choice ¢ = 1, even when » # 1. This is
inspired by Theorem 5.1, which states that the graph Ginzburg—Landau func-
tional (which we will define in Section 5) I'-converges to graph total variation
with ¢ = 1 in the relevant parameter limit & | 0. The graph Ginzburg—Landau
functional, which is at the heart of much that is discussed in this Element, is
independent of ¢; the fact that in the limit total variation with ¢ = 1 appears
can thus be viewed as a selection criterion for our parameter choice.

Another advantage of choosing ¢ = 1 is that the exponent of w;; in the graph
p-Dirichlet energy in (3.11) is independent of p (and equal to 1) if and only
if ¢ = 1. The graph p-Dirichlet energy is a common choice of regularizer in
graph-based variational models (see section 12 and section 4.1 in [190]) and
gave rise to the graph p-Laplacian in (3.13).

If G = (V,E) is an unweighted graph, we call the graph G’ = (V',E’) a
subgraph of Gif V" C V, E’ C E,and (i, j) € E’ implies i,j € V. If, additionally,
i,j € V" and (i, j) € E implies (i, j) € E’, then G’ is called an induced subgraph
(or vertex-induced subgraph, or subgraph induced by /”) of G. A subgraph G’
of G is connected if for all distinct nodes i,j € V7, there exists a path from i to
J. A subgraph G’ is a component (or connected component) if it is connected
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and it is maximal in the sense that if G” is a connected subgraph of G and G’ is
a subgraph of G”, then G = G’. Any connected component of G necessarily
is an induced subgraph of G.

These notions straightforwardly carry over to the case in which G = (V, E, w)
is an edge-weighted graph; that is, we call G’ = (V', E’, ypw|pxy)** a subgraph
of G, a (vertex-)induced subgraph of G, connected, or a connected component
of G, if (V',E’) is a subgraph of (¥, E), a (vertex-)induced subgraph of (V,E),
connected, or a connected component of (7, E), respectively.

4 Directed Graphs

In most of this Element we restrict our attention to undirected graphs — which
we defined in Section 3.1 as graphs for which (7, j) € E ifand only if (j,7) € E—
as that is the setting in which most of the work has been done on the topics we
cover. In this section we will take a brief detour to directed graphs — that is,
graphs in which (i, j) € E and (j,i) ¢ E may both be true for given nodes
i,j € V—and we give a brief overview of (a priori different) approaches to
defining graph Laplacians on such graphs. Each of these approaches uses a
different aspect of Laplacians on undirected graphs as a starting point to define
a Laplacian on a directed graph.

For an edge-weighted directed graph, the edge weights w need not be sym-
metric, that is, it is possible that w;; # w;;. We still assume w;; > 0, with w;; > 0
if and only if (i, j) € E.

Figure 4.1 shows an example of a directed graph, where an arrow on an edge
pointing from node i to node ; indicates the edge (i, /). In particular, the graph
in Figure 4.1 is an oriented graph, namely a directed graph in which (i, j) € E
implies (/,7) ¢ E. We do not require the directed graphs to be oriented.

A direct adaptation of the random walk graph Laplacian to directed graphs
is given in Bauer [17]. In Zhou et al. [207] the authors make use of the one-to-
one correspondence between directed graphs and bipartite graphs®” to define
new undirected graphs on the two independent vertex classes of the bipartite
graph and combine the Laplacians on those new graphs into a Laplacian on
the directed graph. In Chung [52] the author recalls the connection between
graph Laplacians and random walks to define a graph Laplacian via a random
walk on a directed graph. In Hein ef al. [104] a similar approach is followed as

28 In a slight abuse of notation yg is viewed here as a function on ¥ x ¥ instead of E, such
that y g wyrypr is the weight function that assigns wj; to (i, j) € V' x V" if (i, j) € E’ and that
assigns 0 to (i, j) € V' x V' otherwise.

29 That is, graphs where the the vertex set can be partitioned into disjoint sets V7 and V>, the
partite sets, such that every edge has exactly one endpoint in /| and one in V5.
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Figure 4.1 An example of a directed graph; specifically, an oriented graph.

we used®’ for our undirected Laplacian in Section 3, that is, the authors start
by defining inner product structures on the spaces of node and edge functions
and a discrete gradient, then find a divergence as the adjoint of the gradient
and define the Laplacian as the divergence of the gradient. In Shubin [177] a
magnetic Laplacian is introduced for physical reasons; in [86, 87, 100] it is used
for community detection, visualization, and detection of hierarchical structures
in directed graphs (see chapter 4 in [190]). In MacKay et al. [137] and Gong et
al. [100] the trophic Laplacian is introduced, in Klus and Djurdjevac Conrad
[119] the forward-backward Laplacian, and in Jost ef al. [114] and Mulas et
al. [158] the non-backtracking Laplacian. We refer to section 2.5 of [190] for
more details on these approaches.

5 The Graph Ginzburg-Landau Functional

A central object in this work is the graph Ginzburg-Landau functional®'

GL:: V — R, which was first introduced in Bertozzi and Flenner [21, 22].
It consists of the Dirichlet energy plus a potential term:

GLs(u) = %a(s)HVqu: + éW(u).

30 More accurately, our Section 3 is mainly based on the setup in [189, 191] which in turn was
based on [104].

31 Not to be confused with the Ginzburg-Landau model for superconductivity. Other names
for the (continuum version of the) functional may be encountered, especially in the con-
tinuum literature, such as Allen—Cahn, Cahn—Hilliard, Van der Waals—Cahn—Hilliard, or
Modica—Mortola functional.
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There are some variations in the literature regarding the choice of the e-
dependent factor a(¢e) and the choice of potential term, which we briefly discuss
here.

In [21, 22] the authors choose @(g) = & in analogy to the continuum
Ginzburg-Landau functional (see section 3.7 in [190]). In Van Gennip and
Bertozzi [ 189, section 3.1], however, the authors argue that, if one is interested
in the limit & | 0, then a(e) = 1 is a better choice. The reason for this is (in
brief) that the divergence of the Dirichlet energy for which & is meant to com-
pensate in the continuum case, does not occur for the discrete graph Dirichlet
energy, which remains bounded. Thus instead of compensating for divergent
behaviour, a factor € would completely remove the influence of the Dirichlet
term in the limit € | 0, leading to a trivial (and uninteresting) limit.

When considering the variational properties of GL, at a fixed ¢ > 0, the
difference between a(g) = € and a(g) = 1 is minimal, since &~!/2 GL,z with
a(e) = € equals GL; with @ = 1. Moreover, if we consider gradient flows
derived from GL, (see Section 7), going from a(g) = € to a(e) = 1 involves
only a time rescaling thew = o1d/&-

The different choices in the potential term )V concern two different issues.
The first choice involves the factor d;" in the V-inner product. In [21, 22] the
authors use W(u) = Y.y W(u;), where W: R — R := R U {+c0} is a potential
function, which we will consider in much more detail shortly. In Budd and Van
Gennip [35] it is noted that W(u) = (Wou, 1)y = 3;cp d] W(u;) is a preferable
choice when studying the V-gradient flow of GL, (see Section 7), as it removes
the factor d] (which, for » # 0, could be considered a node-dependent time
rescaling) from the gradient flow.*”

The second choice in W concerns the potential function W: R — R. In
the classical continuum Ginzburg—Landau functional, this is a smooth double-
well potential, whose graph resembles (a smooth variant of) the letter “W’.
An example is shown in Figure 5.1(a). Such a function has three import-
ant properties: smoothness, a global minimum which is achieved in exactly
two locations (two ‘wells’), and some kind of coercivity which implies that
W(x) — oo if |x| — oo. In some papers, such as in [ 189, section 2.3], no specific
choice is made for W, but precise conditions are given for the smoothness,
wells, and coercivity properties of W. Other papers choose a specific (quar-
tic) potential from the class of potentials that satisfy these conditions, such as
W(x) = $(x* = 1)? in [21, 22] or Van Gennip et al. [191, section 5] with wells
atx € {-1,1} or W(x) = Jx*(x — 1)* in Calatroni et al. [41] with wells at

32 In fact, in [21, 22] this factor is also not present in the gradient flow, since in that paper a
Euclidean inner product is used, that is, the V-inner product with » = 0.
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x € {0,1}. For most purposes, the location of the wells is not important.’> A
significant exception is the case of the signless Ginzburg—Landau functional,
which we discuss in Section 5.3, and the graph Cahn—Hilliard equation (which
requires a mass condition), which is addressed in Section 7.4.

When GL, is minimized, the potential term drives ‘phase separation’, that
is, minimizers (especially at small & > 0) will take values which are close to
the values at which W has its wells (thus typically 0 and 1, or —1 and 1).

A significant departure from the standard double-well potential can be found
in Budd et al. [35, 36, 37]. In those papers the double-obstacle potential is used
(since it will be clear from the context which potential we are using at any given
time in this Element, we use the same symbol W to denote it):

l _ .
W(x):{zx(l x), if0<x<l, 5.0)

+00, otherwise.

Figure 5.1 (b) shows a visualization of the double-obstacle potential. We note
that the double-obstacle potential also achieves its minimum in two wells,
located atx € {0, 1}, but the coercive nature of the potential is stronger than that
of the double-well potential, with }# attaining finite values only in the interval
[0,1]. We also call attention to the quadratic, rather than quartic, nature of the
potential on [0, 1]. This is convenient when considering gradient flows in which
the “‘derivative’ of W appears, which is linear on (0, 1). A potential difficulty
when using the double-obstacle potential compared to the double-well poten-
tial is that /7 is not differentiable outside of (0, 1). We discuss these issues in

Double-well potential Double-obstacle potential
o0 -
0.02 1
= 0.015 + =
= 001 =S
0.005 { 0.1251
0 - - - - - ! 0 - - -
-0.250 0.250.50.75 1 1.25 0 025 05 075 1
(a) x (b) x

Figure 5.1 Two types of potential /¥ that are commonly used in the
Ginzburg-Landau functional: the double-well potential #(x) = x*(x — 1)
(a) and the double-obstacle potential from (5.1) (b).

33 The transformation v = 2u— 1 turns u(u— 1)? into %(v2 —1)2, and thus GL 4 (1) with potential
w2 (u - 1)% into % GL(v) with potential %(v2 —-1)2.
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more detail in Section 7 and in section 6 in [190], where we outline the results
from [35, 36, 37].

5.1 Constraints

Minimizing GL, (in any of its variants that we have discussed) over VV without
imposing any further constraints, leads to constant minimizers u = ¢, where ¢
can be the location of any of the wells of 7.** Besides being necessary to avoid
trivial minimizers, in applications constraints are often suggested naturally by
a priori known information about the required solutions. In this Element we
consider two common constraints:

e a ‘hard’ mass (or volume) constraint:*> M(u) := (u, 1)y, = M, for a fixed
and given M > 0;

e a ‘soft’ fidelity constraint, where a fidelity term of the form },H#% (u —f)||f)’p
is added to to GL.(u), where 1 € Vjo,) \ {0} is a node-dependent fidelity
parameter function with support equal to some subset Z C Vand fe Visa
reference function to which fidelity should be ‘softly’ enforced on Z.

These constraints are discussed in more detail in [189, section 2.5] and play
an important role in [35] (mass constraint) and [37] (fidelity constraint with
p=2)

The hard mass constraint can be directly included in the functional that has
to be minimized by adding a term (9} (M(u) — M) to GL.(u). In [13, 110] in
related contexts relaxed mass constraints are used, in which upper and lower
bounds are imposed for the mass instead of a precise value.

A graph functional consisting of the Dirichlet energy term and a fidelity
term (or, in other words, a Ginzburg-Landau functional with fidelity term, but
without potential term) is studied in Zhou and Schélkopf [205].

From an application-based point of view, the presence of a fidelity constraint
usually differentiates graph classification from clustering (we refer to chapter 4
of [190] for more details).

5.2 Graph Cuts and I'-Convergence to Total Variation

One important reason why minimization of GL, can be useful in applications
that require clustering or classification of the node set of a graph, is that at small

34 Soc e {-1,1} orc € {0, 1} for the specific double-well and double-obstacle potentials we
have just discussed.
35 Here, we use ‘mass’ and ‘volume’ interchangeably, as, if S C ¥, then M (ys) = vol (S).
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& > 0 the functional GL, captures an (approximate) notion of perimeter of a
node subset. To understand this, we first note that, for S C V,

TV(ys) = Z Zw, =: Cut (S).

ieS jese

This quantity is called the graph cut of S and can be understood as a discrete
perimeter (length) of S.

Since the graph cut is a measure for the strength of the connections between
the sets S and S¢, it is a candidate for the objective function that is to be minim-
ized in graph clustering. In practice it turns out that minimizing the graph cut
subject only to the constraints that S and S are nonempty sets, often leads to an
unbalanced clustering in which one of the two sets contains the vast majority
of the graph nodes. In many applications this is not what is required, which has
led to many ‘balanced’ (graph) cuts, such as the ratio cut [102], normalized cut
[176], min-max cut [64], edge expansion (related to the sparsest cut problem)
[10], and Cheeger cut*® (or conductance) [49, 55]:

_ Cut(S)  Cut(S) __ Cut(S) Cut(S)
RCut(S) := — o=+ =g NOut(s) := Toren + e
MCut(s) - SO, Qo) Lo %

2lies Wij Dliest Wij
es jese

Cut (S)
min(vol (S), vol (5¢))’

and CCut(S) :=

respectively, where » = 1 is used in the computations of the volume. Since the
main interest in these cuts is as objective functions in minimization problems,

different versions of the cuts that are equivalent for minimization purposes

may be encountered, such as (ljsl‘l Sf\) for the ratio cut, which differs from the

preceding definition above only by a constant factor ﬁ

These balanced cuts have been normalized by factors which, upon minimiza-

tion, avoid one of the sets S and S¢ being much larger than the other, where
‘large’ is to be interpreted according to the specific measure used in the nor-
malizing factors. Intuitively, these normalization factors play a role similar to
the mass constraint from Section 5.1. Minimization of such balanced cuts is
NP-hard (see, for example, [176, 193] and references therein). For more infor-
mation about relaxations of some of these minimization problems in terms of
eigenvalue problems for graph Laplacians, we refer to von Luxburg [193].

36 The minimal value mingcy CCut(S) is called the Cheeger constant (see also (6.1)). Some
sources, such as [55, section 2.3], also speak of the edge expansion in this context.
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Multiclass extensions of the preceding cuts for a partition {S;};c; of V are

straightforward to construct: };¢; CTStv(ls") for the ratio cut, };¢; W’S"m) for

the edge expansion, and similarly for the other balanced cuts.
For more details about graph cuts, we refer to Izenman [109, chapter 11].
The following theorem shows the connection between the graph cut and
GL,. It uses the language of I'-convergence [28, 62].

Theorem 5.1. Assume that W is either a smooth double-well potential with

wells’” atx € {0,1}, satisfying the coercivity condition lim |, W(x) = oo, or

is the double-obstacle potential. Let VV be defined in either of the two ways that

are introduced near the beginning of (the current) Section 5 and let a(g) = 1.
When € | 0, the sequence (GL) I'-converges to the functional:

TV(u), ifue Vi

+00, otherwise.

GLy: V > R, GLO:uH{

Moreover, the following compactness result holds: if (g;) is a sequence of
strictly positive real numbers converging to zero and (uy) is a sequence in 'V
SJor which GLg, (ux) is bounded uniformly in k, then there exists a subsequence
of (uy) which converges to a us € V.

Proof. In the double-well case, the proof can be found in [189, theorems 3.1
and 3.2]. In the double-obstacle case, the proof of I'-convergence is very similar
and given in [35, theorem 6.1]. The proof of the compactness result is not given
there, but it is simpler than the one in [189, theorem 3.2]: the double-obstacle
potential forces the functions uy to lie in the compact set Vg, 1]. Compactness
of Vjo,1] is a consequence of the Heine-Borel theorem, if we identify the set
with the closed and bounded set of vectors [0,1]" € R”.

The proof in [189] works with W(u) = ;) W(u;), while the proof in [35]
has W(u) = (Wou,1)y. O

As a consequence of Theorem 5.1, by the fundamental theorem of T'-
convergence (see [28, 62]), if (uy) is a sequence such that u; minimizes GLg,
over V, then any cluster point of the sequence minimizes GLg. Of course, that
in itself is not very interesting, as we already know that the minimizers of GL,
over V are constant functions. In [189, theorem 3.6] it is shown that the results
of Theorem 5.1 remain true (mutatis mutandis) if any one of the constraints
from Section 5.1 is implemented in the double-well case and [33, theorem 7.2.4,

37 The specific placement of the wells is not crucial, but the domain on which GLy is finite, as
well as the multiplicative factor in GLg(u) (currently *1”) needed to turn |u; —u;| into (u; — uj)2
at the values in the wells, would have to be adapted to reflect any alternative choice.
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corollary 7.2.5] shows the same for the double-obstacle case with a fidelity con-
straint. The double-obstacle case with a mass constraint can be tackled with
similar techniques as the other cases.

5.3 Signless Laplacians and Signless Ginzburg-Landau
Functional

A variant of the graph Ginzburg-Landau functional is the signless graph
Ginzburg-Landau functional GLY : V — R:

1 1
GLI (u) := za(e)uv"ung + ;W(u),

where the signless graph gradient is defined to be (V7u); := w;_q(u, + up).
We note that the only difference with the standard graph gradient and graph
Ginzburg-Landau functional is the sum rather than the difference of u; and u; in
the gradient. In Keetch and Van Gennip [117] and Keetch [116], minimization
of GLY is used to find approximate solutions to the Max-Cut problem, which
consists of finding a partition of the node set V into S C ¥ and S¢, in such a
way that Cut (S) is maximized. As before near the beginning of Section 5, we
note that the choice between a(e) = 1 and a(e) = ¢ is not relevant for this
minimization problem. The choice of W, however, is important. In particular,
the wells of /7 should be placed symmetrically with respect to the origin, other-
wise the constant function # = 0 would be the unique minimizer. In [116, 117]
the authors use W(x) = (x> — 1)>, W(u) = Y;cp W(u;), a(e) = 1,and ¢ = 1.
We note that no additional constraints, such as a mass or fidelity constraint, are
required to avoid trivial minimizers of GLY .

As for the standard graph gradient, we can define the signless graph diver-
gence as the adjoint of the signless gradient. Having those ingredients, we then
define the signless graph Laplacian as the signless divergence of the signless
gradient, the signless graph Dirichlet energy as in (3.8), but using the sign-
less gradient instead, and signless graph total variation as in (3.10), but using
the signless divergence instead. In each of these cases, this simply translates
to replacing the difference in the divergence or Laplacian by a summation. In
particular,

(A%u); := dl-_’Zwy-(ui +u;) and TV7(u):= % Z wijlu; +uj]. (5.2)
Jev ijev

We note that the signless Laplacian has matrix representation A7 =D7"(D+A4)

(see Remark 3.4). Besides the combinatorial (»=0) and random walk (r=1)

versions, the symmetrically normalized signless Laplacian A7-$Y™ = D‘%(D +

A)D‘% also appears in the literature. It is a special case of the signless variant

of the two-parameter graph Laplacian in (3.7) (see also Remark 3.6).

Downloaded from https://www.cambridge.org/core. Delft University of Technology, on 30 Jun 2025 at 08:33:37, subject to the Cambridge Core terms
of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009346641


https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009346641
https://www.cambridge.org/core

Differential Equations and Variational Methods on Graphs 31

The signless analogue of Theorem 5.1 holds, with GL,, TV, and Vg 1}
replaced by GLZ, TV, and V(_; 1}, respectively, as proven in [117, lem-
mas 4.3 and 4.4]. This justifies the use of GL} as an approximate objective
function for the Max-Cut problem, since, for § C V, TVZ(xs — xsc) =
23 jeywij—4Cut () [117, lemma 4.1]. Thus minimization of TV (xs— xs-)
over S maximizes the cut. We note that, given that the wells of W are located
atx € {1, 1}, the relevant set ‘indicator’ function is here ys — xsc, not xs.

6 Spectrum of the Graph Laplacians

Indicators of the usefulness of the graph Laplacians for clustering problems can
be found in their spectrum, particularly the property that is stated in the follow-
ing lemma. In this section (Section 6), we temporarily drop the assumption that
our graphs are connected. We begin with a very important result.

Lemma 6.1. All eigenvalues of A and A>™ are real and nonnegative. The
smallest eigenvalue of each of these operators is 0 and its algebraic and
geometric multiplicities are both equal to the number k € N of connected
components Gi,...,Gy of the graph G. The associated eigenspace for A is
spanned by the set of indicator functions (on V) { xsi}icix), where S' C Vis
the set of nodes that induces the subgraph G;. The associated eigenspace for
AY™ s spanned by {f"}iejn) where f': V — R is defined by, for all j € V,
S =P )y

Proof. This well-known result has been proven and reproven in many
places, for example Chung [55, lemma 1.7] and von Luxburg [ 193, propositions
1-4]. O

This lemma shows that if the clustering problem is trivial, in the sense
that each cluster is its own connected component, then the number of clus-
ters is given by the multiplicity of the zero eigenvalue and the corresponding
eigenspace contains information about the nodes belonging to each cluster. The
expectation that graph Laplacians are also useful in nontrivial clustering prob-
lems, in which the graph itself may be connected, but certain induced subgraphs
have a high edge volume (see (3.2)) and low connectivity to other parts of the
graph, is based on the hope that small perturbations to the edge structure of the
trivial case will preserve the important information in the first (in ascending
order) eigenvalues of the graph Laplacian and their corresponding eigenfunc-
tions (or eigenspaces). This hope is (non-rigorously) justified in practice by the
success of Laplacian-based clustering techniques, such as spectral clustering
[109, 161, 176, 193] or the ones discussed in [190].
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This hope can also be given some rigorous support, for example through
higher-order Cheeger inequalities (see Lee et al. [128, theorem 1.1])** of the
form (for K € NN [2,n]),

{ Cut (Sp)

—Ax £ min max ol (Sy)

cke [K]} < C(K)hi, (6.1)
2 (S

where Ag denotes the K™ eigenvalue (in nondecreasing order) of the random
walk graph Laplacian and C(K) = O(K?) as K — c0.*” The minimum in (6.1)
is taken over all partitions of V into K (per definition of partition nonempty
and pairwise disjoint) subsets S; of V. These inequalities tell us that, if there
is a large gap between the K™ and (K + 1)* eigenvalues, then the value of the
Cheeger constant, that is, the value in between the inequalities in (6.1) (see also
footnote 36), will be significantly higher if we partition V into K + 1 subsets,
than if we partition it into K subsets.

For further details about the eigenvectors that support their use in cluster-
ing, we refer to the structure theorems of Peng et al. [169] and Macgregor and
Sun [136] (see also Macgregor [ 133, chapter 4]). In Macgregor and Sun [136]
(see also Macgregor [ 133, chapter 5]) it is shown that in some cases the use of
fewer than K eigenvectors (specifically, in the spectral clustering method; see
section 4.1.2 in [190]) to find K clusters can be beneficial.

More rigorous support is given by the results of Hoffmann ez al. [105], whose
paper looked at graph Laplacians A®-) (see (3.7)) that are built upon data sam-
pled from a probability density which is a perturbation of perfectly separated
clusters, and the continuum limit of these Laplacians obtained as the number
of data points tends to infinity (more details on this continuum object and this
random setting can be found in section 7.2 in [190]). It was shown in [105,
theorem 3.2] that if s + # = 1 (as is the case for the random walk and symmetri-
cally normalized Laplacians), then this continuum operator has a spectral gap
between its second and third eigenvalue which is independent of the size of the
perturbation (refer to [190] for more details).

The second smallest eigenvalue of a graph Laplacian® is called the algebraic
connectivity or Fiedler value. By Lemma 6.1, for a connected graph this

38 These inequalities are generalizations of the Cheeger (constant) inequality for K = 2; see for
example Alon and Milman [8], Alon [7], Sinclair and Jerrum [178], or Chung [55, chapter 2].
We note that if K = 2, then the maximum in (6.1) is the Cheeger cut CCut from Section 5.2.

39 This means that there exist constants Cy, C> > 0 such that for all K > C}, |C(K)| < CoK?.

40" Commonly the combinatorial graph Laplacian is used to define the Fiedler value and Fiedler
vector, yet in practical (clustering) applications other Laplacians are used as well, often with
greater success. See, for example, Bertozzi and Flenner [21, 22, section 2.4]). In Le Gorrec
et al. [127] it is argued that the eigenvector corresponding to the second-largest eigenvalue of
the adjacency matrix, where the latter is first scaled (for example, by way of Knight and Ruiz
[120]) into the double-stochastic form Dy AD; (i.e., each row and each column of D1 4D, sums
to one) with Dy and D, diagonal matrices, has a structure that more clearly indicates cluster
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Figure 6.1 An example of a disconnected graph (a) and that same graph with
nodes coloured according to the value of the Fiedler vector at that node (b).

Figure 6.2 The graph from Figure 6.1 with an extra edge added to make it
connected (a) and that same connected graph with nodes coloured according
to the value of the Fiedler vector at that node (b).

value is strictly positive. The associated eigenvector is called the Fiedler
vector.*!

We illustrate these properties in Figures 6.1, 6.2, and 6.3. Figure 6.1 shows
a disconnected graph, and Figure 6.1 (b) shows how the Fiedler vector distin-
guishes between the connected components of the graph. Figure 6.3 (a) shows
the spectrum of the associated unnormalized graph Laplacian, and we observe
that the first two eigenvalues are zero, in accordance with Lemma 6.1. Next, in
Figure 6.2 we make this graph connected by adding a single extra edge. Fig-
ure 6.2 (b) shows how the Fiedler vector still distinguishes between the two
clusters. Figure 6.3 (b) shows the spectrum of the associated graph Laplacian,
and we observe that the second eigenvalue is now non-zero — in accordance
with Lemma 6.1 — but the other eigenvalues are largely unchanged.

41 The associated eigenspace can have dimension two or higher, yet the literature typically speaks
about the Fiedler vector.
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Figure 6.3 The spectra of the (unnormalized) graph Laplacians of the graphs
from Figure 6.1 (a) and Figure 6.2 (b), plotted on a (crunched) log scale to
emphasize the change in the second eigenvalue, indicated by a square marker.

One key feature of the Laplacian spectrum is its stability with respect to
noise. In El Karoui and Wu [115, lemmas 3.1 and 3.2] it was shown that if there
exist (7)., and & > 0 such that forall i, j € V, a; > 0 and |w; j — i@y ;| < &,
then the corresponding random walk Laplacians built from w and @ differ in
spectral norm* by at most an O(g) term which is independent of the ;. For a
more comprehensive discussion of this stability, we refer to Ding and Wu [65]
and the references therein. This property is of practical importance, as it allows
(spectral) graph Laplacian methods to be applied robustly to noisy data.

There are other properties of the spectrum that can be proven rigorously.
Since we will not directly use them in the current work, we refer to other sources
such as [55, 191, 193] for more information.

An analogous result to Lemma 6.1 also holds for the signless graph Lapla-
cians (see Section 5.3). We recall the definition of bipartite graphs from
footnote 29.

Lemma 6.2. A/l eigenvalues of A” and A°*"™ are real and nonnegative.
Assume the graph G has k € N connected components Gy,...,Gy induced
by the subsets S' C V (i € [k]) and let k' € NN[0,k]. Then both A” and A"~
have eigenvalue 0 with algebraic and geometric multiplicity each equal to k' if
and only if k' of the connected components are bipartite graphs.

In that case we may assume (possibly after relabelling) that, for all i € [k'],
G; is bipartite. Denote the partite sets of G; by T' C S' and S' \ T'. Then the
eigenspace corresponding to the eigenvalue 0 for A is spanned by the set of

42 And min;ey % Yjev,jzi @y > & We note that here we have taken G = G = 1in[115, lemmas
2.1, 2.2, and 2.3] to align their setting with ours.

43 The spectral norm of a matrix is its largest singular value, namely the square root of the largest
eigenvalue of the product of the transpose (or conjugate transpose for complex matrices) of the
matrix and the matrix itself (in either order).
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indicator functions (on V) {xp — xs\ri}ie()- The eigenspace corresponding
to the eigenvalue 0 for A”™ is spanned by {f"}ie) where the functions f":

V' — R are defined by, for all j € V,];.[ = djl/2 [(er)j — (Xsf\Tf)j]-
Proof. A proofis provided in Keetch and Van Gennip [117, proposition4]. [

Similar to how the result from Lemma 6.1 helps interpreting the usefulness of
graph Laplacians for clustering, so the result from Lemma 6.2 clarifies the use-
fulness of signless graph Laplacians for Max-Cut problems, as in [116, 117].
The objective in a Max-Cut problem is to find a partition of the node set V'
of a given graph into two disjoint nonempty subsets 7" and V' \ T such that
Cut (7) = maxz.), Cut (7) (see Section 5.2). In the trivial case, that is, for
a graph in which all £ connected components are bipartite) the maximum cut
can be achieved by setting 7' = Uf:l T; (using the notation from Lemma 6.2)
and the information about each 7; is encoded in the eigenspace corresponding
to the eigenvalue 0. Analogously to the clustering case, the hope (justified by
numerical tests in [116, 117]) is that, if the connected components are perturba-
tions of bipartite graphs, enough of this information remains encoded in those
eigenfunctions (or eigenspaces) that correspond to the smallest eigenvalues of
the signless graph Laplacians, such that it can be used to construct a partition
of Vthat, in a sense,** is the closest to an actual bipartition as is possible in the
given graph (or a good approximation thereof).

For information about the (nonlinear) spectrum of graph p-Laplacians, we
refer to Biihler and Hein [38].

7 Gradient Flow: Allen—-Cahn

Starting from this section, we only consider undirected graphs. In the definition
of GL,, we make the choices () = 1 and W(u) = (W o u, 1)y.*> We will
specify whether W is a double-well or double-obstacle potential where this is
relevant. Also, we recall from Remark 3.9 that we choose ¢ = 1.

In Section 5 we have argued that minimizing GL. under a mass or fidelity
constraint gives constrained approximate minimum cuts. This raises the ques-
tion of how a minimizer can be found. We introduce three different options
aimed at minimizing (or approximately minimizing) GL,: a gradient flow (in
the current section), a threshold dynamics scheme (Section 8), and flow by

4 Namely in the sense that it leads to (a good approximation of) the maximum cut value for that
graph.

4 Some of the sources that are cited throughout may make different choices. Unless these choices
strongly impact the claims and results we present here, we will not draw attention to such
differences.
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mean curvature (Section 9). It should be noted that none of these options prov-
ably leads to global minimizers of GL, but in many cases it can be shown that
the scheme in question decreases GL (or a closely related functional).

This work focuses on graph models, not the continuum models that were their
inspiration, and so we will not delve deeply into those models. In section 3.7 of
[190] we give a short (and very much not exhaustive) overview of some of the
important literature on the continuum models that inspired many of the graph
models we discuss in this work.

7.1 Smooth Double-Well Potential

First we consider the V-gradient flow of GL. [21, 22, 191]. The equation
describing this flow is of the form % = —grady, GL.(u), where forallu € V,
the V-gradient of GL, at u is the unique function grad,, GL:(#) € V such that,
with s € Rand forall v e V,

i GLg(u+sv)] = (grady, GLg(u),v)y.
ds =0

In analogy to the continuum case (see section 3.7.2 of [190]), the resulting

equation is called the graph Allen—Cahn equation:

du 1
E__AM_EWOM' (7.1)

We have assumed here that the double-well potential /¥ is chosen to be smooth
(in the sense of Section 5) and, as is standard practice for gradient flows, we
have introduced an ‘artificial time’ variable ¢, such that at each time ¢, u(f) € V.
To be precise, borrowing notation from Budd and Van Gennip [35], we define
the following spaces, given an interval 7 C R and subset 4 C R:

Vier ={u: T -V}, Vager :=A{u: T — Vy4},
LX(T;V) = {u € Vier: |[ullier < oo},
H\TV) = e (TV): S e 2T ),
H) (T;V) = {u € Vier: Ya,b € T ulu ) € H'((a,b); V)}.

The norm || - ||;e7 in the definition of L?(T; V) is induced by the inner product
(woer = [ Gty de
T

and % € L*(T;V) denotes the generalized time derivative of u, that is, the

d d
function which satisfies, for all v € C3°(T; V), (u, —V) =- (—u,v) )
dt teT dt teT
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Remark 7.1. If we were not to choose a(g) = 1, but leave a(g) unspecified,
then (7.1) would be

d 1
71; = —a(e)Au - ;W’ ou
instead. Rescaling by a(e) gives
1 du 1 du 1
e A ——W — =—Au—=Wou,
ale) dt " sa(e) ou ot g “mE" °H

if we define 7 = a(e)"'tand & = sa(e). So, even though the choice of a(s)
matters when considering the limiting behaviour of GL. as & | 0 (see The-
orem 5.1), when considering the graph Allen—Cahn equation we can assume,
without loss of generality, that a(¢) = 1, as indeed we did earlier in this sec-
tion and as will be our default choice except where it is relevant to specify
otherwise.

The choice of W has more influence on the Allen—Cahn equation. Choosing
W(u) = Y ey W(u;) (rather than W(u) = (Wou, 1)) leads to a term —éD" W o
u (if we interpret W’ ou as the vector with components W (u;) for i € V) instead
of —é W’ o u. To the authors’ knowledge, there are currently no studies that
focus on the influence that the extra scaling D™ (if » # 0) has in practical
applications. In our discussion of applications in chapter 4 of [190], we will
mostly ignore this difference.

Remark 7.2. If we wish to similarly obtain a graph Allen—Cahn equation with
the two-parameter normalization of the graph Laplacian A1) (which, we
recall from (3.7), is defined to be D™*1(D — 4)D™*?), that is,

du = —Ab12)y lW’ ou
dt £ ’
as a V-gradient flow of a Ginzburg—Landau-like energy, then we must modify

the Ginzburg—Landau energy to
1 ! 1
SV w)llz + ~W(w),
2 e

and take the V-gradient flow (and inner products in the energy) with r=s1—s;.
The same modification mutatis mutandis applies to all of the Allen—Cahn
equations in (this) Section 7. For further details, we refer to Budd [34].

Remark 7.3. Since the right-hand side of (7.1) is locally Lipschitz continu-
ous, by the Picard-Lindelof theorem (see Hale [103, chapter I, theorem 3.1]),
for every u’ € V there exists a unique continuously differentiable solution u
locally in time of the initial-value problem with Equation (7.1) and initial con-
dition u(0) = uyg. Since (7.1) is the V-gradient flow of GL,, we have, for all
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t > 0 in the domain of u, GL.(u(f)) < GL.(ug) < 0. Since W satisfies a coer-
civity condition (i.e., W(x) — oo if |x| — co; see Section 5), this implies that
[|u(?)||y .« 1s bounded for all # > 0 in the domain of u (there is no finite-time
blowup). A standard continuation result for ODEs [ 103, chapter I, theorem 2.1]
tells us that the solution u exists for all ¢ € [0, o).

Remark 7.4. As discussed in some more detail in section 3.7.6 of [190],
solutions of the continuum Allen—Cahn equation converge to solutions of con-
tinuum mean curvature flow (in some sense that can be made precise) as € | 0.
For more details about the expectations this raises for the graph variants, we
refer to Section 9.2.

Remark 7.5. In Keetch and Van Gennip [117] (see also Keetch [116]) the
signless graph Allen—Cahn equation is derived, based on the signless graph
Ginzburg-Landau functional from Section 5.3. It differs from the equation in
(7.1) in that it uses the signless graph Laplacian A from (5.2) rather than A.

7.2 Double-Obstacle Potential

Instead of using a smooth double-well potential ¥, we can also consider the
V-gradient flow of GL. using the nondifferentiable double-obstacle poten-
tial. In that case grad,, GL.(u) is no longer uniquely determined at each u.
Instead we require the use of subgradients [67, definition 5.1] and the differen-
tial equation describing the gradient flow is replaced by a differential inclusion,
% € —dy GLg(u), where the subdifferential 0y, GL.(u) of GL; atu € V (with

respect to the V-inner product) is the set*®

{BeV:vweV (w-up)y+GLs(u) < GL(W)}, if GLg(1) < +oo,
0, if GL(u) = +oo.

Using the double-obstacle potential in GL. then gives us the following

gradient flow differential inclusion:*’

46 per the general definition of the subdifferential in Ekeland and Temam [67, definition 5.1], B
should be in the topological dual of V. Since V is a finite-dimensional inner product space (and
thus also a Hilbert space), it is reflexive and we identify V with its topological dual.

47 The (negative) subdifferential is given by

[0, o0), ifu;j(f) =0,
PN {0}, if0 <ui() <1,
=0k 10,11 (ui(1)) = (—c0.0], ifus(t) = 1.
0, if (1) < 0 or ui (1) > 1.
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du

=-Au+ 1 (—l +u +B) , where, Vi € V, B;(t) € —0r 1j0,1)(u;(2)). (7.2)
dt e\ 2 ’

We define a solution of (7.2) on an interval T’ C R to be a pair (u, 5) € Vo, 1],1erX
Vier withu € Hy_ (T;V) N C*(T; V) such that (7.2) is satisfied at a.e. 7 € T'and
for all i € V.*® In Budd and Van Gennip [35, theorem 3.2] it is proven that if
(u, B) is a solution to (7.2), then B is determined at alli € V'and a.e. ¢ € T'to be

% +e(Au(?));, ifui(t) =0,
Bi(®) = 10, if u;(¢) € (0,1),
-1+ e(Au), ifulr) = 1.

This means that the differential inclusion above is actually a differential
equation.

When discussing the Allen—Cahn equation with the double-obstacle poten-
tial from (7.2), we have stated the result for a.e. # € 7. This contrasts with
the Allen—Cahn equation with the double-well potential from (7.1), for which
we have seen in Remark 7.3 that, for every initial condition, a unique solution
exists on [0, 00). In [35, theorems 3.9 and 3.10] it is shown that, for all initial
conditions u° € V(o,1] there exists a pair (1, ) € Vio,1],rer X Vier Which satisfies
(7.2) fora.e. t € T with u(0) = u® and u € H]_ (T;V) N C*!(T;V). Moreover,
u is uniquely determined for a//t € Tand g fora.e. t € T.

The choice for the double-obstacle potential makes it possible to connect the
graph Allen—Cahn equation with the graph Merriman—-Bence—Osher (MBO)
scheme, which we introduce in Section 8. This connection is looked at in more
detail in chapter 6 of [190].

Also, (numerical) practice is influenced by the choice for the double-obstacle
potential, as argued in Bosch et al. [26], where the (fidelity-forced; see Sec-
tion 7.3) graph Allen—Cahn equation with a non-smooth potential outperforms
the one with a smooth potential on image segmentation tasks (for more detail
on image segmentation, we refer to section 4.1.3 of [190]).

7.3 Allen—-Cahn with Constraints

We can incorporate the mass constraint or fidelity constraint from Section 5.1
into the gradient flow. Starting with the latter, recall that the fidelity term
}j”’ul/p(u —f)||f}’p is added to GL4(u), where € Vjg,o0) \ {0} has support
Z C V. For simplicity we restrict ourselves here to the case p = 2. This is
also most commonly used in the literature, for example, Bertozzi and Flenner

48 We may sometimes simply refer to  as a solution, implying the existence of a corresponding

B.
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[21, 22] (double-well potential) and Budd et al. [37] (double-obstacle poten-
tial). At the level of the V-gradient flow equation, this adds a term —u(u — f)
(i.e., minus the first variation of the fidelity term in the functional) to the right-
hand side of (7.1) or (7.2), leading to the fidelity-forced Allen—Cahn equation
on graphs:

du

i = —Au - —g(u B) — u(u =), (7.3)

where g(u B) = W o u for the double-well potential case (see (7.1)) and
g(u,B) = 5 — u — p for the double-obstacle potential case (see (7.2)).

To 1nstead impose a mass constraint M(u) = M, we recall from Section 5.1
that we can do so by adding the term 1(y (M (u) — M) to the functional. In the
gradient flow this leads to an additional term [67, proposition 5.6] which should
be an element of the subdifferential dym(u), where m(u) := 1401 (M(u) — M).

Lemma 7.6. Letu € Vand M € R, then

{veV:3ceRVieV vi=c}, ifMu)=M,
vym(u) = ,
0, if M(u) # M.

Proof. The proof is found in lemma 3.1.6 in [190]. O

Lemma 7.6 shows that, if a mass constraint is imposed, an additional constant
term is added to the gradient flow. The value of this constant is determined by
the requirement that the resulting equation conserves mass. To be explicit, if
dt =—Au--= g(u B) + ¢ (recall the definition of g(u, 8) from its introduction in
the fidelity-forced case), then we require

= %(u, Dy = —l<g(u,ﬁ), 1y +cvol (V) = —1M(g(u,ﬁ)) +cvol(V),
€ &

where we used that M(Au) = 0. Hence ¢ =
conserving Allen—Cahn equation is

evol( o7y M(g(u, B)) and the mass-

du

—=-A g(uﬁ)+

- — Mg ). (74)

(V)

We emphasize that ¢ is constant as function in V), that is, it has the same value
at each node, but may (and does) depend on u.

We may also impose the fidelity and mass constraints simultaneously. Either
by explicit computation of the subdifferential of the sum of the fidelity term
and m, or by using the fact that this subdifferential of the sum is equal to
the sum of the respective subdifferentials [67, proposition 5.6], we find that
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the resulting mass-conserving fidelity-forced (p = 2) Allen—Cahn equation
(version 1) is

du

1
E =-Au— ;g(l't’ﬂ) - ,u(u _f) +c,

for some constant ¢ € R. As before, we can determine the value of ¢ by requir-
ing that (dt, 1)y = 0, which leads to ¢ = W [%M(g(u,,B)) + (u,u —f)V].

In Calder et al. [44] a different approach is taken. Instead of the fidelity
term from Section 5.1, a term —(u, uf)y is added to the mass-conserving
Ginzburg-Landau functional.*” We note the minus sign. In the minimization
of the functional, this term encourages u; to be large whenever y; f; is large
and to be small whenever y; f; is small. The corresponding mass-conserving
fidelity-forced Allen—Cahn equation (version 2) is

du

O = —Au- g p)+pf+ e

where again ¢ is determined by the requirement of mass conservation:
c= vol(V) [ M(g(u,B)) - </~1J>V]

As was the case for the Allen-Cahn equation without constraints (see
Remark 7.3), if we use the double-well potential in the constrained equation
in (7.3) or (7.4), then the right-hand side of the equation is locally Lipschitz
continuous and thus existence and uniqueness of solutions locally in time for
any given initial condition follow from the Picard—Lindel6f theorem of ODE
theory (see Hale [103, chapter I, theorem 3.1]). A gradient flow argument as
in Remark 7.3, this time using the constrained Ginzburg—Landau functionals,
again rules out finite-time blowup’ and thus the solution can be extended to
[0,00) (see [103, chapter I, theorem 2.17).

In the double-obstacle potential case (as for (7.2)), we define a solution of
(7.3) (or (7.4)) on an interval 7' C R to be a pair (u, 8) € Vjo,1],eT X Vier With
u € H) (T;V)N CT;V) such that (7.3) (or (7.4)) is satisfied at a.c. £ € Tand,
foralli € Vanda.e.t € T, Bi(t) € —0Orijo,1)(ui(£)). (We will sometimes simply
refer to u as a solution, implying the existence of a corresponding 3.) We refer to
Budd and Van Gennip [36, theorems 3.8 and 3.9] and Budd et al. [37, theorem
2.7] for proofs of existence and uniqueness of solutions for the initial-value
problems corresponding to the mass-constrained and fidelity-forced graph
Allen—Cahn equations, respectively. The function u is uniquely determined for
all ¢. In the fidelity-forced case the function S is uniquely determined for a.e.

49 In [44] a multiclass functional is used; see Section 11.
30" Alternatively, for solutions of (7.4), we can also use the fact that the (finite) mass of the solution
is conserved to rule out finite-time blowup.
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t; in the mass-conserving case S is uniquely determined up to a constant for
almost every time 7. Moreover, this constant is zero if there exists such a time
t and a node 7 such that u;(¢) € (0, 1) (for more details, we refer to [36, theorem
3.8)).

7.4 Different Metrics

A gradient flow is determined by the functional of which the gradient is taken
and the metric structure with respect to which the gradient is constructed. Earl-
ier we used the metric induced by the V-inner product. Other choices lead
to other gradient flows. In Van Gennip [188, definition 4.1], for example, the
H~'-inner product for functions u,v € ¥V with M(u) = M(v) = 0 is introduced:

<M, V>H*l = <V‘109 V‘ﬁ)S = <A90’¢/>V = <(,0, A'ﬁ)v,

where ¢, € V solve the graph Poisson equations Ay = u and Ay = v, respect-
ively. In [188, section 3.4] it is proven that the zero-mass conditions on u and
v are necessary and sufficient to ensure that these Poisson equations have solu-
tions. Moreover, these solutions are unique up to an additive constant, which
does not influence the inner product. In [188, Supplementary Materials section
4] the graph Cahn—Hilliard equation (named thus, in analogy to the continuum
H'-gradient flow of the Ginzburg—Landau functional; see section 3.7.3 in
[190]) is derived as the H~'-gradient flow of GL,:
‘:Z—Z: = —AAu — éA(W’ ou)!

Since M(Aw) =0 for any w € V), we see that the Cahn—Hilliard equation auto-
matically conserves mass. It may appear restrictive that we required « to have
zero mass, but if M(u) # 0, then we can easily transform u into a function
with zero mass: v = u — éMTE“V)) This addition of a constant (as a function in V)
term does not affect the Dirichlet term in GL, and effectively shifts the graph
of W (and thus its wells) by M (u)/vol (V) to the right. We note that this shift
does depend on u, but if we restrict ourselves to functions u# € V' with pre-
scribed mass M (not necessarily zero), we get a constant shift M/vol (V). This
restriction is natural, since the Cahn—Hilliard equation preserves mass.

Other choices for the metric are possible, but have not yet been explored in
the literature, to the best current knowledge of the authors.

51 In [188, Supplementary Materials section 4] an extra term appears, because the gradient flow

is taken not of GL, but of GL plus an additional term. Choosing y = 0 in [188] returns us
to the GL. case. Moreover, an additional factor D™ appears in the potential term in [188],
since W(u) = Yy W(u;) is used instead of W(u) = (Wou, 1)y.
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8 Merriman—-Bence-Osher Scheme

In this section we take a look at a threshold dynamics scheme called the
Merriman—Bence—Osher (MBO) scheme.

8.1 Definition of the MBO Scheme

The MBO scheme in the continuum was originally introduced in Merriman e?
al. [146, 147] as a method to approximate the flow by mean curvature (we refer
to section 3.7.5 of [ 190] for more information about continuum mean curvature
flow and to Section 9 of this Element for graph variants), but has found its way
into the ‘differential equations on graphs’ literature in recent years mostly as an
alternative way to (approximately) minimize GL.. Before we consider some
reasons why it is not unreasonable to use the scheme for this purpose, we will
first give its recursive definition on graphs:

Graph MBO Scheme (without Constraints)

e Initialize. Choose an initial condition u° = ys, with S C ¥ and a ‘time
step”” 7 > 0.

e Step k + 1: diffusion. Solve the diffusion/heat equation % = —Au on (0, 7]
with initial condition u(0) = u*.

0, ifulr) <1,

1, ifu(r) > 3.

e Stop. Stop the scheme when a stopping condition or predetermined number

e Step k + 1: threshold. Define, forall i € V, u*! := {

of steps has been achieved.”

By standard methods for linear ODEs (see Hale [103, section IIL.1]), it
follows that the diffusion step has a unique outcome u(7), given an initial

condition u.

O,Ltl,uz,. .. € V{()J},

The output of this scheme is a sequence of functions u
or equivalently a sequence of subsets SOSts2 ... C V, where k= Xs:- We
will freely move between both representations as is convenient.

A potential, minor, source of ambiguity in the literature concerns the value
of uf.‘“ if u;(7) is exactly at the threshold: if u;(7) = %, we can decide to set

uk+1 =0or uk+1

= 1. We have decided on the latter for the algorithm given
earlier, but in other literature the other choice may have been made. In practice,
it is unlikely that u;(7) = % is exactly achieved, but for theoretical purposes this

choice will determine the (non-)strictness of various inequalities along the way.

52 Also called the diffusion time (step).
33 For the mathematical analysis of the scheme, it is convenient to assume there is no stopping
condition and no upper bound on the number of steps, so that the scheme generates an infinite

sequence of output functions u*.
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A first, hand-waving, reason to expect the graph MBO scheme to minimize
GL, is its superficial similarity to the Allen—Cahn equation from (7.1). Instead
of solving a nonlinear differential equation as in (7.1), when executing the
MBO scheme the solution of a linear differential equation is sought in the diffu-
sion step up to a, typically small,* time 7 > 0, after which the phase-separating
drive of the W-derived nonlinear term from (7.1) is mimicked by the threshold-
ing step. (For some more details about this interpretation of the MBO scheme
as a time-splitting scheme, we refer to remark 6.1.8 in [190].)

Another reason to suspect similar behaviour from the graph MBO scheme
as from the graph Allen—Cahn equation is that in the continuum both processes
approximate mean curvature flow (for small € in the Allen—Cahn case and small
7 in the MBO case). This can be made rigorous in the form of precisely for-
mulated convergence results, whose details fall outside the scope of the current
work. In section 3.7.6 of [190] we give a brief overview of some literature
about the continuum versions of the graph models, equations, and schemes we
discuss in the current work, including these convergence results.

In chapter 6 of that same work [190], we also present a rigorous link between
a specific time discretization of the Allen—Cahn equation with double-obstacle
potential (7.2) and the MBO scheme.

8.2 The Signless MBO Scheme

Starting from the signless Ginzburg—Landau functional from Section 5.3,
Keetch and Van Gennip [117] and Keetch [116] define a signless MBO

scheme.>?

Signless Graph MBO Scheme
e Initialize (signless). Choose an initial condition u° = ys, — Xsg With Scr

and a ‘time step’ 7 > 0.

e Step k + 1: signless diffusion. Solve the signless diffusion/heat equation
44 = _A%y on (0,7] with initial condition u(0) = u*.

e Step k + 1: signless threshold. Define, for alli € V,

-1, ifui(r) <0,

1, ifu(r)>0.

ultl =

e Stop.

54 What ‘small’ exactly means in this context is an interesting topic for study; see, for example, the
results on time step selection or freezing (aka pinning) in [33, 35, 36, 37, 124, 173, 187, 191].
See also Section 10.

In[116, 117] the threshold step assigns —1 instead of 1 to nodes i with u;(7) = 0. As discussed
in Section 8.1, arbitrariness in the choice of value assigned ‘at the threshold’ is a source of
nonuniqueness of definition of these schemes. Here we have kept our choice consistent with
that in Section 8.1.

55
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We note that, besides the use of the signless graph Laplacian A? in the dif-

56 4k to take values that are

fusion step, we also require the binary functions
symmetric with respect to the origin, as argued in Section 5.3.

As with the diffusion step before, standard ODE techniques guarantee the
existence of a unique outcome of the signless diffusion step.

In [117] it is shown that the signless MBO scheme performs well for the
Max-Cut problem (see Section 5.3) in some practical tests, finding compar-
able or greater cut values than the Goemans—Williamson algorithm [99], in less
computation time — but without any rigorous performance guarantees. Finding
such guarantees for any of the MBO-type algorithms is currently still an open

question of great interest.

8.3 The MBO Scheme with Constraints

A mass or fidelity constraint, as in Section 5.1, can also be incorporated into the
MBO scheme. In the current section we will state and explain these schemes.
The rigorous link between the Allen—-Cahn equation and MBO scheme which
was first established in Budd and Van Gennip [35] and which is also presented
in chapter 6 of [190] does explain how these MBO schemes with constraint
can be derived from the Allen—Cahn equations with constraint as presented in
Section 7.3.

To incorporate a mass constraint as in [188, section 5.3]°’

and [36, theorem
4.16], we first require some more notation. If  is the solution of the (k + 1)5*

diffusion step, we denote the preimage of x € R under u at time 7 by
Ukx):={ieV:u(r) =x}.

Let L € N be the (always strictly positive and finite) number of x, € R for
which U(xg) # 0 and assume the labels x; are such that x; < ... < xz. Then by
[36, theorem 4.16] there is a unique ¢* € [K] such that

L L
D MUG) < M@y < 3 M(Uxe)).

t=C*+1 =t~

We now replace the threshold step by a mass-conserving threshold step to get
a mass-conserving MBO scheme:

36 Sometimes a function which takes two independent variables as input is called a binary func-
tion. That is not the sense in which we will use this term. When we refer to a binary function,
we mean a function whose image is a subset of a set with two elements, most commonly {0, 1}
or {—1,1}.

57 We note that the description of the (mcOKMBO) algorithm in [ 188, section 5.3] contains typos:
all instances of ‘d/u;” in the description at the top of page 2357 should be replaced by ‘d;”.
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Mass-Conserving Graph MBO Scheme
o Initialize.
e Step k + 1: diffusion.

e Step k + 1: mass-conserving threshold. Let #*! be any function in V
which satisfies M (") = M(u¥) and, for all i € V,

By - {0’ ifu;(t) € Uy<p<er Ulxe),

! 1, lfu,(T) S U{)*<fSL U(xg).
e Stop.

Remark 8.1. In the mass-conserving threshold step we order the nodes by
their value of the diffused state u;(7) and assign, by setting uf*l = 1, as much
mass to the nodes at the top of the order (with the highest diffused state values
XL > ... > Xp41) as we can without assigning more than the required total
mass M (uy). The leftover mass can be assigned in any way to the nodes in
U(xe+). If and only if |U(xe-)| > 1 and 3.5_,. M(U(x,)) # M(uF), this intro-
duces nonuniqueness into the scheme (see [36, theorem 4.16] or [33, theorem
4.2.16]). In [188] the choice is made to pick exactly enough (arbitrarily chosen)
nodes i € U(xg+) so that all leftover mass can be assigned to them. If » # 0, the
maximum amount of mass that can be assigned per node, namely d/, is node-
dependent, so that it is possible (in practice likely) that the leftover mass does
not match exactly the sum 3 @/ over the chosen nodes. In this case one of the
chosen nodes does not get its full mass assigned, that is the resulting function
u**1 will be non-binary, since u; ¢ {0, 1} at this one node. Other choices to deal
with the nonuniqueness are possible, for example, an equal division of mass

over all nodes in U(x,+), which may also lead to a non-binary function #/**!.

Next, we incorporate a fidelity constraint into the MBO scheme [37], instead
of a mass constraint. This time we change the diffusion step of the scheme,
instead of the threshold step. Restricting to the case p =2 (i.e., a fidelity term
of the form % I ,u% (u-f )||\2} in the functional) and taking a clue from the fidelity-
forced Allen—Cahn equation from (7.3), we replace the diffusion step by a
fidelity-forced diffusion step to get a fidelity-forced MBO scheme (version 1):

Fidelity-Forced Graph MBO Scheme (Version 1)

o Initialize.

e Step k + 1: fidelity-forced diffusion. Solve the fidelity-forced diffu-
sion/heat equation % = —Au — u(u — f) on (0,7] with initial condition
u(0) = uk.

e Step k + 1: threshold.

o Stop.
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The interest in MBO schemes on graphs started with the introduction of this
fidelity-forced scheme in Merkurjev et al. [144] for classification and image
processing applications (see also chapter 4 of [190]).

As before, by the usual methods for linear systems of ODEs (see Hale [103,
chapter II1.1]), it follows that the fidelity-forced diffusion step has a unique
outcome, given an initial condition u*.

In Section 7.3 we described an alternative way to incorporate a fidelity con-
straint into a mass-conserving Allen—Cahn equation from Calder et al. [44].
This can be used in a non-mass-conserving context as well, giving rise to the
following fidelity-forced scheme (version 2) (the continuum limit of which is
examined in Laux and Lelmi [124]; see also section 7.2.6 of [190]):

Fidelity-Forced Graph MBO Scheme (Version 2)

e Initialize.

e Step k + 1: fidelity-forced diffusion. Solve the fidelity-forced diffu-

sion/heat equation % = —Au + pf on (0,7] with initial condition u(0) =

I/Ik.
e Step k + 1: threshold.

e Stop.

If we impose both a fidelity and mass constraint at once, both the diffu-
sion and threshold steps of the original MBO scheme get replaced. While the
threshold step gets replaced by the mass-conserving threshold step as described
earlier, the diffusion step must be replaced by a mass-conserving fidelity-
forced diffusion step to obtain a mass-conserving fidelity-forced MBO scheme
(version 1):

Mass-Conserving Fidelity-Forced Graph MBO Scheme (Version 1)

o Initialize.

e Step k + 1: mass-conserving fidelity-forced diffusion. Solve the mass-
conserving fidelity-forced diffusion/heat equation % =—Au-—puu-f)+
WW’ u — fiy on (0, 7] with initial condition u(0) = uX.

e Step k + 1: mass-conserving threshold.

e Stop.

As above, we can also define a different mass-conserving fidelity-forced
MBO scheme, used in Calder et al. [44], which uses the following mass-
conserving fidelity-forced diffusion step instead of the one described earlier
to arrive at a mass-conserving fidelity-forced MBO scheme (version 2):
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Mass-Conserving Fidelity-Forced Graph MBO Scheme (Version 2)

o Initialize.

e Step &k + 1: mass-conserving fidelity-forced diffusion. Solve the mass-
conserving fidelity-forced diffusion/heat equation
W= _Au+ pf- WW’ /v on (0,7] with initial condition 1(0) = u*.

o Step k + 1: mass-conserving threshold.

o Stop.

As for the other diffusion(-like) steps earlier, we note that mass-conserving
fidelity-forced diffusion initial-value problems have unique solutions.

As mentioned before, for explanations of how these alternative steps in the
MBO scheme can be derived, we refer to [ 190]. It is also interesting to compare
the two alternative fidelity-forced and mass-conserving fidelity-forced MBO
schemes which we presented above. A full comparison is an interesting topic
for future work. As an initial step, in the companion volume we have included
a closer look at the steady states for the two mass-conserving fidelity-forced
diffusion steps. It should be noted that in practice these steps will be run for
a short time and steady states will not be achieved, but they do shed light on
some features that distinguish both methods.

9 Graph Curvature and Mean Curvature Flow

As with many of the other concepts, functionals, and dynamics we have intro-
duced thus far, mean curvature flow (or motion by mean curvature) finds it
origins in the continuum setting. It refers to the evolution of a set in which each
boundary point moves with a normal velocity proportional to the local mean
curvature at that point. In this section we describe various attempts to define a
meaningful concept of curvature and mean curvature flow (MCF) on a graph.
For some references about mean curvature flow in the continuum setting, we
refer to section 3.7.5 of [190]. First we introduce various notions of curvature
on graphs.

9.1 Curvature

Various different definitions of graph curvature can be found in the literature.
In this section we discuss a few of them.

In the discussion following (3.10) we determined that the maximum in the
definition of TV (u) is achieved by ¢ = sgn(Vu). In the continuum setting, ifu is
the characteristic function of a set with smooth boundary, the supremum in the
definition of total variation can be achieved by a smooth extension of the normal
vector field on the boundary of the set. Inspired by this, in the graph setting,
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if u is the characteristic function of some node subset S C V, namely u = ys,
then we can interpret this edge function ¢ as a graph normal analogously to the
normal vector field in the continuum:

sgn ((xs); — (xs)i)» ifw; >0,

S
vS = (sen(Vxs)y =
4 " | sgn(0), if w; = 0.

This prompted Van Gennip et al. [191] to define graph (mean) curvature for a
node subset Sas « := div v’. Thus (allowing for a brief return of our parameter
q from (3.1)):

1,
k= 5di7 ) o ((sen(Vxs))i - (sen(Vxs)y)
Jjev
1 - {2 Sjes W+ Yyes wl (sgn(0) — sgn(0),  ifi €S,
2 =2 Yjes Wi + Vjese i (sgn(0) — sgn(0), ifi € S,

o [Sies oy ities
- % o
—Zjeswg, ifi € 8.

We note that « is independent of the value chosen for sgn(0).
In El Bouchairi et al. [69, remark 5.1(ii)] the graph mean curvature of a
function u € V ati € V'is defined as

(Kw)); := —dl-_l Z wij sgn(uj — u;), 9.1)

JeV

where explicitly sgn(0) = 1 is chosen. For » = 1 and ¢ = 1, K( ys) would equal
«, if sgn(0) = 0 had been chosen instead. The reason for the choice sgn(0) = 1
in /C is so that (/C(u)); can be interpreted as the mean curvature ICi{’eV: il of

the superlevel set {j € V: u; > u;} ati € V, where, for S C Vandi € V,

K5 = d! Zwij—Zwij .

jese Jjes
IC;S, ifi €S,
-1, ifiesSe.
et al. [70] is the same as C from (9.1).

In Zhou and Schélkopf [206, section 2.4] the authors define the graph mean
curvature of u € V as

1d' ( Vu )
——div [———],
2 2||Vulle
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where ¢ = 1 is chosen in the definition of the £-norm (see (3.1)) and the
gradient and divergence operators are scaled to be consistent with the symmet-
rically normalized Laplacian of (3.6). Aside from the differences in scaling,
this approach is similar to the ones mentioned earlier.

Finally we mention two notions of Ricci curvature on graphs: Ollivier’s Ricci
curvature and Forman’s Ricci curvature.

Ollivier curvature (or coarse Ricci curvature; see Ollivier [165, 166], also
Miinch and Wojciechowski [152]) is defined to be

Wa(pis 1)
i

(kD) =1- .
where u: V' — P(V) assigns a probability measure on the node set 7 to each
node in ¥ °* and W is a graph Wasserstein distance. In this context, the graph
distance d UG often is chosen to be as in (3.15) with ¢ = 2 (or equivalently ¢ = 0,
with reciprocal weights) — for unweighted graphs the choice of ¢ in d UG is, of
course, not relevant.

In Ni et al. [162, 163] and Tian ef al. [185] the probability-measure-valued
node function y is chosen to be

a, ifj =1,
~dG)r
N (I-a)e ¥ o .
i) = | Um0 i
Dkegjev: jmiy € ik
0, otherwise,

where, for given i € V, u; € P(V') assigns probability u;(j) to nodej € V. The
parameters @ € [0,1] and p > 0 are both chosen to be zero for unweighted
graphs, in which case the probability distribution y; is uniform over the neigh-
bours of i. On random geometric graphs (see section 7.2 of [190]), Van der
Hoorn et al. [186, section II1.B] has a slightly different definition for Ollivier
curvature:

0 We(pis 147)
(RQ)y =1 - —H

0
where ¢ > 0 is the distance between the sample points corresponding to nodes i
and; along the geodesic on the manifold from which the points are sampled, and
u; is the uniform distribution over the set of vertices that are within a weighted
graph distance of at most § > 0 of the node i. If the edge weights w;; are chosen

to be equal to the distance between i and j on the manifold, then in [186], this

38 Here P(V) denotes the set of probability measures on ¥, not to be confused with the power set
of V, which it denotes in some other, clearly indicated, places in this work.
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curvature is proven to converge’’ to the Ricci curvature on the manifold that
underlies the random geometric graph. In Garcia Trillos and Weber [96], expli-
cit rates are proved for this convergence. We refer to those papers for further
details, such as details about the graph Wasserstein distance (whose explana-
tion would take us a bit too far afield here.) In particular, we refer to [96] for an
in-depth discussion of various choices of the graph distance and their impact
on the result, and to [ 186, section II] and the references therein for information
about more distinct notions of graph curvature.

Forman curvature (or combinatorial Ricci curvature) is defined in Forman
[91] (seealso [111, 196, 197]) for cell complexes. Here we do not introduce the
concept in this general setting, but rather give its definition applied to graphs.
Besides edge weights w;, the definition also allows for node weights w;. In
our standard setting without node weights, we may assume that, for all i € V,
w; = 1. Forman curvature is then defined to be®”

£y =y | -2 Y )
(kg)y ”’-’l w5 ,Z;(W ml

9.2 Mean Curvature Flow

In Section 9.1 we saw that Van Gennip et al. [191] and El Chakik et al. [70]
introduce very similar notions of graph mean curvature. They also both give
definitions of graph MCF, but do so starting from different descriptions of MCF
at the continuum level.

In [70] the inspiration comes from the level set description of MCF in the
continuum [50, 56, 82, 83, 84, 85]: % = |Vu| div (%), where the operators
div and V here denote the continuum versions of the divergence and gradi-
ent, respectively. If u satisfies this equation, then each level set of u evolves
according to flow by mean curvature. Since div (%) gives the curvature of

the level sets of u, this leads [70] to introduce the following equations for MCF

on graphs:
du; + + - - :
TL; = 22(K@); 1(Vi)* llip — 22K @)y (V)" Nlips - ifp € [1,00),
du; + + - - ;
% = (K@); 11(Vi) " [li,c0 = () 1(V)™ [l 000 ifp=co. (92

39 Under appropriate conditions, such as the correct scaling of both & and the connectivity radius

(see remark 7.2.4 in [190]) in the random geometric graph with the number of nodes in the
graph, and a rescaling of kg with 572

The factor 2 in the last term appears if we count (7, j) and (J, i) as different edges; if we identify
these edges as the same edge, the factor is 1.

60
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Recall the definitions of the positive and negative parts (superscripts +) from
Remark 3.3. Also recall the node-dependent p-norms from (3.3).

A similar MCF is used in El Bouchairi et al. [69] and called power
mean curvature flow, where each instance of K(u) in (9.2) is replaced by
[IC()|* ' KC(u) for a parameter a € [0,1] (not to be confused with a(g) from
Section 5). In particular, if @ = 1, then [69, formula (6.5)] is the same as (9.2).

If locally in time the mean curvature (}C(u)); at node i is positive, only the
term 27 (IC(w)) ;" [|(Vu)*|;,p or (K(u)] [|(Vur)* ||;,c0 remains in the right-hand side
of the the preceding equations, which leads to what [70] calls a discrete dilation
process. Similarly, if locally in time the mean curvature (C(«)); < 0, only the
terms with (K(u)); survive, leading to discrete erosion processes.

To understand those names, we recall from Remark 3.3 that [ 70, 183] defines
(nonlocal) dilation and erosion operators, NLD and NLE, respectively, in terms
of the node-dependent co-norms. These allow us to rewrite the graph MCF
equation in (9.2) for p = oo as

du, _

5 = (K@) (NLD@); + (K(w)); (NLE@)); — u; (K@) + (K@w); ] -

For further brief discussions of the mean curvature flow from [70], in particular
the decrease of total variation along its trajectories, we refer to Budd and Van
Gennip [35, remark 6.4] and Budd [33, section 7.5]. Variants of this graph MCF
equation are studied in El Bouchairi [68] and El Bouchairi et al. [69].

In[191] (we also refer to Van Gennip [187, appendix B.1]) a different, vari-
ational, formulation is given for MCEF, inspired by the variational formulation
for continuum mean curvature flow in Almgren et al. [6] and Luckhaus and
Sturzenhecker [132]. This is a discrete-in-time scheme generating a sequence
of node subsets S¥, starting from an initial set S° C ¥, as follows:

. 1 =k

S € argmin TVCrs) + g Ges = Xt (s = s . 93)
c

Here d%" denotes the graph distance function (see Section 3.3) to G, which is

the graph boundary of S defined by

ek .= {ieV:3F~i (XS“);’ # (XS")/}

and 0z > 0 is a time-step parameter.

Besides its cosmetic resemblance to the continuum variational formulation
of MCF in [6, 132], the definition for MCF in (9.3) has the desired property that
any sequence (S¥) satisfying it does not increase total variation. To be precise,
since § = S¥ is admissible in the minimization problem in (9.3), we see that
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1 =k
TV(XskH) < TV(XskH) + 6—t<)(sk+l - XS"’(XS/(“ - Xsk)dc < TV(Xsk)

It is not true, however, that TV (yg1) = TV(ys) only if S¥*! = S¥. Consider the
following counterexample. Let G = (V, E, w) be the graph with V'={1,2,3,4},
W12 =Wy = W23 = W32 = w34 = w43 = 1, w;; = 0 in all other cases, and £ contains
(i, j) ifand only if wy # 0. 1f.5* = {1,2}, then S* = {2,3} and thus 4" = d " = 1
and déek = dfk =0 (recall from Remark 3.9 that we have chosen ¢ = 1). More-
over, d{ =d; =1 and dj =dj=2". For this example, the second term in the
objective function in (9.3) thus becomes

1

1 sk _ _1)\2 2
6—t<X5—X{1,2},(XS—X{1,z})d W= 5 [((XS)I 1) +(XS)4] .

Since TV (xg¢) =1, we know that TV(yg+1) < 1. Furthermore, if § € {0, V'},
then TV(xs)=0, and if § ¢ {0,V}, then TV(ys) > 1. In the former
case, the objective function has value 6%. Looking for potential minimizers
S in (9.3) that are different from @ and ¥V, we know that TV(ys)=1, thus
S e {{1}, {4},{1,2},{3,4},{1,2,3}, {2,3,4}}. Among these candidates, only
those that minimize the second term of the objective functional are poten-
tial miminizers of (9.3), thus we require 1 € S and 4 ¢ S. This leaves
S e {{1},{1,2},{1,2,3}}. For each of these candidates the objective function
has value 1 and thus, if 8¢ < 1, all these candidates are solutions S**! of (9.3).
In particular we note that two of these candidates are different from S¥, yet
TV(,\/Skn) = TV(Xsk) =1.

Mean curvature flow of a form very similar to (9.3) is analysed on square
grids by Braides ef al. in [29].

In light of the close connection between the MBO scheme (and the Allen—
Cahn equation) and MCF in the continuum that was briefly touched upon in
Section 8.1 (and Remark 7.4) — we refer to section 3.7.6 of [190] for more
details — a natural question is whether such a connection also exists in the graph
setting. In [35, section 6.2] (and in more detail in [33, section 3]) it is argued
that a close connection between the graph MBO scheme and the variational
graph MCF from (9.3) is not to be expected.

A first reason for this is that, even though when the time step is large (i.e.,
large 7 for MBO and large 8¢ for MCF) each scheme will reach a stationary state
equaltou =0 (S=0)oru=1(S = V) after a single time step, the conditions
governing which of these two states is chosen are different for MBO and MCF.

Since the main interest in these schemes is at small time steps, this first reason
by itself would not necessarily be enough to abandon the formulation of MCF
from (9.3). The other reason provided in [33, section 3] is more damning, if our
intention is to connect MBO and MCF. Given a graph G = (V, E, w) (satisfying
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the conditions described in Section 3.1) and > 0, we can consider the n-

completion of G, which we define to be the graph G7 = (V, V2, w"), where
shown that the difference (in V-norm) between solutions of the heat equation

= wy if w; > 0 and W] = 1 if i # j and wy = 0. In [33, theorem 7.3.1] it is

on G and on G" is bounded by C,]teC’, where C > 0 is a constant and 0 <
C, = O(n) asn | 0.°" Unless in very specific circumstances in which this
small difference places both solutions on different sides of the threshold value
in the MBO scheme, this shows that the MBO scheme will have very similar, if
not the same, solutions on G and G"”. A similar conclusion is shown to hold for
solutions of the graph Allen—Cahn equation.®” On the other hand, however, if
Sk ¢ {0, 77}, then the graph boundary &F on G is equal to ¥, thus d= = 0 and
(9.3) reduces to S¥*! € argming., TV(ys) = {0, V'}. For most graphs G, this
behaviour of MCF on G" will differ significantly from the behaviour of MCF
(according to (9.3)) on G. In other words, while the behaviour of solutions to the
Allen—Cahn equation or MBO scheme is expected to be very stable under the 5-
completion of G, the behaviour of solutions of (9.3) is not. Simple redefinitions
of the graph boundary, for example as S NS¢ or S* N (' %), do nothing to
alter this conclusion.
A promising alternative is offered in [35, section 6.2] and [33, section 7.4]:

. 11
S € argmin TV(xs) + Zlle”>™ (xs = x50l 9.4)
c

Just as we saw for solutions of (9.3), solutions of (9.4) satisfy TV (yg+1) <
TV(xg). Unlike before, we now also have that equality is achieved if and only
if S¢1 = S, since ¢~ is an invertible operator and thus equality in

1,1
TV(xsen) < TV (xsin) + e A (yget — xsllH < TV(xge).

cannot be achieved unless yg+1 — yg = 0 [33, proposition 7.4.1].

The main objection against the formulation in (9.3) does not apply to the
formulation in (9.4). The total variation term in the objective function in (9.4)
depends linearly on the edge weights and thus will differ only by an O(r) term
between graphs G and G"7; the second term in the objective function depends
on the solution of the graph diffusion equation and thus, by the argument from
[33, theorem 7.3.1] discussed earlier, will also only differ by an O(r) term.

61 By this we mean that there exists a C > 0 such that, for 77 > 0 small enough, |Cyl < Cn. (See

footnote 39.)

62 Technically, it is only shown for the Allen—Cahn equation with smooth enough potentials, such
as the double-well potential. In [33, note 39] it is argued that a similar conclusion holds when
the double-obstacle potential is used, except potentially in very pathological circumstances.
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The other, minor, objection which was brought against (9.3) also does not
apply here. It is argued in [33, section 7.4] that the behaviour at large 7 of the
scheme in (9.3) is very similar to that of the MBO scheme at large 7.

In section 6.3 of [190] we compare MCF defined by (9.4) more closely with
the MBO scheme.

10 Freezing of Allen—-Cahn, MBO, and Mean Curvature Flow

Freezing (or pinning) is the phenomenon where for very small values of
the parameters ¢ (in the graph Allen—Cahn equation), 7 (in the graph MBO
scheme), or 8¢ or 7 (in the variational graph mean curvature flow) no, or only
trivial, dynamics occur. (See also footnote 54.)

In the graph Allen—Cahn equation, if the parameter ¢ is very small, the poten-
tial term dominates the right-hand side of the equation, leading to dynamics in
which each value u; simply settles into the well of # in which it starts. Rigorous
quantitative statements are made in Van Gennip et al. [191, theorem 5.3], Budd
and Van Gennip [35, remark 4.7], Budd and van Gennip [36, section 3.3], and
Budd [33, theorem 3.4.11]. We collect them in the following lemma.

We define pp to be the spectral radius of A, namely the maximal eigen-
value of A. In general, we write po for the spectral radius of a linear operator
0: V-V

Lemma 10.1. Let W(x) = (x — 1)?>(x + 1)%. Let u® € V and let u solve

% = —(Au); — édi”’W’(ui), forallie Vandt> 0,
u(0) = u°.

Then there exists a C > 0 such that, for all t > 0, ||u(?)|ly < C. Now assume
additionally that there exists an « € (0, 1) such that, for all i € V, |u?| >a lf

-3
e < C_lpgl4a(l -a?) (man d,-) , OF
IS

=r

-1
&< (supnAu(t)nv,m) 4a(1 - ?) (maxdi) ,
t>0 eV

then, for alli € V, t — sgn(u;(t)) is constant.

Now assume that W is the double obstacle potential from (5.1) instead and
T is some interval. Let S be a strict and nonempty subset of V. Then u(t) = ys,
forall t € T, is a solution of (7.2) if and only if

1 -
& < 3 IAxsI -
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Similarly u(t) = ys solves the mass-conserving Equation (7.4) if and only if

emax |[(Ays)i| < 1—emax|(Axs)il.
eS¢ ieS

This latter condition is satisfied if € < %HA){SH\_;}W
Lastly, u(t) = ys solves the fidelity-forced equation (7.3) if and only if

! 1
emax ([(Ayxs)i| +/) < = and emax(|(Axs)i| —fi + ) < =.
ies¢ 2 ieS 2

For the graph MBO scheme, the pinning or freezing phenomenon appears
in a different guise. If the time parameter 7 in the diffusion step is so small
that at every node the local function value does not cross the threshold value,
then the thresholding step will return the initial value and hence the scheme
is stationary. The critical value of 7 below which this behaviour is produced,
depends not only on the structure of the graph, but also on the initial condi-
tion that is fed into the diffusion step. After all, it is known that for fixed 7
the graph MBO schemes converge in a finite number of steps [ 191, proposition
4.6] and so eventually a stationary state will be reached which, for the given 7,
will be ‘frozen’ by the scheme. In practical applications, however, one wants to
choose a value of 7 that does not immediately freeze the initial condition that is
given at the start of the first iteration of the scheme. The following lemma col-
lects bounds on the critical value for 7 for various variants of the graph MBO
scheme. These bounds are not sharp and to the best of the authors’ knowledge,
sharp bounds are not currently known. Similar restrictions on the size of T were
already discussed in the context of a finite-difference discretization of the con-
tinuum MBO scheme in Ruuth [173, section 2.3]. The bounds listed in the next
lemma are taken from Van Gennip et al. [191, theorem 4.2], Budd and Van Gen-
nip [35, theorem 4.5 and remark 4.6], Budd and Van Gennip [36, theorem 4.24]
(for the mass-conserving scheme), Budd [33, section 4.3.2] (for both the mass-
conserving scheme and the fidelity-forced scheme), Keetch and Van Gennip
[117, theorem 5.3] (for the signless scheme), and Keetch [116, theorem 4.2.3]
(also for the signless scheme). The references [33, 35, 36] actually provide
information about a whole family of schemes, of which graph MBO is only
one member. These so-called semidiscrete implicit Euler (SDIE) schemes®
are the main objects of study in chapter 6 of [190] and we briefly address the
topic of freezing then and there.

63 Recently, the authors were made aware that the SDIE scheme may be called an implicit expo-
nential scheme. We thank Daniele Avitabile for letting us know. For more details we refer to
footnote 210 of [190].
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To ease notation, we define &7 : V — V by &/u := Au + uu. Recall that p o,
and pao are the spectral radii of .7 and the signless Laplacian A7, respectively.

Lemma 10.2. Let k € No, S C Vsuch that 0 # S # V, and u* = xs. Let
uk*1 be the result of one iteration of either the graph MBO scheme or the mass-
conserving graph MBO scheme applied to initial condition u*. If

1

T< —
2| Axslly.eo
or

r/2
1
T < pgl log (1 + 3 (rgi}ldi) vol (S)_l/z), (10.1)

then k! =y,

Alternatively, let S C V(S = 0 or S = V are now allowed) and let u**' be
the result of one iteration of the fidelity-forced graph MBO scheme applied to
initial condition u*. If

1
< —tof
2 8UpP;e[0,00) 1677 X7 llv.c0ll 9 X5 = flIV.c0

T

or
1 1 2 12 1 -l
T<pylog|l+3 (Igilpdi) (Vol &'+ P;gllﬂlv) ;

then uF*! = uk.
Finally, let S C Vand uk = Xs—Xs¢, and let 1 be the result of one iteration
of the signless graph MBO scheme applied to initial condition u*. If

r/2
T < pre log (1 + (mi,?di) vol(V)l/z),
1€
then uF*! = uk.

If we let f = 0 and &/ = A in the fidelity-forced case, we observe that we
recover the conditions for the graph MBO scheme without forcing.

We note that the restriction @ # S # V in the first part of Lemma 10.2, does
not diminish the generality of the lemma, since yg and yj are stationary states
of the (mass-conserving) graph MBO scheme for any 7 > 0.

For the signless graph MBO scheme only one condition for 7 is given in
Lemma 10.2, whereas two conditions are given for the other two schemes. To
mimick one of the proofs from the other schemes to try and derive a second
condition for the signless scheme, we would require a comparison principle
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(asin [191, lemma 2.6(d)]; see also [33, theorem 3.2.6]) for the signless graph
Laplacian A to produce an analogue of the proof of [191, theorem 4.2], or
we would require e to have a matrix representation with only nonnegative
elements to mimick the proof from [33, lemma 4.3.4]. Neither is true; for a
counterexample see section 3.4 of [190]. (Of course, the fact that mimicking
the proofs from the other schemes does not work, does not prove a similar
second condition does not hold.)

Remark 10.3. In section 6.1 [190] we present variational formulations of the
graph MBO scheme and its fidelity-forced and mass-conserving variants. The
functions generated by these schemes are solutions of these variational prob-
lems, but, due to some subtle nonuniqueness issues that are explained in that
book, these are not the only solutions. Despite that, the results presented in
Lemma 10.1 for these three graph MBO schemes in fact hold for all solutions
of their variational formulations.

In [191, theorem 4.8] (with an updated proof in [187, appendix A]) a con-
dition for pinning in the graph MBO scheme at a specific node was given
that depended only on the local graph structure around that node. Unfor-
tunately, later in [187, theorem 3.1], it was proven that this is an ‘empty’
condition, namely that it cannot be satisfied by any graph. In [187, sections
4 and 5] ‘nonempty’ local conditions are provided specifically for star graphs
and regular trees.

Pinning occurs in the MBO scheme if 7 is chosen to be small; on the other
hand, if 7 is large, another example of trivial dynamics may occur, as one imple-
mentation of the diffusion step could lead to a state u(7) which is close to the

0
constant steady state Cgl(("V)) xr and hence the subsequent threshold step would

1

return either u' = yp or u' = yp, which are stationary states of the MBO
scheme. The following lemma gives a precise result (originally published as
[191, theorem 4.3]). We write A, for the second smallest eigenvalue of A (i.e.,
the algebraic connectivity; see Section 6).%*

Lemma 10.4. Letk € Ny, SC V, uf = Xxs, and assume that Rg := {/\21%)) * %

Let u**! be the result of one iteration of the graph MBO scheme applied to
initial condition u*. If

(vol (8))!/(vol (5°))!/2
(vol (M)112|Rs — L] (minsey d;Y7 )

>4'1o (10.2)

% We recall from Lemma 6.1 that the smallest eigenvalue is zero and, since we are working with
a connected graph, A, > 0.
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then

S = {XV» if Rs > %»
. 1
X0, JRS< -

It is natural to ask if there is a gap between the lower bound of (10.1) below
which pinning occurs in the MBO scheme and the upper bound of (10.2)
above which the dynamics is trivial in the way described in Lemma 10.4.
The following result from [191, theorem 4.4] (with corrections to the proof
in [187, appendix B.2]; see also the discussion in [33, section 7.3.2]) answers
affirmatively.

Lemma 10.5. If 2—1 < 1(1;;%3\/% ~ 0.85, then there exists a T which does satisfy
neither the inequality in (10.1), nor the inequality in (10.2).

We emphasize that there is no reason to believe that the inequality conditions
in the lemmas above are sharp. In particular, Lemma 10.5 does not preclude
the possibility that, for a particular given graph and particular given initial con-
dition u*, every choice of 7 > 0 leads to either the behaviour described in
Lemma 10.2 or the behaviour from Lemma 10.4.

In Boyd et al. [27, propositions 4.1 and 4.2], results similar to some of those
in Lemmas 10.2 and 10.4 are presented for an MBO scheme with a generalized

diffusion step.®’

That particular scheme is used for modularity optimization
(see section 4.1.4 of [190]). The practical suggestion in [27, section 4.5] is to
choose 7 as the geometric mean of the (trivial-dynamics-avoiding) upper and
lower bounds that are obtained for 7.

We end this section by taking a brief look at the behaviour of graph mean
curvature flow for small 7 and large 7. As explained in Section 9.2 there is
currently not one main definition for the graph MCF and the behaviour at small
or large time steps will depend on which form of the scheme that is chosen. For
some notes on the small time-step behaviour of some of the variational graph
MCF formulations we refer the interested reader to [191, remark 3.10] and [33,
theorem 7.4.2 and note 38], for information about behaviour at large time steps
to [33, sections 7.3.2 and 7.4]. We end this section by giving some results from
[33, section 7.4] for the graph MCF defined in (9.4) in detail.

We require the Lambert W-function [57], which we denote by ;. We note
that, if x € [0, 00) (as is the relevant case in Lemma 10.6), then 7 is the unique
function on [0, c0) that satisfies W (x)e’:®) = x. To make the following bound

95 In the notation of [27], for y = 0 the scheme of Boyd ef al. is the same as the graph MBO
scheme (without constraints) from Section 8.1 with the combinatorial graph Laplacian.
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more intuitive, we note the following simple approximation for W7 (x) when
x > 0, which is given in Iacono and Boyd [107]:

X
Wi(x)~log|l+ ———|.
1) g( 1+%log(1+x))

Lemma 10.6. Letk € N, S C V, and let S be a graph MCF update defined

by (9.4). If
minjepd’ _ pamingeydf
TP <« — 1 opequivalently, T < py Wy | ————L |,
maxgcy TV(xs) 1 7 Pa L ( maxgcy TV(xs) )
then S = SF.

Now assume v > —2)__ then SK+1 e {0, V}. If vol (S¥) < $vol (V), then

ming, jeg i’

SE1 = 0. Alternatively, if vol (S*) > %VOl(V) instead, then S = V.

We note that the volume conditions on S¥ in the ‘large 7” case of Lemma
10.6, correspond to the conditions on Rg in Lemma 10.4 which decided the
‘large 7’ behaviour of the MBO scheme.

The results we have mentioned thus far have all been obtained by studying
the discrete schemes directly and all provide parameter regions in which freez-
ing is guaranteed to happen. A different approach is to consider the continuum
limit of the graph-based MBO scheme and obtain parameter scalings under
which the limiting dynamics is not frozen, as a way to guide parameter choices
to avoid freezing. One example in the literature is Misiats and Yip [149], which
considers three regimes for the parameter v for MBO on a two-dimensional
square grid with grid size h. With 4= C(7)”, for some constant C > 0, the
regimes are y > 1, in which the limiting dynamics is mean curvature flow;
vy < 1, in which the limiting dynamics is frozen; and the critical case y =1
in which the dynamics depends on finer details. Another example is Laux
and Lelmi [124, theorem 6 and corollary 8] which studies the continuum
limit of (a generalization of) the graph MBO scheme on random geomet-
ric graphs and guarantees nontrivial limit dynamics if 7 | 0 such that
lim 100 [ (log(] V)27]~' =0 and lim |y -0 e(log(| V]))8 =0, for constants @ >
0 (not to be confused with a(g) from Section 5) and 8> 0 in a specified range.
Here ¢ is the length scale used to construct the edge weights in the graph.
(More details about the construction of the random geometric graphs are given
in section 7.2 of [190].) Interestingly, the convergence to limiting dynamics
remains valid even if the spectral decomposition of the graph Laplacian is trun-
cated after the lowest K eigenvalues and their corresponding eigenfunctions,
as is commonly done in implementations to keep the scheme computation-
ally manageable and to filter out noise that may be present in the higher
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eigenfunctions (see also chapter 5 [190]). In this case K > (log(|V]))? is

required, for ¢ > 0 (unrelated to the parameter ¢ from Section 3) in a specified
range.

11 Multiclass Extensions

The models we have discussed so far all describe exactly two phases (or classes,
or clusters), which allows for a characterization of the state of the system via a
single (approximately) binary-valued function u. Many of these models can be
extended to incorporate multiple classes; in this section we will discuss some
of these extensions, specifically for the Ginzburg—Landau functional, Allen—
Cahn equation, and MBO scheme. (In Shen and Kang [175] total variation for
functions on a continuum domain and with a discrete multiclass range (quantum
TV) is investigated for image processing applications.)

The two-phase nature of the functional GL; is the result of the double-well
potential and double-obstacle potential each achieving their minimum value
in two places (‘wells’). For a multiphase version of the Ginzburg—Landau
functional, we thus require a potential with multiple minimizers.

One approach is using a potential function #: R — R with multiple wells
instead of W, as is done with a periodic-well potential in Garcia-Cardona et al.
[93, 94]. The one-dimensional domain of ¥ has the advantage that the state of
the system can still be described by a single real-valued function u: V' — R;
but having more than two wells in the one-dimensional domain necessarily
creates an asymmetry in the distances between the wells. For example, if the
potential has wells located at —1, 0, and 1, then the distance between the first
and third wells is twice that between the first and second wells. Combined with
the Dirichlet energy term in the Ginzburg—Landau functional, this creates an
unwanted bias in favour of interfaces between the —1- and 0-phases (or between
the 0- and 1-phases) over interfaces between the —1- and 1-phases. In [93, 94]
this problem is resolved by the use of a generalized difference function in the
Dirichlet energy term, which compensates for the asymmetry.

A second approach, which has found more traction in the literature, is using
a potential function on a higher-dimensional domain, as in Merkurjev ef al.
[143] and Garcia-Cardona ef al. [95]. The state of a system with K phases is
now described by a vector-valued function u: ¥ — RX. We denote the set of
such functions by VX := Vix and the kth component of the value of such a
function u at node i by (u#;); € R. Just as there is a bijective correspondence
between functions u € V and vectors in R” (see Remark 3.4), there is also a
bijective correspondence between functions u € VX and n-by-K real matrices
U, with entries Uy = (u;);, that is, Uy is the j entry of the vector u; € RK. We

write u.; for the ™ component function of u, that is, ()i = (u;);. The K phases
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are represented by the standard basis vectors® ¢; € RX (i.e., (ex)y =1ifk=j
and (ey); = 0ifk # j), with k € [K], and thus the potential function should have
wells located at the corners of the K-dimensional Gibbs simplex

K

K= {x e [0, 1]%: Zxkzl . (11.1)
k=1

If Ex := {ey,...,ex} is the set of standard basis vectors in RX, then
Vi = Vi,

is the set of node functions that take values on the corners of the simplex. Hence,
ifue Vg with matrix representation U € R"™X and we write U;, for the ith row
of U, then, for all i € [n], U, € Ek.

In [95, 143] the multiclass potential

1501 5
W) = 3 ﬂ 7l el

K

is used for x € RX, where ||x|l; := Y%, |x;| and, more generally, |lx[|, :=

1
(Zf—i 1 il ) " for p € [1,00) and x € RX. The Dirichlet energy term now extends

straightforwardly to K classes:®’

1 K
5 2 IVl
k=1

where in matrix representation u.; is represented by the k™ column of U.
Applying these multiclass extensions to the graph Ginzburg—Landau functional
from Section 5, we arrive at the following multiclass graph Ginzburg—Landau
functional GLX: VX — R:

K
1 1
GLE(u) := Ea(s)z IVa il + ~Wi(w)
k=1

where Wi (u) := ¥;cp Wi(u;) or W(u) := ¥;cp d! Wi(u;) (see Section 5 for a
discussion about these two options in the context of the two-phase functional
GL, and about a(¢); also see Remark 7.1).

96 In machine learning, there is the related notion of one-hot encoding of categorical variables: if
data point 7 belongs to category j, then this can be encoded in a matrix U with U;; = 1. In our
context each data point belongs to one and only one phase, in which case the one-hot encoded
rows of U are corners of a Gibbs simplex (see (11.1)). In a more general setting in which a data
point can belong to multiple categories, one-hot encoded rows can contain multiple ones.

67 n [95, 143] the symmetrically normalized Laplacian ASY™ from (3.6) is used instead of A in
the Dirichlet energy, which can be written in the form % Zle (s ASY ™y )y,
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In the case when K = 2, GLIS( is not equal to GL.. We can, however, derive a
connection between the two under the assumption that u.; = vandu., =1 -,
for some v € V. We note that this is equivalent to requiring u € £, and note that
that node 7 being in one of the pure phases, namely u; = e; € RZoru; = e; € R2,
corresponds to v; = 1 or v; = 0, respectively. Then we compute

1 1
5 (17201 + 19u2l2) = 5 (1991E + 190 = v)1E) = 19913
and
1 1
Wa) = 55l = erllF i = e2l} = 55 @11 =wl)? @Pwl)? = 2W(v),

if W(x) = 1x?(x—1)%, which is one of the options discussed in Section 5. Hence,
under these assumptions,

GLZ(1) = 2 GL,(v).

and so for minimization purposes both functionals are equivalent.

Given a multiclass graph Ginzburg—Landau functional, a corresponding mul-
ticlass graph Allen—Cahn equation is defined as its gradient flow with respect
to the VX-inner product

K
(U, iy 1= Z(wk,v.k)v,

k=1

for u,v € VX. With s € R and for all u,v € VX, we have

di GLAw)| = a(e)(Au, VIpk + l(DWK O U, VYK,
s &

5=0

where A: VK — VK and DWWy : VK — VK are defined by, forallu € VK, i e V,
and k € [K],

((Bu) ) = @ua) and  (DW o)), = W),

with dy the partial derivative with respect to the k™ component of the independ-

ent variable in RX. Here we have chosen Wi(u) := Yier df Wi(u;); if Wi(u) :=

Siev Wk(u;) instead, we would need to include the degrees in the second term,

as in Remark 7.1, or, equivalently, redefine (D Wk (u)),);, := d;" 0k W (u;).
This leads to the following multiclass graph Allen—Cahn equation:

d - 1
& —a(e)Au — —DWg o u.
dt e

In[95, 143] also a fidelity-forcing term is included in the Allen—Cahn equation.
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Similarly, also a multiclass MBO scheme can be defined. In the diffusion step
K uncoupled diffusion equations are solved, leading to an intermediate output
u € VK. In the threshold step, we first project each u; € RX onto the simplex
>X and then assign (one of) the closest corner(s) of the simplex to each node i.
This leads to the following scheme.

Multiclass Graph MBO Scheme

o Initialize (multiclass). Choose an initial condition #° € VX and 7 > 0.

e Step / + 1: multiclass diffusion. Solve the multiclass diffusion/heat equa-
tions: for all k € [K], %z—Au.k on (0, 7] with initial condition u(0)=u'.

e Step / + 1: multiclass threshold. For all i € V, define u/*! := ¢;- € RK,
where k" € argmingc g [|[vi—ek|l2 (if £ is not unique, a & is chosen unifor-
mly at random out of all minimizers) with v; := argmin, s« |lu; — x||.%°

e Stop.

+1 of each iteration are functions in

The initial condition «° and the output u
Vg and can be interpreted as indicator functions for the K classes: for k € [K],
define Sf{ ={iel: uf = ¢;}, then o/ k= Xsi: The diffusion step thus consists
of K uncoupled instances of the standard (i.e., 2-phase) MBO scheme diffusion
step, one for each of the K classes. In Cucuringu et al. [60, appendix A.3] it is
shown that the multiclass threshold step is equivalent to assigning u/*! := ¥’
where k" € argmax ¢k (u;)x. In other words, the diffusion step is followed by
a ‘majority vote’ determining to which class each node gets assigned.

In Bresson et al. [31] a variant of graph multiclass MBO is presented, with
a slightly different random-walk-based diffusion step, but more importantly
with an incremental reseeding step between iterations: each iteration the ini-
tial condition of the diffusion step is created by randomly sampling nodes
from each class based on the output of the previous iteration’s multiclass
threshold step. The number of sampled nodes per class is increased in each
iteration.

The ideas presented earlier for the multiclass graph MBO scheme can dir-
ectly be transferred to the signless setting from Sections 5.3 and 8.2 (see Keetch
[116, chapter 5]) and to the fidelity-forced setting [95, 143].

In the signless case we need to take care to replace the standard simplex by

K
Zf = {xe [-1,1]%: Zxk:2—[(},

k=1

68 Existence and uniqueness of v; follow from a well-known result; see, for example, Bagirov et
al. [14, lemma 2.2].
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with corners E% := {ef,...,ex}, where, for all i,k € [K], (¢;); = 1if i = kand
(ep)i=—1ifi# k. Let Vgi = VE;( be the set of node-functions with values on
the corners of =X,

Signless Multiclass Graph MBO Scheme

e Initialize (signless multiclass). Choose u° € Vgi and 7 > 0.

e Step / + 1: signless multiclass diffusion. Solve the multiclass signless
diffusion/heat equations: for all k € [K], d'd’—t"‘ = —A%u on (0,7]; u(0) = .

e Step [ + 1: signless multiclass threshold. For all i € V, define uf“ =
e € RX, where k* € argminge() [|vi—exll2 (if k" is not unique, a k is chosen
uniformly at random out of all minimizers) with v;:= argmin sk [leti=x]]>.7

e Stop.

We again refer to [60, appendix A.3] for a ‘majority vote’ interpretation of
the signless multiclass threshold step.

For the multiclass fidelity-forced MBO scheme, we need multiclass versions
of the fidelity parameter function u and reference function f'from Section 5.1;
that is, 1 € Vg o) \ {0}7° and f € VK. In[95, 143] each u.; is chosen to be the
same and f'is chosen from Vg .

Multiclass Fidelity-Forced Graph MBO Scheme

e Initialize (multiclass).

Step / + 1: multiclass fidelity-forced diffusion. Solve the multiclass
fidelity-forced diffusion/heat equations: for all £ € [K], % = —Auy -
wi(ug — fr) on (0,7] with initial condition u(0) = u/’.

Step / + 1: multiclass threshold.

Stop.

A multiclass mass-conserving graph MBO scheme called auction dynamics
is developed in Jacobs et al. [110] (for » = 0), based on the (unconstrained)
continuum multiclass MBO scheme that was introduced in Esedoglu and Otto
[77] to approximate multiclass mean curvature flow. The mass of each class
is specified, that is, for a given M € RX it is imposed that, for all k¥ € [K],
M(u.;) = My. In order that the mass is conserved, the simple majority vote
from the multiclass threshold step has to be adapted by a class-dependent cor-
rection term py. (Approximately) determining this term is accomplished in
[110] via the duality theory of linear programming. The name ‘auction dynam-
ics’ is inspired by an interpretation of the scheme in which each node is bidding

9 As in footnote 68, existence and uniqueness of v; follow from, for example, Bagirov et al. [14,
lemma 2.2].
70 If fidelity-forcing is required in each of the K classes, then each . should be non-zero.
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for membership of one of the K classes, with #; € RX the vector of weighted
preferences of node i for each class and py, the price of membership for class .
For details we refer to [110].

At the time of writing and to the best knowledge of the authors, it is an open
question whether this auction dynamics scheme can also be derived starting
from a multiclass mass-conserving Allen—Cahn equation similar to the way the
binary mass-conserving MBO scheme from Section 8.3 is derived as explained
in section 6.1.2 of [190].

In[110] auction dynamics is also extended to handle upper and lower bounds
on the masses of the classes, rather than exactly prescribed masses.

In the context of Poisson learning (see Section 12) Calder et al. [44] imple-
ment a multiclass version of the mass-conserving fidelity-forced graph MBO
scheme (version 2) from Section 8.3, which they name PoissonMBO and which
takes the following form.”!

Multiclass Mass-Conserving Fidelity-Forced Graph MBO Scheme

o Initialize (multiclass).

e Step /+1: multiclass mass-conserving fidelity-forced diffusion. Solve the
multiclass mass-conserving fidelity-forced diffusion/heat equations: for all
ke [K), Bt = — Aug+ pif = s fady on (0,7], with u(0)=u.

e Step / + 1: multiclass mass-conserving threshold. For all i € V, define
ult! ;= ep € RX, where k* € argming g |[vi — exllz (in case of nonunique-
ness of minimizers one & is chosen uniformly at random out of all minim-
izers) with v; := Zszl ¢ (up)r, where the strictly positive constants ¢ are
chosen such that, for all k € [K], M(u;) = M(u(_)k).

e Stop.

It is argued in [44, remark 2.2] that the constants ¢; > 0 in the multi-
class mass-conserving threshold step can always be chosen such that the mass
constraints are satisfied.

In section 7.2.6 of [190] some further multiclass MBO schemes and their
continuum limits are discussed.

12 Laplacian Learning and Poisson Learning

A function u € V is harmonic at i € V, if (Au); = 0. In Zhu et al. [211] the
random walk graph Laplacian (» = 1) is used, but other Laplacians appear in
the literature as well. If S C V7 and u is harmonic at all i € V'\ S, then u is
said to be harmonic on ¥\ S. If S # @ and f: § — R is given, there exists a

71 To be consistent with the other MBO schemes, we write f for the f of Section 8.3.
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unique function u# € V such that « is harmonic on '\ S and uls = f, see Lovasz
[130, theorem 3.1.2]. This is called the harmonic extension of f. For introduc-
tory notes on harmonic functions on graphs, see Wigderson [199]. In [211] this
harmonic extension of fis suggested as a good candidate for semi-supervised
learning (we refer to section 4.1.2 of [190] for more information about semi-
supervised learning) of binary labels on a graph (label propagation), given the
a priori labels fon S. This technique is called Laplacian learning (or Laplace
learning). In Zhu et al. [210] the harmonic extension is interpreted as the mean
of an associated Gaussian Random Field. To go from the real-valued harmonic
extension f to binary labels, simple thresholding suffices — or mass-conserving
thresholding if the preferred cluster sizes are known — in the vein of the MBO
scheme(s) of Section 11. Extensions to multiple labels are also possible, similar
to the multiclass extension of Calder ef al. [44] which we discuss in Section 11.
The Laplacian learning problem

Aiu=0, onV\S,
- (12.1)
u=f, on S,
can be transformed, via u := i — f, where
0, onV\S,
fi=19._ (12.2)
f, onS,

to the semihomogeneous Dirichlet problem
Au=-Af, onV\S,
u=0, onS.

The unique solution to this problem can be constructed in terms of a Green s
function [53, 54], which itself can be expressed in terms of equilibrium
measures [19, 188] (see also appendix B of [190]).

The Laplacian learning problem in (12.1) also has a variational formulation.

Lemma 12.1. Let u € V, then u is the unique solution of (12.1) if and only if

u € argmin |[Va|2 st dls =f. (12.3)
uey
Proof. For a proof, we refer to lemma 3.5.1 in [190]. O

Laplacian learning and variants (often using the Dirichlet energy as a regu-
larizer in a variational setting, inspired by (12.3)), have been applied in various
settings, for example in Zhou and Schoélkopf [206], Zhou et al. [204], and
Elmoataz et al. [74]. One generalization is the p-Laplacian learning problem
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(see [206]) which uses ||Vull}  in (12.3) instead of [ Vul|Z.”> However, when
there are many a priori unlabelled nodes (i.e., when |V'\ S| is large), there are
some drawbacks. In particular, for random geometric graphs built from point
clouds in R? it has been shown that when S| is fixed and p < d, solutions to the
limiting problem |V'\ S| — oo are relatively flat, except for spikes concentrated
around the a priori labelled points (see, e.g., [208]). When p > d, solutions
to the limiting problem do not exhibit this unwanted behaviour, assuming the
length scale in the edge weight function (which regulates the strength of the
connection between points in the point cloud based on their Euclidean dis-
tance) decreases slowly enough as |V\ S| — oo. For technical details, we refer
to Slepcev and Thorpe [179]; see also [4, section 7.2]. In Crook et al. [59] this
connection to the limiting problem is exploited to develop a new numerical
method for solving p-Laplacian learning. In Calder ef al. [44] this degeneracy
issue for p = 2 is related to the random walk interpretation of Laplace learn-
ing, in which u; equals the expected value of ﬁ, where j € S is the first node in
S that a random walk starting from node i hits.”® Also for p = 2, Calder and
Slepcev in [43] address this degeneracy issue by adapting the weights of edges
that connect to nodes (i.c., points in the point cloud) that are near to the a priori
labelled points.

When p = oo, co-Laplacian learning is also called Lipschitz learning, see
Kynget al. [123]. Various graph-to-continuum consistency results for Lipschitz
learning, as well as learning with the game-theoretic p-Laplacian from (3.14)
(or variants thereof) are established in, for example, Flores et al. [90] (for more
literature references, see section 3.5 of [190]).

In Weihs and Thorpe [198], fractional-Laplacian learning is studied (espe-
cially its consistency at the variational level; we refer to section 7.4 of [190]),
which is based on another variant of the graph Dirichlet energy:

<u’ Asu>Vv

with parameter s > 0 (and » = 0 in A).
Another variant is Poisson learning, which is suggested in [44] as a way to
avoid the degeneracy issue that we discussed earlier:

) M(f))
Mxs))’

Au = ys (f (12.4)

72 In fact, in various papers, for example Zhou and Schélkopf [206], the graph p-Laplacian from
(3.13) — which is the one derived from the graph p-Dirichlet energy — is not used, but rather
the p-Laplacian derived by discretizing the continuum p-Laplacian; see footnote 22.

73 For a brief overview of the connection between random walks and the graph Laplace equa-
tion, we refer to Van Gennip [188, Supplementary materials, section 2] and the references
therein.
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where fis as in (12.2). The choice » = 0 is made for the Laplacian A and mass
functional M. To select a unique solution, the constraint M(u) = 0 is imposed,
where this time 7 = 1 is chosen in M.”* As in the case of Laplace learning, to go
from the real-valued function u to labels, a (mass-conserving) thresholding step
is used. This is extended to multiple labels (see Section 11) and implemented
using a multiclass variant of the mass-conserving fidelity-forced graph MBO
scheme (version 2) from Section 8.3, which is named the Poisson MBO algo-
rithm in [44]. Indeed, in the two-class case we see that the stationary solution
to the diffusion step of this Poisson graph MBO scheme — namely to the mass-
conserving fidelity-forced diffusion step of the mass-conserving fidelity-forced
graph MBO scheme (version 2) — satisfies (12.4) with yg in the right-hand side
replaced by u with support equal to S.
Per [44, theorem 2.3], the equivalent variational formulation of (12.4) is”

M(f) ) v>
M(xs)]’

For an interpretation of Poisson learning in terms of random walks, we refer to

1
u € argmin §||Vv||§ - <)(S (f— st. M(v)=0.

vey

[44, theorem 2.1]. In appendix B of [190] we have a detailed look at solutions
of (12.4).

In the recent work of Thorpe and Wang [184] a robust certification against
adversarial attacks is proved for graph Laplace learning, that is, the classifica-
tion result remains unchanged if the data points (assumed to be embedded in
R™) are perturbed with some bounded perturbation. Work currently in prepar-
ation of Korolev et al. [122] studies Laplace learning in an infinite-dimensional
setting.

13 Conclusions

Using the tools discribed in Section 3, discretized variants of differential equa-
tions and variational models can be formulated on graphs. We have focused
mostly on the graph Ginzburg-Landau model and dynamics related to that
model, such as those described by the graph Allen—Cahn equation, the graph
MBO scheme, and graph mean curvature flow. In Section 12 we also had a look
at the graph Laplace equation and graph Poisson equation.

A common theme that unites these various models and equations, besides
being discretized versions of well-known continuum variational models and
PDEzs, is their application in machine learning and mathematical imaging.

74 For a brief discussion of a redefined Poisson learning which uses a consistent 7 and which
generalizes the Laplacian used to the two-parameter Laplacian AS-) from (3.7), see Budd [34].

75 To be consistent with [44], again we must choose = 0, except in the constraint M(v) = 0,
where r = 1.
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Besides containing extended versions of some of the sections from the cur-
rent book, the companion volume, [ 190], also contains a full chapter about these
applications in machine learning and imaging. It has another chapter dealing
with the numerical implementation of these methods, a chapter about the con-
nections between the graph Allen—Cahn equation, the graph MBO scheme, and
graph mean curvature flow, and a chapter about discrete-to-continuum limits
of graph-based models. Furthermore, it contains a, necessarily relatively brief,
overview of the continuum models from which the graph-based models are
derived, and a discussion of connections with other fields and open questions.

If this work is part of a snapshot of the current state of this very active math-
ematical field, then its companion is meant to be a fuller and broader overview.
While both works contain a literature overview that can suggest further dir-
ections to explore for the interested reader, the companion volume contains a
significantly more extensive bibliography to explore.
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