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Abstract
The spread of AI techniques has lead to its presence
in critical situations, with increasing performance
that can compromise on its understanding. Users
with no prior AI knowledge rely on these tech-
niques such as doctors or recruiters with a need for
transparency and comprehensibility of the mecha-
nisms. The advent of Explainable Artificial Intelli-
gence techniques responds to such issues with a di-
versity that has lead to the construction of a taxon-
omy for this domain. Notably, there is a distinction
between model-specific and model-agnostic tech-
niques. Rightly operational XAI technique should
go through an evaluation process. In this paper, we
investigate the different available tools and metrics
for the evaluation of XAI techniques to then assess
the evaluation quality of five state-of-the-art model
specific techniques: TCAV, SIDU, ACE, Net2Vec
and Concept Analysis with ILP. It has been con-
cluded that despite broad existing literature on eval-
uation methods, there is a lack of exhaustive as-
sessment of criteria and a lack of standardization in
regards of the evaluation of these model-specific-
techniques.

1 Introduction
Within Artificial Intelligence (AI), the exponential rise of dif-
ferent models has opened many opportunities for assistance
and automation. The growth of data resources comes hand
in hand with the omnipresence of AI systems, for example in
self-automated driving, in the medical sector and media [12]
[5] [20].

A great progress in performance is paralleled with an ur-
gent need to address issues such as transparency, trust and
accountability in case of harmful impact. Indeed, AI systems
might reflect unfair biases from data sets, for example in as-
sisted job interviews. Additionally, they might need to make
critical decisions in case of car accidents [5]. In general, the
black-box nature of AI models inhibits the access to crucial
information [20].

Explainable Artificial Intelligence (XAI) techniques have
been developed to tackle such issues [21] [2] [19], attracting
interest in research. The field of XAI is large with differ-
ent approaches with different intents. For example, there can
be a trade-off between the correctness of information and the
interpretability (the ability for a human to understand the in-
formation) [20]. The choice of which of the two to favor can
depend on the level of AI expertise of the user.

A taxonomy of the domain has been developed [5], spec-
ifying different types of XAI techniques. One of them dis-
tinguishes methods under the interpretability technique with
two fundamental categories: model-agnostic techniques and
model-specific techniques. The first type applies when the
technique could be used generally. The second category is
for techniques that are designed in focus of an AI technique
in particular, [20]. Due to a diversity of techniques and goals
falling under both categories, it is worthwhile to focus re-

search to one domain and evaluate the efficiency of different
techniques in respect of intended purposes.

Moreover, the field has developed with diverse application
domains, and explanations can be more specific for the sake
of better performance. Therefore, one might need to choose
between certain trade-offs depending on personal knowledge
or the desired performance of a surrogate model for explana-
tion. Surveyed evaluation criteria and metrics can be a useful
resource to guide experts in the process of techniques design
and improvement as well as guidance for non-expert users to
choose a suitable technique.

Current literature has already examples of surveys on the
evaluation methods and metrics. However, there seems to be
a gap in the research space regarding an investigation on the
evaluation of model-specific techniques.

This paper aims to explore and explain the means of evalu-
ation of efficiency and correctness for model-specific papers.
The first contribution is to make an investigation of the eval-
uation techniques of XAI in general, second contribution is
to compare the evaluation process of state-of-the-art model-
specific XAI techniques and highlight the similar and ne-
glected tools of evaluation. The following question is thus an-
swered “How are the proposed state-of-the art model-specific
techniques evaluated to show their efficiency and correctness
?”.

Section 2 of this paper presents the background literature
used and the approach of the research. We will first inves-
tigate the evaluation tools and metrics already enunciated in
the current literature, to build an exhaustive list of explanation
criteria and tools in Section 3. Then, in Section 4, we will
compare the evaluation process of five model-specific tech-
niques. Section 6 is a discussion about our findings with a
debate on the relations between the third and fourth section.
The final section suggests future work directions.

2 Background and Related Work
Our methodology will be the one of a literature review with
particular requirements from the background literature.

To assess explanation techniques, there is first a need to
rely on the clear formulation of criteria that correspond to ex-
planation goals of a technique. As the notion of explanaibility
is subjective and due to a diverse nature of contexts of ex-
planation depending on end users and the issue in question,
we might favor certain aspects of explanation over others [4].
For example, there would be a difference between one expla-
nation for AI experts, and one for users who are not AI ex-
perts. Doctors using a diagnosis AI assistance, need to benefit
from explanations to work on a specific medical task, whereas
AI experts such as designers might benefit from explanation
to perform debugging and improve the system. Thus, firstly,
metrics and criteria need to be investigated and characterized
with regards of the contribution to explanation objectives. In-
deed, we need to find why a particular metric is important
for the evaluation (i.e., how it contributes in the evaluation
process and to what extent). Then, we can find tools used
for such measurements and check if there are any formal or
theoretical approaches for evaluations.

The literature already provides some answers to these ques-



Technique Summary

TCAV [14]

Uses linear classification in any layer,
and directional derivatives to achieve
the quantification of the classification
sensitivity of a concept given by a user
through example samples.

SIDU [18]

Localizes entire entire object regions re-
sponsible for prediction. Applies to
CNN models by using convolutional
layer and mask generation.

ACE [1]

An automated use of TCAV. Takes im-
ages of same class as input and a trained
CNN to build image segments and clus-
ter them together. TCAV will compute
the importance score of the segments

Net2Vec [10]

Makes use of combination of filters
which responses can construct vectorial
embeddings to which semantic concepts
can be mapped to.

Concept Analy-
sis with ILP [13]

Derives symbolic knowledge in the in-
ner layers of a DNN model and uses an
ILP model to build explanation in the
form of first-order rules

Table 1: Five model-specific XAI methods

tions [17] [20] [4] [8]. The main sources used in this paper
offer a wide range of evaluation tools and criteria, but some-
times seem to lack consistency between each other, as some
terms and meanings are used interchangeably with differ-
ent implications, for example,, “stability” and “robustness”,
“faithfulness” and “fidelity”. Moreover, because criteria can
be homonymous with specific metrics of measurement, in this
paper we will refer to the term “metric” as both the specific
measurement tools (e.g Area Under Curve) and the desiderata
which measurements respond to (e.g. fidelity).

Also, papers don’t always provide examples of actual
quantifiable measurements used for all metrics. Our paper at-
tempts to address these issues of consistency and exhaustivity
by analysing, more specific papers, for example related to a
single criteria, such as in [3] or [22] as well as the different
existing surveys for comparison.

After the investigation that provides a general view on the
process of evaluation, we can collect state-of-the art model-
specific techniques papers and assess, with regards of the
first investigation part, each evaluation process. This assess-
ment leads to extract observations about the neglected tools
and other note-worthy information for discussion. Table 1.
presents a summary of the five chosen techniques.

3 XAI evaluation concepts
We are categorizing criteria and their metrics under the tax-
onomy of functionally grounded metrics, Human grounded
metrics and Application grounded metrics. Table 2. presents
a summary of the three main types of metrics. It is impor-
tant to note that other forms of distinction exist. For exam-
ple, distinction can depend on the nature of explanation, [4].
The explanation can stem from self-explanatory or surrogate

models, which we call model-based explanation. In case of
attribution of existing elements of the initial model, we can
refer to attribute-based explanation. If we use examples as
explanation, in case for example of counter-factual, we have
example-based explanations.

3.1 Functionally grounded metrics
Functionally grounded metrics use proxy based on properties
of explainability that can be directly measured by computa-
tion. Criteria tend to be focused on the correctness of the
explanation, in contrast with interpretability, which is not as
evident to automatically quantify. The evaluation of func-
tionally grounded metrics is usually less costly than the other
types of metrics.

Fidelity
An XAI technique is essentially an AI technique with its per-
ceivable information being substituted or supplemented. The
substituted or additional information can be more or less in
accordance with the initial material. It is primordial that an
explanation reflects reality, as there would be no use of an ex-
planation that is misleading. For example, in an image classi-
fication network, if an explanation highlights the importance
of certain regions of an image for its class prediction, it should
be the case that this region was important in the actual class
prediction to make the explanation sound and useful.

This congruity between explanations and reality is called
fidelity. In other words, fidelity can be designated as the re-
quirement of objects of explanations being fully incorporated
into the decision-making process. More generally, it is re-
ferred to as the accuracy of the explainer regarding the object
of explanation.

Swartout and Moore (1993) proposed that fidelity, under-
standability, and sufficiency were properties of good explana-
tions [1]. This is reflected in the literature as it is generally
part of the first metrics to be measured, sometimes the only
metric to be measured, [13].

Another synonymous term for fidelity is faithfulness. The
definition of fidelity and faithfulness can differ, and the terms
can be used interchangeably in the literature, or with a clear
distinction in [20] . Here, faithfulness can refer to feature im-
portance related explanations and fidelity to surrogate mod-
els, which is the case of the most popular model-agnostic
techniques, for example LIME.

High fidelity might come with some trade-offs. It can come
into discussion when comparing inherently explainable mod-
els and post-hoc explanations when a new model is created
to provide explanations to the first one. The latter one can
have better performances, leaving the initial model intact,
but might compromise on accuracy. The first one has undis-
torted, fully faithful explanation but can sacrifice on perfor-
mance, [9]. There is also a trade-off between interpretabil-
ity and faithfulness as a simpler explanation will omit certain
cases.

Fidelity is usually computed automatically. Since humans
tend to prefer simplified explanations, relying on a human-
grounded evaluation of explanation could lead to a lack of
transparency and performance for the sake of persuasiveness.



Task Subject Cost Evaluation metrics

Functionally-grounded Proxy Automated Lower Fidelity, Robustness, Correctness, Safety, Architec-
tural complexity, Expressiveness

Human-grounded Proxy Humans Higher
Simulatability, Trust, Preference, Comprehensibil-
ity, Time Efficiency, Amount of information, De-
buggability, Model Validation, Time Efficiency

Application-grounded Application Interactions Humans Highest Performance, Satisfaction, Persuasiveness, Human
Judgement, Novelty

Table 2: Taxonomy of the evaluation process with three categories: functionally, human and application grounded metrics. The task refers to
what is being directly assessed, Proxy meaning a mediate task that can assess a specific property of the technique. The subject refers to the
agent for the task.

[17]. Therefore, it is preferable to use computed evaluation
of fidelity.

In general, metrics for the measurement of fidelity are
quantifiable and can rely on using as signal the model be-
havior change. A case for evaluation are saliency methods.
Saliency methods highlight, by assigning scores, features that
are deemed as the most relevant in a classification. To verify
whether the scores reflect true importance, an approach could
be to monitor the model behaviors after strategical modifica-
tion of the input according to the explanations. IAUC, area
under the insertion curve, is a possible metric. Starting with
a reference input, constant value or blurred image, we insert
features in the order of relevance (from high to low) and mea-
sure the probability increase. The higher the surge at the be-
ginning, the higher the IAUC and thus the fidelity, [15].

Authors in [7] show a model-specific technique where we
can form clusters from data input instances, that essentially
derive explanation from the inner learning process of random
forests and evaluate the accuracy of instances inside clusters
with actual results.

Fidelity is often associated with completeness or cover-
age. They serves to measure the size of a high-fidelity subset,
how large is the range of validity. In other words, they mea-
sure the scope of the explanation, whether the XAI technique
managed to highlight relevant features exhaustively. They
can be seen as a generalization of fidelity. Another metrics
associated with fidelity is localization accuracy which can
be measured with the PG method, in the example of saliency
maps, by checking if highest score pixel lies in the ground-
truth area. [15].

Robustness
Robustness refers to the stability of the output, when small
changes are made in the input. In other words, a model is ro-
bust when similar inputs result in similar outputs, [20]. The
robustness of explanation shouldn’t be confused with robust-
ness of the prediction model which can assessed with safety
metrics, [4].

Concepts related to robustness can be identity, stability
and separability. Identity ensures that identical instances
give identical results whereas stability ensures that similar in-
stances give similar results. Lastly, separability asserts that
disparate explanations need to arise from disparate instances,
[11]. We will group them in this paper under the term robust-
ness

Robustness complements fidelity in terms of explanation
quality. David Melis and Tommi Jaakola argue for the im-
portance of assessing robustness for saliency methods that
are not invariant and are sensitive to the choice of reference
point. Also, it might be too optimistic to understand a com-
plex model with limited scope explanation on single points.
Thus, robustness contributes to a rigorous evaluation of the
explanation, [3]. Moreover, robustness ensures the resilience
of the model against attacks, e. g. adversarial attacks that
make non-perceivable changes to input, [18].

Assessing the robustness relies on making slight change
to the input of the model, such that the prediction doesn’t
change. We can then observe the discrepancy of the explana-
tion using calculus tools such as the notion of local Lipschitz
continuity, [3].

Correctness or accuracy
Another quantifiable performance related metrics is accu-
racy, which relates to the ability of the explanation model
to make correct predictions independently from the object of
explanation. This criterion can be fused to the correctness
of the explanation model. Not only this is required to en-
sure reliability and the trust of the user, but authors in [22]
have shown that classification accuracy is positively corre-
lated with explanation accuracy.

To measure accuracy one can for example simply take the
inverse of the weighted sum of the boolean values of the
equality between the prediction of the explanation model and
the true prediction, for all input. Authors in [16] refer to
this metric as Classification Accuracy. Furthermore, authors
in [22] (Section 2.2) Show a metric called k-accuracy in the
context of strings in the dataset.

Safety
Also called privacy. Measures the exposure of critical infor-
mation. An explanation shouldn’t unveil sensitive informa-
tion to anyone. No clear metrics for measurement could be
found in the literature, [20].

Architectural complexity
Architectural complexity quantifiably addresses the inter-
pretability of the system, i.e. how understandable is the ex-
planation for a user, as opposed to a focus on correctness
of explanation. This criterion can be assessed by directly
measurable properties of the explanator type, [8]. This of-
ten relates to size measures which goal is to approximate per-



ceived human-grounded complexity and favor more reliable
and compact model explanation.

Metrics can for example be the sparsity of linear models,
number of used input features, etc. In the case of decision
tree, it can include the depth of tree or the number/length of
rules. Some definition of explanability can be tied to simu-
latability, the ability for the user to make predictions when
given solely input and explanation of the model. With this
assumption, we can measure complexity based on the num-
ber of runtime operation counts, the number of arithmetic
and Boolean operations performed by the explainable model
when given an input by the target of explanation, [4].

This criterion can be further expanded by algorithmic
complexity, which relates to the theoretical complexity of the
algorithm used to produce the explanation, this refers to the
time to convergence to a solution, [20].

Expressiveness
Expressiveness is another interpretability related computable
criteria. We can measure the amount and density of informa-
tion perceived by the user and the level of details provided by
the explanator, a detailed explanation increases the chance to
understand what is going on.

There are different metrics at disposal:
-The number of expressible relations
-The depth of added information or the measure of infor-

mation units used per explanation
-The type of expressiveness of used rules. For example,

boolean or first-order logic, [20].

3.2 Human grounded metrics
Human grounded metrics is about involving human-subject,
experiments on proxy tasks for measurement. Domain ex-
perts are not required, and the target application is evaluated
in its essence even though the final application is not run to
avoid the need of experts and to save time. [14] [20]. Such
metrics are often used to measure more general concepts of
explainability, psychological ones for example the quality of
the mental model of the user.

Furthermore, a good explanation should confirm certain
desiderata of the AI model:

-Privacy as sensible in the data shouldn’t be exposed.
-Fairness should protect groups from discrimination and

unjustified biases. [6]

Simulatability or predictability
One evidence for the understanding of the user is his capac-
ity to simulate the behaviour of the explainable model. As
an experiment after explanation, humans could be presented
with an explanation and an input. Then, they are expected to
correctly determine the model’s output without knowledge of
the initial input of the given explanation, The assessment of
the accuracy of the user’s simulation can then be computed
using proxies of fidelity. [20]

A variant is counterfactual simulatability, [8] After be-
ing presented with an input, an output and an explanation,
they are presented a different desired output and are asked
what modification of the input must be done to change the
method’s prediction to the desired output.

Trust and Preference
The model explanation can be assessed by the appreciation of
the user through different criteria such as confidence or trust
and preference which are primordial for evaluation of XAI,
[4]. A good explanation should be preferred and trusted by
the user. Confidence and trust can be used interchangeably,
we will refer both as trust, the trust a user has on a given
explanation.

A rather simple way to assess preference is through a bi-
nary choice. The user must choose one preferred explanation
from a pair presented to him, [8]. In general, subjective ques-
tionnaires can be designed for users who can be asked after or
during task time to get subjective responses, [4]. It is noticed
for example that explanation of training data points influence
has a considerable effect on user trust. Those questionnaires
can also keep track of the degree of understanding over time,
where there can be different status of understanding charac-
terized in the process, which helps finding the necessary mea-
sures to complete the mental model. [20]

Comprehensibility
We need to be sure that the user can integrate and make sense
of the information provided.

Comprehensibility assessment usually relies on subjective
feedback and depends on the background of the user (vocab-
ulary, biases, ...). It is also possible to extract information
in an objective way, we can measure human metrics, such
as behavior and physiological signs. For example, the Blood
Volume Pulse (BVP) and Galvanic Skin Response (GSR) are
influenced by the explanation presentation. We can also quan-
tify response times and accurate decisions in decision making
processes, where both can indicate a more intuitive under-
standing of explanation. [4]. Moreover, we can assess the
quality of the mental model with the length of the user’s self-
explanation. [17]

Amount of information
Analogous to architecture complexity but assessed subjec-
tively by a user, [20]. An excessive amount of information
might impede on the interpretability.

Debuggability and model validation
Focused on a developer use case, debuggability and model
validation refers to the leverage that explanation provides to
improve the model. There is thus a clear notion of utility of
the explanation in contrast of trust, as we are not measuring a
subjective form of validation of the system, but we are assess-
ing the potential contribution, by the explanation, to further
advancements. This is especially helpful for designers. [4]

Downstream tasks (supervised tasks given to the user ben-
efiting from explanations) are possible to assess such utility.
For example:

- Given an incorrect model decision and corresponding ex-
planation, determine the reason the model made a mistake.

[6]

Time Efficiency
Time efficiency measures the time it takes for the user to con-
struct a viable mental model, as a an explanation shouldn’t
take too long to be understood. For measurement, we could



use tools for the assessment of simulatability tracked with
time.

This efficiency is critical in situations such as automated
driving applications or recommendations systems, where the
explanation needs to be assimilated in a limited time frame.
[20]

3.3 Application-grounded metrics
Application Grounded Metrics are metrics that can be mea-
sured in the context of the interaction of the user with the
intended final application after benefit of explanation. For
example, one might be interested in the performance of doc-
tors performing diagnoses, where assistance of an XAI is pro-
vided. [20] [8]

Performance of User-AI System
We can see the user and the AI system as members of a same
team than can improve its performance thanks to easier col-
laboration made possible with explanation. This can apply,
for example, for a doctor with a medical assistant system who
may benefit from explanations to correct the assistant in case
of errors and thus prevent wrong diagnoses, [20] [6].

We can directly measure the performances of the end-to-
end task while comparing two situations: one with the user-
AI assisted system with explanation and one without expla-
nation. Therefore, measurement of performance difference
directly attests the utility of explanation.

Specific metrics can be derived from the measure of per-
formance: ability to detect errors, accuracy, response time
needed, likelihood to deviate [4].

Satisfaction
We can implicitly measure the quality of explanation by ques-
tioning the satisfaction judgement of the user of the appli-
cation with explanation provided. This is can be done with
questionnaires, [4] [20].

Persuasiveness
Measures the ability of the explanation to push the user in a
certain direction. This is particularly useful in recommending
systems, where the goal is to direct the users toward certain
choices, [20].

Human judgement
Measures the level of appropriate trust in the decisions of
the system. A healthy human-machine implies that a user
should reject incorrect decisions proposed by the model and
accept correct decisions. [20] Brittany Davis, Maria Glenski,
William Sealy and Dustin Arendt [6] Propose a downstream
task where, given a series of inputs, users can make decisions
of agreement or disagreement with the model’s output. The
results are compared between a situation with explanation and
one without.

Novelty
An explainee can perform better when the tasks are less repet-
itive and when he feels less bored. This is achievable by a
subjective degree of information novelty, which can be re-
lated to satisfaction and efficiency [20]

4 Comparison of model-specific techniques
evaluation

We will now conduct an analysis of the evaluation of five
model-specific XAI techniques in regards of the metrics we
have just found earlier. This will provide us a basis of com-
parison and underline eventual neglects. We make a descrip-
tion of each method’s evaluation process and Table 3 pro-
vides a comparison between the techniques evaluations with
the functionally, human and application-grounded taxonomy.

4.1 TCAV
The first functionally grounded metrics relies on the estab-
lishment of a ground truth that will be used as the reference
for measurements of fidelity of TCAV (the paper uses the
terms ”accuracy” but that doesn’t apply to the definition of
this paper).

The experimenters train networks with labeled data of three
classes, zebra, cab and cucumber. For each corresponding
training sets, there will be a literal caption of the class, that
appears with a certain probability noise. For example for
a zero noise probability (p = 0), the caption will consist of
the word “cab”, for a half probability, there is a 50% percent
chance that this caption will be substituted with another ran-
dom word (e.g. “carrot”). Examples of such captions can
be found on Figure 1. The ground truth of the relevant con-
cept for each concept can be approximated by using testing
data with or without caption. We can thus deduce which of
the caption or the image itself has been more important in
classification, and evaluate the fidelity of the TCAV, with the
quantification of the sensitivity for each of the two concepts
(caption or image).

There is a human grounded evaluation based on a form of
simulatability of the approximation of the ground truth us-
ing saliency maps. Humans are presented saliency maps and
can rate the importance of image or caption on a 10 point-
scale. Users performed at best random in the perception of
the importance of the two concepts. The point is to demon-
strate that saliency maps, which is a fairly popular explana-
tion techniques, fails to highlight the relevance of a certain
concept (image or caption) in the classification process, in
contrast with TCAV.

There is a lack of application based evaluation although
the paper presented an application in medical diagnosis that
is useful.

Maybe a utility-performance based evaluation could have
been appropriate here.

4.2 SIDU
The evaluation encompasses functional, human and appli-
cation based metrics: Fidelity, Robustness, Simulatability
and Human Judgement. A comparison with two other pop-
ular model-specific methods (Grad-Cam and Rise) takes an
integral part of the evaluation process.

For fidelity, the correlation between model prediction and
visual explanation, there are two automatic causal metrics,
deletion and insertion. Respectively they apply to pixels of
an important saliency region in the decision process. Deletion
of pixels should force the model to change decision whereas



Technique Evaluation
Functionally-Grounded Human-Grounded Application-Grounded

TCAV [14] Fidelity. Simulatability. No evaluation.

SIDU [18]

Fidelity with causal tools of deletion and
insertion that are measured using AUC.
Robustness.

Simulatability, results are cross-
examined with other XAI techniques
using mathematical tools.

Human Judgement of
medical experts.

ACE [10]

Importance (can be understood as a form
of fidelity) using Smallest sufficient con-
cepts (SSC) or Smallest destroying con-
cepts (SDC)

Coherency (can be understood as a
form of comprehensibility).
Meaningfulness (can be understood as
a form of comprehensibility)

No evaluation

Net2Vec [1]
Fidelity using IoU (Intersection over
Union). No evaluation No evaluation

Concept
Analysis with
ILP [13]

Fidelity of concepts importance using IoU
metric and first-order rules explanations
using accuracy and F1 metrics No evaluation No evaluation

Table 3: Evaluation of 5 techniques

the model should quickly come to a correct decision with the
insertion of pixels. A concrete tool for this evaluation is the
AUC metrics for fidelity like the one described in section 3.1.
Concerning deletion, the area under the curve should drop
sharply as well as the predicted score.

There is functional evaluation of resilience, robustness
against Adversarial attacks. Adversarial attacks modify
source images towards different classification results with-
out any noticeable visual change. SIDU is evaluated against
a successful attack called Fast Gradient Sign Method which
adds slight noise. Similar as the process for human grounded
evaluation, eye tracking and XAI generated heatmaps are
compared, which results will be cross-examined between dif-
ferent XAI techniques. The decrease of performance with the
increase of adversarial noise can measure the extent of ro-
bustness. More simply it is also possible to measure the de-
viation of the saliency region with the increase of adversarial
noise.

Simulatability will be based on the approximation of a
ground-truth using eye-tracking of non-expert subjects.

The participants are shown random images and are asked
to determine the object class that is presented. The eye fixa-
tions when the participant looks at the image for recognizing
the object class will be immediately recorded. After collec-
tion, a heatmap is generated using Gaussian filter convolving,
ready for comparison with the corresponding XAI generated
heatmap. Finally, several statistical tools are used for cross-
examinations with the other XAI techniques such as Area Un-
der ROC Curve, Kullback-Leibler Divegence and Spearmans
Correlation Coefficient. Figure 2 Shows an example of such
heatmaps. This approach is effective but can be difficult and
expensive to implement on a larger scale. This can be under-
stood as a form of simulatability because we assess whether
a human subject can perform like the explanation technique.

Application grounded evaluation of human judgement re-

lies on the involvement of domain experts, ophthalmologists
get on the task of retinal fundus image quality assessment.
Experts will rely on their state-of-the art method to localize
the exact region for prediction of the retinal fundus image
quality and are presented with different samples with saliency
regions with no prior knowledge of the explanation technique
used. Thus, they will judge the explanation as good or bad,
which will be averaged and compared with another XAI tech-
nique (RISE).

4.3 ACE
For the evaluation process, the experimenters have defined
desiderata that apply specifically to a concept-based explana-
tion:

Meaningfulness: An example of a concept, should convey
a semantic meaning. Also, different individuals should rec-
ognize similar meanings to a concept. This can relate to the
notion of the Comprehensibility, a meaningful explanation
is understandable by improving the mental-model of user be-
cause he can connect computed concepts to subjectively con-
crete ones.

Coherency: Different examples of the same concept should
be perceptually similar and should differ from examples of
other concepts. We can relate it to the functional notion of
stability/robustness, with distinction that it relies on human
perception. Also, we can assume that the user will trust and
understand better explanations with better coherency. Thus,
we can consider it as a form of comprehensibility.

Importance: Concepts should be important. Their presence
is necessary for the prediction process. This can be under-
stood as a form of fidelity.

Experimenters use both quantifiable human-grounded and
functionally-grounded metrics to assess the desiderata. For
coherency, subjects participate in intruder detection experi-
ments as they are presented six images, five of the same con-



cept and one intruder. The images are either hand-labeled or
extracted from the ACE, for comparison. Users performed
on average better with discovered concepts than with hand-
labeled concepts (97% vs 99% correctness) which confirms
the coherence.

To evaluate meaningfulness, subjects are presented four
segments of the same concept and four random segments
from images of the same class, then are asked to choose the
most meaningful option. Furthermore, users are asked to de-
scribe the chosen concept with one word. Words from users
are compared to verify equality or synonymy of words. An
example of such a questionnaire can be seen on Figure 3.

To functionally quantify the importance of concepts, the
Smallest sufficient concepts(SSC) and Smallest destroying
concepts(SDC) metrics are employed. The first looks at the
smallest sufficient set of concepts for correct prediction, the
second at the smallest sufficient removal concepts for incor-
rect prediction. Measurement is straightforward as it requires
to check prediction results while adding/ removing discov-
ered concepts on a segment of standardized resolution.

4.4 Net2Vec
The evaluation first relies on better performance of fidelity
for discovering concepts and then on a demonstration of the
ability to build a powerful mean of comprehensibility based
on an understanding of the relations between concepts.

To measure the effectiveness of a filter or group of filters
to produce a segmentation a metrics called IoU(Intersection
over Union) is used. It computes the intersection over union
difference between segmentation masks produced by the filter
and the ground-truth segmentation masks.

Using this metric, it has been found that filters can reach
a four-fold improvement of IoU of single filters for simple
concepts such as color. It is also found that the number of
filters can result in saturation and sub-optimal results.

Finally, the paper demonstrates that, by learning the
weights of different filters, it is possible to derive a concep-
tual embeddings from visual data. Arithmetic can be built
upon and a distance formula can be derived to build a network
space of concepts and think of them in terms of similarity. It
is also possible to make vector operations and sum or sub-
tract concepts from one another and discover which concept
is closest to this concept. For example, “tree” minus “wood”
is closest to the concept of “plant”. All of this can reinforce
the desideratum of comprehensibility or trust but no rigor-
ous evaluation using, for example human subjects, has been
conducted.

4.5 Combining Concept Analysis with ILP
The evaluation process is quantified and functionally based,
it is based on the fidelity of the concept models and of the
symbolic explanations in relation with a ground truth.

Evaluation is conducted with three different architectures
and a generated dataset called as Picasso Dataset. This dataset
consists of human faces where the nose, eyes and mouth are
either rearranged or in the correct position, while setting the
rest of the face as a homogeneous skin tone. The positive
class consists of faces with correct disposition facial features,

the negative one of incorrectly disposed ones. Figure 4 Gives
a view of such samples.

For evaluation, the experimenters determine the best en-
sembled detection concept vectors for MOUTH, EYES and
NOSE concepts among layers. Training was made with seg-
mentation masks. The goal is to predict whether the kernel
window intersects with an instance of the concept at each ac-
tivation map pixel, with a certain threshold. This is the inter-
section encoding, implemented with convolution. Then, the
IoU metric is used, between intersection encoded masks and
detection masks, to quantify the relevance of an ensemble, in
addition with a cosine distance.

As for the logical explanations, some samples of the Pi-
casso data-set were used to train the ILP model (Aleph). First,
they use the masks of the samples drawn in the previous step
to extract the facial features information. They build the back-
ground knowledge and extract the spatial features between
the found parts. Aleph can thus induce a theory of logic rules
for a trained network. The fidelity of explanations is mea-
sured in relation with the initial black-box model, which bi-
nary outputs serve as ground-truth. The explanation rules for
each example are used as binary classification model. The
faithfulness of the later results is measured with Accuracy
and F1 metrics.

5 Discussion
There is a lack of standards regarding the evaluation process.
Terms can be used interchangeably to refer to the same thing,
e.g. accuracy and correctness, faithfulness and fidelity. This
is further confirmed by the evaluation of the ACE technique
that relies on the definition of new desiderata that can be un-
derstood in terms of faithfulness or simulatability.

Also, the majority of the examined evaluation of model-
specific techniques don’t seem to follow a rigorous and ex-
haustive procedure, several criteria have not been assessed.
Additionally, SIDU is the only technique where three differ-
ent forms of metrics are evaluated: functionally, human and
application grounded. SIDU is also the only paper that di-
rectly evaluates the robustness of the technique, in the con-
text of an adversarial attack. This is lacking in the four other
papers, an evaluation of the resilience of techniques towards
adversarial attacks is one of the main neglected aspect of eval-
uation, in particular in the form of the robustness and stability
criteria. There seems to be a lack of a more holistic approach
to the evaluation, papers are usually focused on one to three
main criteria.

Fidelity is the only criterium to be evaluated by the five
papers. The combined concept analysis and ILP evaluation
only focuses on faithfulness. Making sure that an explana-
tion is reflective of reality seems to be the main goal of ex-
planation techniques. The nature of the explanations that are
based on concept evaluation, visualisation and simple first-
order logic explanations are evocative and can make clear
mental-models. Thus, quality of explanation, comprehensi-
bility seem to be taken for granted.

In general the examined papers present a novel technique
for a certain type of explanation, in this case concept-based,
and how that explanation performs better in this particular



context, usually in comparison with other similar techniques.
The Net2Vec makes it clear by being more of a demonstration
of a technical ability than a quality of explanation that directly
relates to a user.

Finally, material obstacles to evaluation were discovered.
The SIDU paper [18] explains that conducting human and
application based evaluation is costly, it is therefore not al-
ways materially possible to conduct a thorough evaluation of
a technique. The description of a case application of the tech-
nique is not systematically mentioned with the exception of
TCAV and SIDU. This would an important aspect of the eval-
uation, as it gives context and reasons for the particular con-
ducted assessment and gives direction to the readers looking
for an explanation technique.

6 Future Work
Future work can be evaluations specialized in the appli-
cation and human-grounded evaluation of XAI on a variety
of techniques. This could be done in a bigger environment
of experimentation tat provides the means to face the costs
of evaluation requiring human subjects. So far, this cost has
prevented a proper evaluation of the user perceivable quality
of explanations.

Promising further research, might also focus on the eval-
uation of a specific metric in the evaluation of the compared
techniques. For example, experimenters who possess a rigor-
ous robustness evaluation method could provide a more com-
prehensive view of the techniques abilities.

Moreover, the new desiderata defined for the SIDU evalua-
tion, can be explored and their importance investigated. Then,
they could be applied to the evaluation of other techniques.

Also, the introduction of standards of evaluation as well as
proposals for protocols of evaluation can be promising. For
example, a paper could argue for a standard that requires both
fidelity and robustness to be evaluated while suggesting some
evaluation tools.

7 Conclusion
In this paper the different available tools and criteria for the
evaluation of XAI techniques have been investigated. Then,
the evaluation process of five state-of-the-art model specific
techniques is surveyed. It has been discovered that there is
usually a lack of rigorous and holistic assessment of metrics
in the evaluation, which can make fragile certification of the
explanation techniques. This is reinforced by the material
constraints that might face evaluation endeavours. Further-
more, a lack of standards can also be a factor, it also explains
the mixing between certain evaluation tools terms and their
meanings for explanation.

8 Responsible Research
The research conducted lays its foundation on a literature re-
view, that takes sources from recent scientific journals and
conferences about XAI, mainly from IEEE and arxiv. All the
information, summaries and implications that have been de-
rived are therefore reproducible and verifiable as one can look
at the citations. I have made my best effort to be honest and

faithful about the source material, and analyze diverse per-
spectives on the topic. However, there is still a subjective part
due to the diverse nature of surveys on evaluation methods as
well as a substantial part of the work that focuses on a com-
parison between the evaluation of five different techniques,
and a discussion about some neglected aspects. I have there-
fore made the best effort to be the closest to a scientific con-
sensus regarding the summary of the evaluation tools, adopt-
ing a taxonomy for the different evaluation tools that is the
most prevalent in the literature. Furthermore, I have tried to
be the most objective about the judgement of the evaluation
process of the five techniques, ensuring that my perspective is
grounded on a widely accepted framework of the evaluation
of XAI.
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9 Appendix

Figure 1: Examples of captions, for a ”cab” and ”cucumber” con-
cepts
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Figure 2: Heat maps resulting from eye-tracking and different
vizualisation explanation techniques

Figure 3: Example of questionnaire to measure meaningfulness

Figure 4: Left are positive class examples, facial features are dis-
posed normally. Right is negative
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