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Abstract
Within a year of its launch, ChatGPT has seen a surge in popularity. While many are drawn to its effectiveness and user-
friendly interface, ChatGPT also introduces moral concerns, such as the temptation to present generated text as one’s 
own. This led us to theorize that personality traits such as Machiavellianism and sensation-seeking may be predictive 
of ChatGPT usage. We launched two online questionnaires with 2000 respondents each, in September 2023 and March 
2024, respectively. In Questionnaire 1, 22% of respondents were students, and 54% were full-time employees; 32% indi-
cated they used ChatGPT at least weekly. Analysis of our ChatGPT Acceptance Scale revealed two factors, Effectiveness 
and Concerns, which correlated positively and negatively, respectively, with ChatGPT use frequency. A specific aspect 
of Machiavellianism (manipulation tactics) was found to predict ChatGPT usage. Questionnaire 2 was a replication of 
Questionnaire 1, with 21% students and 54% full-time employees, of which 43% indicated using ChatGPT weekly. In 
Questionnaire 2, more extensive personality scales were used. We found a moderate correlation between Machiavellian-
ism and ChatGPT usage (r = 0.22) and with an opportunistic attitude towards undisclosed use (r = 0.30), relationships that 
largely remained intact after controlling for gender, age, education level, and the respondents’ country. We conclude that 
covert use of ChatGPT is associated with darker personality traits, something that requires further attention.

Keywords  Technology acceptance · Machiavellianism · Generative text · AI ethics · Big Five Inventory

1  Introduction

ChatGPT was launched in late November 2022 and has seen an enormous increase in popularity, amassing over 100 mil-
lion users within a matter of months [41]. Key factors that explain the popularity of ChatGPT are the quality of its outputs 
and its user-friendly interface [68, 73, 74].

ChatGPT receives positive appraisal from its users. In Hungary, 86% of high school students had used ChatGPT daily 
or several times per week, with 69% agreeing that ChatGPT improved their understanding of complex concepts [28]. 
An analysis of tweets about ChatGPT revealed positive sentiments, especially regarding creative and entertainment 
tasks, language processing, and software development, with only a few tweets expressing concerns about misuse [84]. 
Choudhury and Shamszare [15] reported that ChatGPT is mostly used for information retrieval and entertainment, and 
showed a link between trust, intention to use, and actual use. More generally, Brauner et al. [7] evaluated the perceived 
impact of AI on society, with respondents viewing AI as unlikely to threaten their personal careers, and likely to drive 
economic growth.
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At the same time, several concerns about ChatGPT have been reported. These include fears of work disruptions and 
the prospect of generative AI surpassing human intelligence (e.g., [30, 50, 65, 70]). These concerns are not unique to 
ChatGPT but correspond with general literature on AI fears. For example, using their General Attitudes towards AI Scale 
(GAAIS), Schepman and Rodway [72] found positive views on AI in big data applications but negative views when AI is 
used for judgment tasks, such as counseling or selecting staff for employment. Kieslich et al. [48] introduced a Threats 
of AI questionnaire and applied it in three fictitious scenarios: medical treatment, recruitment, and creditworthiness 
assessments. Wang and Wang [89] and Li and Huang [54] identified various AI-related anxieties, including privacy, bias, 
job replacement, existential risks, and transparency, and showed that these anxieties were all positively correlated, 
reflecting a broader fear of AI. Sindermann et al. [75] introduced a short questionnaire to assess an Attitudes Toward AI 
(ATAI) scale and revealed two negatively correlated components: acceptance of AI (trust, benefit humankind) and fear 
of AI (fear, destroy humankind, cause job losses). This corresponds with the economic perspectives on AI, which state 
that AI can both augment jobs and replace jobs [83].

Apart from general AI anxiety, the undisclosed use among students and professionals raises various moral tensions 
[24, 58, 61, 66]. Fears of falsely accusing others of plagiarism and fears of being accused of using ChatGPT have been 
reported among teachers and students [11, 12, 33, 71]. Ibrahim et al. [42] and Chan and Lee [14] reported conflicts 
between optimistic attitudes among students and concerns about ChatGPT among teachers. Additionally, concerns 
exist over how ChatGPT collects personal data [35, 38, 91]. In summary, the advantages of ChatGPT are countered by 
moral dilemmas, with non-use or denial of use motivated by cheating concerns, exposure risks, or concerns about 
OpenAI’s ethics [10, 71].

The aforementioned moral dilemmas led us to postulate that ChatGPT usage may be predictable based on personality 
traits. Understanding how personality traits relate to (covert) AI use is relevant because it can unveil latent psychologi-
cal drives and inform the development of ethically guided technology policies. We posit that the tension that may exist 
between the recipients/readers of texts (such as the implicit expectation that ChatGPT usage must be disclosed) and 
the motivations of the sender/creator of texts (such as the wish to get work done effectively) is something that needs 
attention and must be exposed. We speculated that individuals who are more prone to sensation-seeking or have lower 
internal inhibitions, as well as those who exhibit dark traits similar to Machiavellianism, might be more inclined to use 
ChatGPT as they see it as a tool for covertly obtaining an edge in their study or work environments. We also expected 
that individuals with stronger neurotic tendencies may shy away from ChatGPT, being concerned about the potential 
consequences and moral implications of its use.

Various studies have previously linked personality traits to technology acceptance. Higher openness was found to 
be predictive of the use of video conferencing, while neuroticism corresponded with reduced performance expecta-
tions [52]. In another study, extraversion and agreeableness correlated with the intent to use new software [81]. Kaya 
et al. [47] found that those with higher openness exhibited a more positive attitude towards AI, while a more positive 
personality across all BFI items was associated with more forgiving attitudes towards the negative aspects of AI. In the 
U.S., fears about AI, such as cyber-terrorism and job replacement, were found to be associated with unemployment and 
other anxieties [59]. Also, exposure to science fiction media has been linked to fear of robots and AI, along with fears 
of loneliness and unemployment [55]. Additionally, narcissism was associated with seeing technology as useful in the 
workplace, potentially as a means to achieve personal goals or status [3].

In summary, while research exists that links personality traits to technology acceptance, the outcomes are diverse and 
not specifically concerned with ChatGPT. One exception is Li [53], who linked intellectual humility with positive attitudes 
towards ChatGPT; the author suggested that humility might influence openness to new experiences like using ChatGPT. 
Moreover, a questionnaire study among 283 students by Greitemeyer and Kastenmüller [34], conducted in February 
2023 at a university in Austria, showed that narcissism, Machiavellianism, and psychopathy were positively correlated 
with the intention to use chatbot-generated texts for academic cheating. The trait conscientiousness, and especially 
honesty-humility, showed a negative correlation with the intention to use.

To gain deeper insights into the relationship between ChatGPT usage, ChatGPT acceptance, and personality, we 
administered a questionnaire to 2000 respondents. The questionnaire measured the frequency of ChatGPT usage and 
included a ChatGPT Acceptance Scale. In a broad sense, this encompassed a positive dimension of utility and trust in 
the tool, as well as a dimension of concern, in line with the attitude towards AI scale by Sindermann et al. [75]. Addition-
ally, our questionnaire included 17 items that measured personality traits and included scales to ascertain the extent 
of the respondents’ beliefs in machine capabilities and propensity to trust machines in general. The addition of trust as 
a predictor is important because trust in technology is seen as a key factor in predicting the extent of its use, including 
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whether it is underutilized or overrelied upon [25, 39, 62, 64]. In a follow-up questionnaire conducted six months later, 
again with 2000 respondents, we aimed to replicate the findings with more elaborate personality items, including a 
9-item Machiavellianism scale and a 44-item Big Five Inventory (BFI).

2 � Questionnaire 1 (September 2023)

2.1 � Methods

The questionnaire was implemented using Qualtrics [67]. It was entitled “Acceptance of ChatGPT”, and its aim was 
described as follows: “to investigate how people feel about ChatGPT and technology in general. You will be asked to com-
plete a questionnaire with your views on ChatGPT, technology, and the capabilities of humans and machines. You will also 
answer several questions regarding your personality.” The respondents were informed that the questionnaire would take 
approximately 12 min of their time.

The questionnaire contained various general items, specifically: age (G1), gender (G2), education level (G3), and cur-
rent occupation (G4). The respondents were also asked about whether they had heard of ChatGPT (G5), and how often 
(G6) and for what types of tasks (G7, G8) they use it. Furthermore, they were asked to indicate several specifics of their 
use and experience, such as whether they used the paid version (G9), whether they used plugins (G10), what they think 
are strengths and weaknesses of ChatGPT (G11), and how frequently they use competing models such as Google’s Bard 
(G12). G8 and G11 were free-response items.

Additionally, the questionnaire included a custom 22-item ChatGPT Acceptance Scale (Table 1), consisting of five-
point items (Strongly disagree to Strongly agree). The 22 statements were presented in a random order per respondent. 
The corresponding introduction was as follows: “Please indicate your level of agreement with each statement about your 
experience with ChatGPT without its beta features. If you have no experience with ChatGPT, please provide an estimate based 
on how you think you would experience ChatGPT if you were to use it.”

Table 1   ChatGPT acceptance scale (Questionnaire 1)

No Item

CA1 I find ChatGPT useful for generating new texts.
CA2 I find ChatGPT useful for processing (summarizing, translating, checking, correcting) texts.
CA3 I find ChatGPT useful for answering questions.
CA4 I find ChatGPT useful for generating ideas.
CA5 I find ChatGPT useful for performing calculations.
CA6 I am of the opinion that ChatGPT generates texts that are of higher quality than texts written by an average person.
CA7 I would trust ChatGPT to provide accurate instructions on how to perform emergency chest compressions (CPR) on 

someone who is unresponsive.
CA8 I find ChatGPT a good solution for getting my work done more effectively.
CA9 I believe that ChatGPT makes many mistakes.
CA10 I find ChatGPT easy to use.
CA11 I find that it takes too long for ChatGPT to generate a response.
CA12 I find using ChatGPT enjoyable.
CA13 I find ChatGPT a pleasant tool to interact with.
CA14 I am smart enough to use ChatGPT effectively.
CA15 I am worried that the company behind ChatGPT will misuse my data.
CA16 I am worried that others will discover that I have used ChatGPT.
CA17 I am concerned about the developments of ChatGPT, and the potential updates that are coming.
CA18 I wish there was a ChatGPT ‘detector’ that conclusively determines whether a text has been generated by ChatGPT.
CA19 I use ChatGPT because my friends or colleagues do so as well.
CA20 Schools should make sure that students will not do their homework using ChatGPT.
CA21 I think the introduction of ChatGPT is a good development for society.
CA22 I believe that ChatGPT should be banned.
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The 22 items were constructed based on the premise that the popularity of ChatGPT can be attributed to perceived 
usefulness and satisfaction (CA1–13) [85], mirroring technology acceptance research [17, 87]. For CA1–5, the same topics 
were maintained as the response options in a previous item about ChatGPT usage (G7). Furthermore, reinforced by media 
attention regarding the dangers of AI [70] and privacy violations [38], we postulated that the use of ChatGPT might be 
adversely affected by concerns among individuals. These concerns could pertain to the misuse of data by OpenAI (CA15) 
or the apprehension of being identified as a user of ChatGPT (CA16), for which detectors might offer a solution (CA18). 
Concerns could also resonate at a broader societal level (CA17, CA21), leading respondents to have the opinion that the 
use of ChatGPT should be curtailed in schools (CA20) or altogether (CA22).

Additionally, respondents indicated whether they believed that humans surpass machines or whether machines 
surpass humans for 11 statements (F1–11; based on [21, 27]). Furthermore, our questionnaire included a Propensity to 
Trust Machines scale [60], consisting of six items, answered on a scale of Strongly disagree to Strongly agree (T1–6) (see 
Supplementary Material). Composite scores were computed for both scales by standardizing the item scores, and then 
averaging across the items.

Finally, respondents were asked about their level of agreement with respect to 17 personality-related statements 
(P1–17, see Table 2). The statements were introduced as “I see myself as someone who …” (as in [69]), from Strongly disa-
gree to Strongly agree. The 17 items were presented in a random order per respondent.

•	 P1 and P2 were taken from a 9-item Machiavellianism scale from the Short Dark Triad (SD3, [45]). These two items 
were selected because they described the individual’s own behavior, in contrast to the other items, which pertained 
to a Machiavellian’s interaction with others.

•	 P3–5 were taken from the short form of the Barratt Impulsiveness Scale (BIS-15) presented by Spinella [77]. The items 
were selected because they loaded highly on the three factors, i.e., motor impulsivity, non-planning impulsivity, and 
action impulsivity.

•	 P6 and P7 were part of the Brief Sensation Seeking Scale (BSSS, [40]). These two items were selected because they 
were previously found to have the highest item-total correlations [86].

•	 Finally, the 10-item short Big Five Inventory (BFI-10) from Rammstedt and John [69] was included (P8–17).

Respondents were required to respond to all questions. They were allowed to navigate back and forth in the ques-
tionnaire and edit their responses. On the final page, respondents were thanked for their participation and redirected 

Table 2   Personality items (Questionnaire 1)

(R) indicates that higher agreement corresponds to lower scores on the trait

No Item Trait Abbreviation

P1 likes to use clever manipulation to get my way Machiavellianism: Manipulation tactics M:MT
P2 makes sure my plans benefit myself, not others Machiavellianism: Planning M:P
P3 acts on impulse Motor impulsivity I:M
P4 plans for the future Non-planning impulsivity (R) I:NP(R)
P5 is restless at lectures or talks Attention impulsivity I:A
P6 likes to do frightening things Sensation seeking: Thrill and adventure seeking SS:TA
P7 would love to have new and exciting experiences, 

even if they are illegal
Sensation seeking: Disinhibition SS:D

P8 is reserved Extraversion (R) E(R)
P9 is generally trusting Agreeableness A
P10 tends to be lazy Conscientiousness (R) C(R)
P11 is relaxed, handles stress well Neuroticism (R) N(R)
P12 has few artistic interests Openness (R) O(R)
P13 is outgoing, sociable Extraversion E
P14 tends to find fault with others Agreeableness (R) A(R)
P15 does a thorough job Conscientiousness C
P16 gets nervous easily Neuroticism N
P17 has an active imagination Openness O
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to Prolific to receive their remuneration: “Thank you for taking part in this study. Please click the button below to be directed 
back to Prolific and register your submission.”

Respondents enrolled in the study through the Prolific platform (https://​www.​proli​fic.​co). No pre-screening criteria 
were applied. They were provided with a hyperlink to Qualtrics to complete the questionnaire. A total of 2000 respond-
ents completed the questionnaire on 11 September 2023, between 15:30 and 17:50 Central European Time. For items 
G1, G2, G4–12, CA1–21, and F1–11, results from 51 additional respondents were available from a pilot test conducted a 
day earlier. Each respondent received a remuneration of £1.80.

To uncover the latent structure of the ChatGPT Acceptance Scale, we applied maximum likelihood factor analysis. 
Because factors were correlated, oblique rotation was used [26], in the form of a Promax rotation [37]. Factor scores were 
calculated using the Thomson regression method [4]. The relationships between ChatGPT usage, ChatGPT Acceptance 
factor scores, personality items, and age, gender, and education level were described using Pearson product-moment 
correlation coefficients.

We follow the guidelines of Gignac and Szodorai [31], where correlations of 0.10, 0.20, and 0.30 are characterized 
as weak, moderate, and strong, respectively. Note that with a sample size of 1980, a correlation of 0.074 is statistically 
significantly different from 0 (p < 0.001). Regarding the relationships between ChatGPT usage and personality items, 
partial correlations were calculated as well, controlling for age, gender, education level, and nationality (defined as a 
respondent × country matrix with 0s and 1s indicating membership of the country).

2.2 � Results

Of the 2051 respondents, 76 responded “No” to the question “Have you ever heard of ChatGPT?” (G5) and were excluded, 
leaving a sample of 1975 respondents for further analysis. The 1975 respondents took, on average, 12.2 min to complete 
the questionnaire (SD: 6.9 min, median: 10.4 min). The respondents resided in 34 different countries. The country for 
5 respondents was unknown. The five most highly represented countries were South Africa (n = 517), the UK (n = 409), 
Portugal (n = 259), Poland (n = 216), and Italy (n = 115).

The responses to the general questions are shown in Table 3. The mean age of respondents was 32.0 years (SD: 10.8) 
(G1), and the sample comprised nearly equal numbers of males and females (G2). The majority of respondents (53.6%) 
reported being in full-time employment; 22.1% identified as students (G4).

Frequency of ChatGPT usage was moderate, with 954 out of the 1975 respondents (48.3%) indicating they used 
ChatGPT at least once every two weeks (G6). The respondents used ChatGPT for a range of tasks, primarily answering 
questions, but also for text processing and generating content. The use of ChatGPT for calculations was rare (10.1%), 
consistent with its lesser proficiency in such tasks [9]. A mere 4.4% of the respondents reported using the paid version 
(ChatGPT-4) (G9). The use of alternative chatbots, such as those from Microsoft and Google, was not pronounced either: 
63.4% of the respondents indicated that they never use similar models (G12).

For the question “Describe what you use ChatGPT for in a number of sentences” (G8), respondents indicated using ChatGPT 
for a variety of purposes, including generating creative content, academic assistance, professional writing, coding help, 
language learning, entertainment, research, task automation, business strategy, and personal uses like meal planning. 
Regarding the question “What are the strengths and weaknesses of ChatGPT?” (G11), the reported strengths included its 
efficiency in text generation, versatility, ease of use, and 24/7 availability. Its weaknesses included occasional inaccuracies, 
lack of up-to-date information, and concerns about data privacy and over-reliance, which may impact human creativity 
and critical thinking. The Supplementary Material provides a more detailed account of the responses to G8 and G11.

Table 4 shows the means and standard deviations for the items of the ChatGPT Acceptance Scale. Respondents found 
ChatGPT to be user-friendly (CA10–13) and beneficial for generating and reviewing text (CA1–4, CA8), but less adequate 
for calculations (CA5). Respondents believed that ChatGPT should not be prohibited (CA22) and regarded it as a positive 
development for society (CA21). However, respondents did express that misuse in school settings should be prevented 
(CA20). Concerns about misuse or potential repercussions from using the tool were not particularly high (CA15–17), and 
respondents expressed a desire for the existence of a ChatGPT detector (CA18).

The first five eigenvalues of the 22 × 22 correlation matrix of the ChatGPT Acceptance Scale were 7.50, 1.82, 1.39, 
1.15, and 0.87. Based on these eigenvalues, and our interpretation of the factor loadings, it was decided to extract two 
factors. The rotated factor loadings are shown in Table 4. Interpretation of these loadings led us to describe Factor 1 as 
‘Effectiveness’ and Factor 2 as ‘Concerns’. The scores of the two factors showed a negative intercorrelation, at r = − 0.34.

https://www.prolific.co
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Table 3   Responses to the general questions (Questionnaire 1, n = 1975 & Questionnaire 2, n = 1981)

Questionnaire 1 
(September 2023)

Questionnaire 2 
(March 2024)

G1 What is your age?
Numeric entry, accepting only numbers between 1 and 110 n % n %
18–27 years 872 44.2 863 43.6
28–37 years 640 32.4 657 33.2
38–47 years 247 12.5 248 12.5
48–57 years 146 7.4 124 6.3
58–67 years 54 2.7 72 3.6
68–77 years 14 0.7 17 0.9
78–87 years 2 0.1 0 0.0

G2 How do you describe yourself?
1: Male 950 48.1 959 48.4
0: Female 971 49.2 988 49.9
Non-binary/third gender 39 2.0 27 1.4
Prefer to self-describe (text entry) 5 0.3 2 0.1
I prefer not to respond 10 0.5 5 0.3

G3 What is the highest level of education you have completed?
1: Less than Primary 0 0.0 0 0.0
2: Primary 5 0.3 7 0.4
3: Some Secondary 10 0.5 16 0.8
4: Secondary 236 12.2 230 11.6
5: Vocational or Similar 154 8.0 139 7.0
6: Some University but no degree 328 17.0 329 16.6
7: University—Bachelor’s Degree 785 40.7 842 42.5
8: Graduate or professional degree (MA, MS, MBA, PhD, Law Degree, Medical Degree, etc) 397 20.6 405 20.4
I prefer not to respond 12 0.6 13 0.7

G4 What is your current occupation? (multiple answers possible)
Working full-time 1058 53.6 1065 53.8
Working part-time 341 17.3 320 16.2
Unemployed and looking for work 176 8.9 189 9.5
A homemaker or stay-at-home parent 48 2.4 47 2.4
Student 436 22.1 413 20.8
Retired 32 1.6 32 1.6
Other 52 2.6 55 2.8
I prefer not to respond 15 0.8 17 0.9

G6 How often do you use ChatGPT?
7: Every day 106 5.4 175 8.8
6: 4–6 days a week 151 7.6 246 12.4
5: 1–3 days a week 384 19.4 432 21.8
4: About once every 2 weeks 313 15.8 315 15.9
3: About once a month 236 11.9 234 11.8
2: Less than once a month 394 19.9 327 16.5
1: Never 387 19.6 248 12.5
I prefer not to respond 4 0.2 4 0.2

G7 What do you use ChatGPT for? (multiple answers possible)
To generate new texts 683 34.6 812 41.0
To process (summarizing, translating, checking, correcting) texts 705 35.7 838 42.3
To answer questions 981 49.7 1185 59.8
To brainstorm or generate ideas 796 40.8 947 47.8
To perform calculations 199 10.1 241 12.2
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Table 3   (continued)

Questionnaire 1 
(September 2023)

Questionnaire 2 
(March 2024)

For enjoyment 629 31.8 594 30.0
To perform specialized tasks (e.g., customer service, sorting emails, coding assistance) 350 17.7 418 21.1
I do not use ChatGPT at all 380 19.2 252 12.7
I prefer not to respond 5 0.3 2 0.1

G9 Do you use the paid version of ChatGPT (GPT-4)?
1: Yes 87 4.4 153 7.7
0: No 1870 94.7 1824 92.1
I prefer not to respond 18 0.9 4 0.2

G10 Have you ever used a beta feature (‘plugins’ or ‘advanced data analysis’) within the ChatGPT 
interface?

1: Yes 171 8.7 227 11.5
0: No 1788 90.5 1743 88.0
I prefer not to respond 16 0.8 11 0.6

G12 How often do you use similar models like Bing Chat and Google Bard?
7: Every day 35 1.8 48 2.4
6: 4–6 days a week 55 2.8 87 4.4
5: 1–3 days a week 110 5.6 213 10.8
4: About once every 2 weeks 109 5.5 176 8.9
3: About once a month 114 5.8 191 9.6
2: Less than once a month 288 14.6 303 15.3
1: Never 1252 63.4 961 48.5
I prefer not to respond 12 0.6 2 0.1

Table 4   Means, standard 
deviations (SD), and 
factor loadings for the 
ChatGPT Acceptance Scale 
(Questionnaire 1)

Factor loadings higher than 0.30 or lower than −  0.30 are marked in boldface (threshold of practical 
significance based on [36])

No Item Mean SD Effectiveness Concerns

CA1 Useful: generating text 3.79 0.95 0.71 − 0.05
CA2 Useful: processing text 3.89 0.95 0.72 0.01
CA3 Useful: Q&A 3.90 0.91 0.75 − 0.02
CA4 Useful: ideas 3.82 0.97 0.70 − 0.06
CA5 Useful: calculations 3.41 1.00 0.51 0.14
CA6 Quality text 3.10 1.13 0.51 − 0.04
CA7 Trust CPR 3.05 1.15 0.41 − 0.03
CA8 Getting work done 3.58 1.04 0.70 − 0.09
CA9 Makes mistakes 3.27 0.95 − 0.27 0.08
CA10 Easy to use 4.07 0.81 0.66 − 0.09
CA11 Takes long 2.22 0.91 − 0.16 0.29
CA12 Enjoyable 3.82 0.88 0.76 − 0.11
CA13 Pleasant 3.79 0.87 0.74 − 0.10
CA14 Smart enough 3.90 0.80 0.43 − 0.03
CA15 Worried data misuse 3.13 1.13 − 0.11 0.52
CA16 Worried discovered 2.17 1.09 0.27 0.36
CA17 Concerned developments 3.09 1.12 0.02 0.65
CA18 Detector wish 3.56 1.13 − 0.02 0.43
CA19 Use because of friends 2.48 1.13 0.36 0.16
CA20 Schools no homework 3.69 1.14 0.00 0.42
CA21 Good for society 3.53 1.00 0.51 − 0.36
CA22 Should be banned 1.94 0.98 − 0.30 0.55
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Table 5 shows the correlation coefficients among age (G1), gender (G2), education (G3), ChatGPT usage (G6), the Chat-
GPT factor scores (CA1–22), Machines Surpass Humans scores (F1–11) and Propensity to Trust Machines scores (T1–6).

Table 5 indicates the following:

•	 Older respondents were less inclined to use ChatGPT (G1 vs. G6: r = − 0.21).
•	 Older respondents attributed lower effectiveness and expressed more concerns about ChatGPT (r = − 0.26, r = 0.12).
•	 Males were slightly more frequent users than females (G2 vs. G6: r = 0.13).
•	 Males had fewer concerns about ChatGPT than females (r = 0.11).
•	 Correlations with educational level were generally weak, |r|< 0.10, with more highly educated respondents reporting 

higher use (G3 vs. G6: r = 0.07).
•	 The use of ChatGPT (G6) was moderately associated with Propensity to Trust Machines (r = 0.22)
•	 The use of ChatGPT (G6) was strongly associated with ChatGPT Effectiveness (r = 0.57) and ChatGPT Concerns 

(r = − 0.36).

With regard to personality, it was decided to present correlations with all 17 individual personality items due to the 
diversity of personality traits. The correlation coefficients, as shown in Table 6, are at their highest, only moderate. Use 
of ChatGPT (G6) seemed to be explainable by:

•	 Machiavellianism: Manipulation tactics (P1: r = 0.18),
•	 Low non-planning impulsivity, i.e., planning for the future (P4: r = 0.14),
•	 Sensation seeking tendencies (P6, P7: r = 0.12, r = 0.10), and
•	 Low neuroticism, manifested as being relaxed (P11: r = 0.11) or low nervousness (P16: r = − 0.08).

Our sample includes different national backgrounds, which risks aggregation bias, meaning that the obtained cor-
relations could be due to group differences rather than individual differences within groups. To illustrate, respondents 
from the UK had a higher mean age (39.9 years, n = 409) compared to those from South Africa (29.0 years, n = 517), but 
the former group was also less positive about ChatGPT’s Effectiveness, scoring nearly a full standard deviation lower 
(-0.51 for UK vs. 0.41 for South Africa). Another issue is that of confounding. For example, although sensation seeking 
(P6, P7) was predictive of ChatGPT usage (r = 0.12, r = 0.10), younger age, which involves with higher sensation seeking 
(r = − 0.17, r = − 0.17), was also predictive of ChatGPT usage (G1 vs. G6: r = − 0.21).

We computed partial correlations to isolate the influence of personality traits on ChatGPT usage from respondents’ 
age, gender, education, and country. The partial correlations, as shown in parentheses in the rightmost column of Table 6, 
were generally smaller compared to the raw correlations. Only two partial correlations were stronger than 0.10, namely 
Machiavellianism: Manipulation tactics (P1: rp = 0.12) and low non-planning impulsivity, i.e., planning for the future (P4: 
rp = 0.10).

Table 5   Means, standard deviations (SD), and correlation matrix among key variables (Questionnaire 1)

Variable Mean SD / n 1 2 3 4 5 6 7 8 9

1 Age (years) (G1) 32.03 10.78
2 Gender (0: female / 1: male) (G2) 0.49 971 / 950 − 0.03
3 Education (1 to 8) (G3) 6.47 1.30 0.05 − 0.08
4 ChatGPT usage (1 to 7) (G6) 3.40 1.82 − 0.21 0.13 0.07
5 Used beta feature (0: No / 1: Yes) (G10) 0.09 1788 / 171 − 0.05 0.05 0.02 0.24
6 Similar models use (1 to 7) (G12) 1.90 1.52 0.03 0.09 0.01 0.40 0.27
7 ChatGPT Effectiveness (CA1–22) 0.00 1.00 − 0.26 0.03 − 0.02 0.57 0.18 0.24
8 ChatGPT Concerns (CA1–22) 0.00 1.00 0.12 − 0.11 0.02 − 0.36 − 0.05 − 0.09 − 0.34
9 Machines Surpass Humans (F1–11) 0.00 1.00 0.04 0.05 0.06 0.07 − 0.01 0.01 0.18 − 0.15
10 Propensity to Trust Machines (T1–6) 0.00 1.00 − 0.11 0.10 0.01 0.22 0.08 0.07 0.45 − 0.41 0.26



Vol.:(0123456789)

Discover Psychology            (2024) 4:57  | https://doi.org/10.1007/s44202-024-00161-2	 Research

3 � Questionnaire 2 (March 2024)

3.1 � Methods

Questionnaire 1 has a number of limitations, namely: (1) the ChatGPT Acceptance Scale contained several items with 
low loadings (see Table 4), offering potential for creating an improved and shortened scale, (2) personality was meas-
ured with only a few items, which may limit reliability and validity, and (3) our hypotheses pertained to the covert and 
opportunistic use of ChatGPT, but this aspect of ChatGPT usage was not inquired about.

To address these limitations, Questionnaire 1 was repeated with the same recruitment criteria, but (1) with a shorter 
version of the ChatGPT Acceptance Scale, retaining items with high loadings (CA3, 8, 12, 15, 17, 22), (2) with a 44-item 
BFI instead of a 10-item version (BFI-44; [44]), and with all 9 items of the Machiavellianism scale of the Short Dark Triad 
[45], and (3) by including three custom items regarding the opportunistic use of ChatGPT, namely:

O1. I would consider using ChatGPT for tasks, assignments, or other obligations without disclosure if I believed it could 
significantly improve my output or efficiency.

O2. I have used ChatGPT to assist with tasks, assignments, or other obligations and did not disclose its use.
O3. Using ChatGPT for completing tasks or assignments in academic or professional settings without disclosure is 

acceptable.
The 9 items (CA3, 8, 12, 15, 17, 22, and O1 to O3) were presented in a random order per respondent.
Questionnaire 2 also included a commonly used item about loneliness (e.g., [32]), as we speculated that loneliness 

could be a predictor for the frequency with which one interacts with conversational AI tools such as ChatGPT. The spe-
cific question was: “How often do you feel lonely?”, to which respondents could respond 1 (Often/always), 2 (Some of the 
time), 3 (Occasionally), 4 (Hardly ever), or 5 (Never). This was reverse coded, so higher scores represent higher levels of 
loneliness. Furthermore, a test question was included: “What is 6 × 19?”, to verify whether respondents were attentive 
when filling out the questionnaire.

A total of 2001 respondents completed the questionnaire on 20 March 2024, between 16:19 and 18:40 Central Euro-
pean Time. Scores for Machiavellianism and for the five personality dimensions of the BFI-44 were determined by calculat-
ing the mean over the items (9 items for Machiavellianism, 10 for Openness, 9 for Conscientiousness, 8 for Extraversion, 

Table 6   Means, standard deviations (SD), and correlation coefficients between key variables and personality items (Questionnaire 1)

Partial correlation coefficients are shown in parentheses

No Item Trait Mean SD Age (G1) Gender (0: 
female, 1: male) 
(G2)

Education (G3) ChatGPT usage 
(G6) (partial)

P1 likes to use clever manipulation … M:MT 2.47 1.12 − 0.15 0.06 0.00 0.18 (0.12)
P2 makes sure my plans benefit myself … M:P 2.66 0.98 − 0.09 0.11 − 0.06 0.06 (0.03)
P3 acts on impulse I:M 2.76 1.06 − 0.09 − 0.04 − 0.04 0.09 (0.09)
P4 plans for the future I:NP(R) 3.91 0.87 − 0.02 − 0.12 0.13 0.14 (0.10)
P5 is restless at lectures or talks I:A 2.89 1.09 − 0.09 − 0.02 − 0.05 − 0.03 (0.00)
P6 likes to do frightening things SS:TA 2.43 1.09 − 0.17 0.12 0.00 0.12 (0.06)
P7 … love … new and exciting experiences … SS:D 2.61 1.18 − 0.17 0.17 − 0.01 0.10 (0.05)
P8 is reserved E(R) 3.65 1.03 − 0.11 0.06 − 0.08 0.02 (− 0.03)
P9 is generally trusting A 3.69 0.97 − 0.01 0.00 0.02 0.04 (0.06)
P10 tends to be lazy C(R) 3.06 1.15 − 0.29 0.09 − 0.08 0.01 (− 0.05)
P11 is relaxed, handles stress well N(R) 3.21 1.10 0.05 0.15 0.06 0.11 (0.06)
P12 has few artistic interests O(R) 2.86 1.24 − 0.14 0.05 − 0.05 0.13 (0.05)
P13 is outgoing, sociable E 3.12 1.15 0.02 − 0.04 0.09 0.09 (0.09)
P14 tends to find fault with others A(R) 2.73 1.05 − 0.05 0.03 − 0.10 − 0.04 (− 0.03)
P15 does a thorough job C 3.93 0.76 0.07 − 0.13 0.06 0.01 (0.01)
P16 gets nervous easily N 3.25 1.18 − 0.19 − 0.21 − 0.07 − 0.08 (− 0.07)
P17 has an active imagination O 4.00 0.91 − 0.06 − 0.04 0.00 0.08 (0.06)
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9 for Agreeableness, and 8 for Neuroticism). For the short ChatGPT Acceptance Scale, factor scores were calculated as in 
Questionnaire 1. For opportunism, a factor score was calculated after extracting one factor from the three items.

3.2 � Results

Of the 2001 respondents, 20 responded “No” to the question “Have you ever heard of ChatGPT?” (G5) and were excluded, 
leaving 1981 respondents for further analysis. The 1981 respondents took an average of 10.3 min to complete the 
questionnaire (SD: 6.8 min, median: 8.5 min). They resided in 33 different countries; the country for 2 respondents was 
unknown. The five most highly represented countries were South Africa (n = 441), the UK (n = 315), Portugal (n = 238), 
Poland (n = 186), and Italy (n = 112). In total, 208 out of 1981 respondents in Questionnaire 2 had also participated in 
Questionnaire 1.

Regarding the test question: “What is 6 × 19”, 1903 out of 1981 respondents (96.1%) gave the correct answer of 114, 
while 27 respondents answered 144, and 10 answered 104. Since a large portion of the respondents correctly answered 
the question (or attempted to do so), it was decided not to exclude any respondents. An advantage of this is that a com-
parison between Questionnaire 1 and Questionnaire 2 is reasonably possible.

Table 3 provides an overview of the demographics of the respondents of Questionnaire 2. The distribution of age (G1), 
gender (G2), education level (G3), and current occupation (G4) is highly similar between Questionnaire 1 and 2. However, 
the reported use of ChatGPT is different, with 13.0% using ChatGPT more than 4 days a week in Questionnaire 1 versus 
21.3% doing so in Questionnaire 2 (G6). Usage saw increases across all categories (Q7), except for use for enjoyment. 
There was also an increase in paid use, from 4.4% in Questionnaire 1 to 7.7% in Questionnaire 2 (Q9).

Table 7 shows the results for the short ChatGPT Acceptance Scale. Respondents found ChatGPT useful for getting 
work done (CA3) and for accomplishing tasks (CA8). On the scale of 1 (Strongly disagree) to 5 (Strongly agree), the mean 
response for CA8 in particular was higher in Questionnaire 2 (3.85) compared to Questionnaire 1 (3.58). Respondents 
were not overly concerned about data misuse (CA15) and were not of the opinion that ChatGPT should be banned (CA22).

Table 8 shows the results for ChatGPT Opportunism. Respondents were, on average, in moderate agreement with the 
statement that they would consider using ChatGPT for tasks without reporting this use (O1). Respondents also admitted 
to having already engaged in such use, with a mean score around the midpoint between Strongly disagree and Strongly 
agree (O2). However, respondents did not find such behavior acceptable, on average (O3).

Correlations between key variables, shown in Table 9, indicate that ChatGPT usage (G6) was negatively associated with 
age (G1: r = − 0.22), positively associated with ChatGPT Effectiveness (r = 0.59), and negatively with ChatGPT Concerns 
(r = − 0.31). Males were slightly more frequent users than females (G2 vs. G6: r = 0.10). These correlations are consistent 
with Questionnaire 1 (r = − 0.21, 0.57, and − 0.36, respectively). An opportunistic attitude towards ChatGPT (O1–3) was 

Table 7   Means, standard 
deviations (SD), and factor 
loadings for the short 
ChatGPT Acceptance Scale 
(Questionnaire 2)

Factor loadings higher than 0.30 or lower than −  0.30 are marked in boldface (threshold of practical 
significance based on [36])

No Item Mean SD Effectiveness Concerns

CA3 Useful: Q&A 3.96 0.91 0.76 0.00
CA8 Getting work done 3.85 0.90 0.79 − 0.01
CA12 Enjoyable 3.73 1.02 0.82 0.09
CA15 Worried data misuse 3.00 1.14 − 0.03 0.61
CA17 Concerned developments 3.04 1.14 0.14 0.82
CA22 Should be banned 1.82 0.93 − 0.35 0.44

Table 8   Means, standard 
deviations (SD), and factor 
loadings for the ChatGPT 
Opportunism (Questionnaire 
2)

Factor loadings higher than 0.30 or lower than −  0.30 are marked in boldface (threshold of practical 
significance based on [36])

No Item Mean SD Opportunism

O1 Consider undisclosed use 3.56 1.14 0.75
O2 Undisclosed use 3.04 1.35 0.72
O3 Acceptability of undisclosed use 2.80 1.22 0.67
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negatively associated with ChatGPT Concerns (r = − 0.29) and positively with ChatGPT Effectiveness (r = 0.57). Moreover, 
older respondents had a lower ChatGPT Opportunism score (r = − 0.21).

Table 10 shows the correlation coefficients between personality dimensions and loneliness versus ChatGPT usage (G6). 
ChatGPT usage was particularly associated with Machiavellianism (r = 0.22) and openness (r = 0.18), and negatively with 
neuroticism (r = − 0.09). Machiavellianism showed a moderate to strong correlation with an opportunistic attitude towards 
ChatGPT (r = 0.30), also after controlling for age, gender, education level, and the country of the respondent (rp = 0.25).

Figure 1 provides an overview of the associations between ChatGPT usage (G6) and age (G1), the Propensity to 
Trust Machines score (T1–6), Machiavellianism, and the two ChatGPT Acceptance Scale factor scores: Effectiveness and 
Concerns.

4 � Discussion

Following its release to the public in late 2022, ChatGPT has enjoyed a favorable reception [51, 76]. The worldwide popu-
larity of ChatGPT is undeniable, not only among students (e.g., [42, 43, 88]) but also among academics [6, 80], software 
engineers [1], communication instructors [12], and other individuals who process text or code as part of their jobs [8, 
13, 23]. Our results showed that ChatGPT was reasonably popular among our respondents as well, with 32% and 43% 
using it on a weekly basis in September 2023 and March 2024, respectively. The majority of respondents used the free 
version, with the use of the paid versions being relatively rare, although increasing from 4.4% to 7.7% within half a year. 
This trend may be driven by the fact that ChatGPT-4 delivers higher-quality output than ChatGPT-3.5 [9, 19, 63].

Although ChatGPT offers benefits, there exists a moral tension wherein some have labeled the use of ChatGPT as a 
form of cheating [82] or as gaining an unfair advantage with respect to others [16]. Ibrahim et al. [42] provided an illustra-
tion of this tension by showing that educators perceived the use of ChatGPT for assignments differently than students: 
While students largely see the potential and many intend to use it, educators are inclined to label its undisclosed use 

Table 9   Means, standard deviations (SD), and correlation matrix among key variables (Questionnaire 2)

Mean SD 1 2 3 4 5 6 7 8

1 Age (years) (G1) 32.17 10.97
2 Gender (0: female / 1: male) (G2) 0.49 968 / 948 − 0.01
3 Education (1 to 8) (G3) 6.50 1.29 0.01 − 0.06
4 ChatGPT usage (1 to 7) (G6) 3.91 1.85 − 0.22 0.10 0.11
5 Used beta feature (0: No / 1: Yes) (G10) 0.12 1743 / 227 − 0.06 0.07 0.05 0.27
6 Similar models usage (1 to 7) (G12) 2.41 1.75 − 0.04 0.16 0.05 0.49 0.32
7 ChatGPT Effectiveness (CA) 0.00 1.00 − 0.21 0.07 0.05 0.59 0.19 0.30
8 ChatGPT Concerns (CA) 0.00 1.00 0.07 − 0.08 0.01 − 0.31 − 0.05 − 0.13 − 0.47
9 ChatGPT Opportunism (O1–3) 0.00 1.00 − 0.21 0.07 0.01 0.46 0.17 0.22 0.57 − 0.29

Table 10   Means, standard deviations (SD), and correlation coefficients between key variables and personality constructs (Questionnaire 2)

Partial correlation coefficients are shown in parentheses

Trait Mean SD Age (G1) Gender (0: female, 
1: male) (G2)

Education (G3) ChatGPT usage 
(G6) (partial)

ChatGPT 
Opportunism 
(O1–3) (partial)

Machiavellianism 3.12 0.63 − 0.16 0.13 0.00 0.22 (0.14) 0.30 (0.25)
Openness 3.66 0.56 − 0.02 0.00 0.09 0.18 (0.12) 0.06 (0.03)
Conscientiousness 3.52 0.64 0.24 − 0.06 0.10 0.05 (0.06) − 0.06 (− 0.03)
Extraversion 2.86 0.73 0.05 − 0.03 0.08 0.11 (0.09) 0.09 (0.08)
Agreeableness 3.69 0.57 0.08 − 0.10 0.04 0.04 (0.04) − 0.01 (− 0.01)
Neuroticism 2.98 0.79 − 0.17 − 0.21 − 0.07 − 0.09 (– 0.05) − 0.04 (− 0.03)
Loneliness 3.02 1.08 − 0.26 − 0.05 − 0.03 0.05 (0.01) 0.05 (0.01)
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as plagiarism. The main objective of our research was to determine whether personality traits that may be indicative of 
‘bending the rules’, such as Machiavellianism, impulsivity, and sensation seeking, correlate with ChatGPT usage.

From our ChatGPT Acceptance Scale, we extracted two negatively correlating factors: Effectiveness and Concerns. 
These two factors are consistent with other questionnaires that identified both the potential and concerns associated with 
AI [72, 75]. The extraction of negatively correlating factors provides a more refined insight compared to other ChatGPT 
research which identified strong positive correlations between facets of acceptance, such as performance expectancy, 
effort expectancy, and social influence [29, 49, 56, 57, 79]. Such correlations may be due to common method variance 
and hard to statistically disentangle from each other (for a critique, see [22]). In our study, ChatGPT Effectiveness was 
strongly predictive of frequency of use (r = 0.57, r = 0.59 in Questionnaires 1 and 2), while ChatGPT Concerns were nega-
tively predictive (r = − 0.36; r = − 0.31). The negative correlation between ChatGPT usage and age (r = − 0.21; r = − 0.22) 
corresponds with findings from a research panel [92] and research on ChatGPT that used web tracking, which showed 
that older individuals use ChatGPT less frequently [46]. Additionally, we found a strong correlation between perceived 
effectiveness of ChatGPT and a general propensity to trust machines (r = 0.45). These findings illustrate the criterion valid-
ity of our ChatGPT Acceptance Scale and contribute to the broader nomological net of ChatGPT acceptance by linking 
it to user demographics, perceptions of effectiveness, and trust in technology.

Regarding the prediction of ChatGPT from personality traits, Questionnaire 1 yielded mixed results: After controlling 
for age, gender, educational level, and country, we found that one Machiavellianism item (manipulation tactics), as well 
as low non-planning impulsivity (i.e., planning for the future), were predictors (r > 0.10) of ChatGPT usage. Although, in 
line with our hypotheses, sensation seeking and low neuroticism scores were predictive of ChatGPT use, these relation-
ships were not robust enough to withstand statistical control for the above-mentioned confounders.

While the use of single items is not necessarily invalid and may, in fact, be preferred in certain instances [2, 5], we 
introduced more comprehensive personality scales in Questionnaire 2. Specifically, this questionnaire included a 9-item 
Machiavellianism scale along with a 44-item scale designed to measure the Big Five personality traits. From Question-
naire 2, it was particularly evident that Machiavellianism had predictive value for ChatGPT usage (r = 0.22) and for an 
opportunistic attitude towards ChatGPT (r = 0.30). These correlations indicate that respondents who indicate applying 
clever manipulation or strategic planning are more inclined to make clever use of ChatGPT, without disclosing this. Our 

Fig. 1   Means and surrounding 95% confidence intervals of self-reported ChatGPT usage (G6, where 1: Never, 2: Less than once a month, 3: 
About once a month, 4: About once every 2 weeks, 5: 1–3 days a week, 6: 4–6 days a week, 7: Every day) as a function of scores on eight vari-
ables from Questionnaire 1 (in black) and Questionnaire 2 (in blue). In each subfigure, the entire sample of respondents was divided into five 
subgroups. The numbers in gray are the sample sizes for the five subgroups
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results are consistent with Greitemeyer and Kastenmüller [34], who found positive associations between Dark Triad traits 
and the intention to use chatbots for cheating purposes.

The correlations between ChatGPT usage and personality traits are moderate in strength, which can be attributed to 
the generic and context-free nature of personality traits, in contrast to the ChatGPT Effectiveness and Concerns factor 
scores, which pertain to ChatGPT itself. Additionally, the correlations we have identified do not necessarily represent a 
causal relationship, wherein personality traits predispose one to the use of ChatGPT. It is conceivable that the direction 
of causality is reversed, where ChatGPT induces a sense of Machiavellianism. For example, using ChatGPT might reinforce 
the impression that one has gained an advantage over others.

A limitation of our study is its reliance on the Prolific population. Although Prolific is a highly regarded platform in terms 
of data quality (e.g., [78]), the usage of an online sample risks self-selection and demographic biases. Furthermore, it is still 
unknown how the observed national differences can be explained (see the Supplementary Material for the mean scores 
per country). For example, although it is possible that respondents from the UK were more negative about ChatGPT due 
to their higher mean age, other explanations could also be valid. One such explanation is that people in the UK, being 
more proficient in English, might benefit less from ChatGPT for tasks that require writing in English.

In conclusion, this research examined ChatGPT usage in relation to personality traits in a total sample of 3956 respond-
ents. Supported by our findings, we posit that there exist moral tensions associated with the use of ChatGPT, where 
more opportunistic individuals use the tool to their advantage. This phenomenon is also recognizable in the academic 
system, where texts are regularly submitted that are clearly ChatGPT-assisted without disclosure [20]. Knowledge of the 
personality characteristics underlying such behaviors can help understand how to work towards transparent solutions. 
With over 100 million users, ChatGPT has undoubtedly become deeply ingrained in our society, predominantly among 
the younger generation [18, 90]. We advise authorities—including legislators, employers, publishers, and educators—to 
become well-informed about the potential of ChatGPT and other large language models and address the identified moral 
concerns by means of clear policies.
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