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PROTEUS: A Physically Realistic
Contrast-Enhanced Ultrasound
Simulator—Part I: Numerical Methods

Nathan Blanken™, Baptiste Heiles™, Alina Kuliesh, Michel Versluis™, Member, IEEE, Kartik Jain*,
David Maresca™, and Guillaume Lajoinie™, Member, IEEE

Abstract—Ultrasound contrast agents (UCAs) have
been used as vascular reporters for the past 40 years. The
ability to enhance vascular features in ultrasound images
with engineered lipid-shelled microbubbles has enabled
breakthroughs such as the detection of tissue perfu-
sion or super-resolution imaging of the microvasculature.
However, advances in the field of contrast-enhanced
ultrasound are hindered by experimental variables that
are difficult to control in a laboratory setting, such
as complex vascular geometries, the lack of ground
truth, and tissue nonlinearities. In addition, the demand
for large datasets to train deep learning-based com-
putational ultrasound imaging methods calls for the
development of a simulation tool that can reproduce the
physics of ultrasound wave interactions with tissues and
microbubbles. Here, we introduce a physically realistic
contrast-enhanced ultrasound simulator (PROTEUS) con-
sisting of four interconnected modules that account for
blood flow dynamics in segmented vascular geometries,
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Modular, open-source simulator for contrast enhanced ultrasound

intravascular microbubble trajectories, ultrasound wave propagation, and nonlinear microbubble scattering. The first
part of this study describes the numerical methods that enabled this development. We demonstrate that PROTEUS
can generate contrast-enhanced radio-frequency (RF) data in various vascular architectures across the range of
medical ultrasound frequencies. PROTEUS offers a customizable framework to explore novel ideas in the field of
contrast-enhanced ultrasound imaging. It is released as an open-source tool for the scientific community.

Index Terms— Blood flow measurement, multiphysics simulation, nonlinear wave propagation, open-source software,

ultrasound contrast agents (UCAs), ultrasound imaging.
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[. INTRODUCTION

LTRASOUND is a cost-effective and safe clinical modal-
Uity used in daily practice to assess the anatomy and
function of organs. Patients with impaired vascular condi-
tions are often first diagnosed with ultrasound angiography
techniques. In recent years, ultrasound Doppler imaging has
become increasingly sensitive owing to the development of
ultrasound imaging at kilohertz frame rates [1], [2], [3].
However, Doppler-based approaches remain inherently limited
in terms of directional sensitivity, absolute flow quantification,
and contrast-to-noise ratio for small-velocity flows.

Blood echogenicity can be increased significantly with
intravascular ultrasound contrast agents (UCAs). Clinically
approved UCAs consist of polydisperse phospholipid-coated
microbubble suspensions with sizes (1-10 pm) similar to
those of red blood cells [4], [5]. Microbubbles can resonate,
provided that their size matches the transmitted ultrasound fre-
quency, which further enhances their echogenicity. In addition,
resonant microbubbles are also nonlinear scatterers even at
low acoustic pressure [6]. The nonlinear spectral content of
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Highlights

« PROTEUS is an open-source multiphysics simulator that can generate physically realistic RF data for contrast

ultrasound imaging.

« PROTEUS integrates computational fluid dynamics in real vasculature, nonlinear wave propagation, and nonlinear
microbubble physics in a user-friendly graphical user interface.

« PROTEUS provides a unique solution to accelerate the development of emerging ultrasound contrast imaging
techniques and to assess their performance quantitatively.

microbubble echoes, which can exhibit multiples and frac-
tions of the transmitted ultrasound frequency, is exploited
by ultrasound pulse sequences to image microbubbles with
high specificity in deep tissue to reveal the anatomy of the
vasculature or the perfusion degree of a lesion or organ [7],
(81, [9], [10], [11].

UCAs thus have a crucial role to play in the future of
diagnostic ultrasound and, more generally, in that of biomed-
ical diagnosis. In recent years, advances in contrast-enhanced
ultrasound have mostly followed three research directions.
The first involves improving contrast agents themselves, for
example, by controlling their size distribution [12], [13], [14]
or by modifying their shells [15], [16]. Another example
is that of so-called gas vesicles (GVs) [17]. These entirely
new contrast agents have recently been introduced as the
“green fluorescent protein (GFP) for ultrasound” and are being
developed as vascular reporters [18]. The second direction
concerns new imaging strategies. This involves developing
new pulse sequences to exploit nonlinear microbubble contrast
and reveal vascular information of interest with higher speci-
ficity [19], [20] or advanced postprocessing schemes such as
particle image velocimetry (PIV) analysis to enable vector flow
imaging (also referred to as echoPIV) [21], [22], [23], [24].
The third direction sets out to break the diffraction limit in
vascular imaging. By localizing individual microbubbles in the
circulation and reducing the size of their point spread functions
(PSFs) by an order of magnitude, ultrasound localization
microscopy (ULM) can resolve targets down to a 10-pm
resolution in two [25] and three dimensions [26].

The experimental development of contrast-enhanced ultra-
sound imaging techniques is time and resource-intensive.
It often remains difficult to get an objective account of in vivo
performance due to the lack of ground truth. Therefore, there
is a dire need for accurate simulation tools for hemodynamics,
acoustics, and microbubble behavior to benchmark the differ-
ent steps involved in these approaches. Furthermore, the suc-
cess of newer approaches based on machine learning depends
on the generation of realistic training data [27], [28], [29].

Several simulation tools have been developed to investigate
specific aspects of medical ultrasound imaging. To our knowl-
edge, there are two closed-source acoustic simulators: Field
IT (linear acoustics) [30], [31] and the Verasonics Vantage
Ultrasound Simulator (linear acoustics, Verasonics, Kirkland,
WA, USA), and five open-source acoustic simulators: k-Wave
(full nonlinear acoustics solver) [32], CREANUIS (nonlinear

acoustics via the angular spectrum method) [33], [34], SIMUS
(linear acoustics) [35], FLUST (linear interpolated) [36], and
mSOUND [37]. These tools have been used to simulate
contrast-enhanced ultrasound imaging data. Heiles et al. [38]
have used the Verasonics simulator in combination with a
Poiseuille flow model, disregarding nonlinear acoustics, non-
linear microbubble behavior, and realistic flow patterns. BUb-
ble Flow Field [39] can simulate the nonlinear microbubble
response with the Marmottant model and uses a simplified flow
representation (Hagen—Poiseuille model) but does not account
for nonlinear ultrasound propagation. While the model can
generate complex branching structures, these are not derived
from in vivo vasculature. Belgharbi et al. [40] use SIMUS and
complex in vivo vasculatures that are then reduced to a graph
representation. In their approach, flow is represented by a
Poiseuille parabolic profile and nonlinear ultrasound propaga-
tion as well as nonlinear microbubble scattering are neglected.
In order to advance contrast-enhanced ultrasound imaging,
there is a need for tools that can accurately simulate the output
of an ultrasound imaging transducer, account for ultrasound
wave propagation in three dimensions, and model nonlinear
microbubble scattering. In addition, an ideal contrast-enhanced
ultrasound simulation tool should reproduce physiological
blood flow conditions in realistic microvascular networks.
None of the tools developed to date fulfill these criteria.

Here, we introduce a physically realistic contrast-enhanced
ultrasound simulator (PROTEUS) consisting of four intercon-
nected modules. The first module is a lattice Boltzmann flow
solver to simulate blood flow in segmented vascular struc-
tures [41], [42]. The second is a microbubble trajectory module
to simulate the motion of microbubbles in the flow field. The
third is an acoustic module built on top of the wave propa-
gation simulation toolbox k-Wave [32] to simulate arbitrary
transducer arrays, ultrasound pulse sequences, and nonlinear
wave propagation. The fourth module is an ordinary differen-
tial equation (ODE) solver to simulate nonlinear microbubble
dynamics [43]. Together, these modules generate physically
realistic contrast-enhanced ultrasound radio-frequency (RF)
data that can be used to benchmark contrast-enhanced ultra-
sound imaging.

PROTEUS is an open-source MATLAB application
with a graphical user interface that is freely available
at https://github.com/PROTEUS-SIM/PROTEUS. For instruc-
tions on how to install and use the program, the reader is
referred to the documentation in the GitHub repository.

Authorized licensed use limited to: TU Delft Library. Downloaded on July 21,2025 at 09:55:26 UTC from IEEE Xplore. Restrictions apply.



850 IEEE TRANSACTIONS ON ULTRASONICS, FERROELECTRICS, AND FREQUENCY CONTROL, VOL. 72, NO. 7, JULY 2025

PROTEUS

Musubi flow solver

Fluid dynamics
module

Flow vector field

Microbubble
trajectory module

Microbubble
positions

Acoustic module

-

( Virtual transducer

( k-Wave

Radiofrequency
(RF) data

I Hemodynamics
[ ] Acoustics

I Microbubble dynamics

-

( Linear superposition

Microbubble
dynamics module

PROTEUS user interface

Fig. 1. PROTEUS simulator architecture. Four interconnected simu-
lation modules are used to capture the physics of contrast-enhanced
ultrasound and generated simulated contrast-enhanced ultrasound RF
data.

[I. MODULAR SIMULATOR ARCHITECTURE

Fig. 1 shows the connections between the four modules
of PROTEUS. The fluid dynamics module computes the
flow field in a selected vascular geometry. The microbubble
trajectory module processes the output of the fluid dynamics
module by computing intravascular microbubble trajectories
and outputs the microbubble positions for each transmit pulse
in a user-defined imaging sequence. The acoustic module
comprises a virtual transducer (an accurate representation of
a medical transducer as a set of discrete source and sensor
points), a propagation medium in which the vascular geom-
etry and the microbubbles are embedded, a nonlinear wave
propagation submodule (k-Wave [32]), and an optional linear
wave propagation submodule. The virtual transducer transmits
ultrasound waves into the medium, exciting the microbubbles
contained within. Subsequently, the microbubble dynamics
module computes the radial response of each microbubble
to the incident pressure wave. Finally, the acoustic module
computes the propagation of the microbubble echoes back to
the transducer surface and the virtual transducer converts the
pressure signals to RF data (voltage signals). This synthetic RF
data can then be beamformed to reconstruct ultrasound images.
The microbubble trajectory module, the acoustic module, and
the microbubble module can be controlled via a graphical user
interface that is provided with PROTEUS.

TABLE |
DETAILS OF THE PRESIMULATED FLOW DATA

Mean~ inflow Az At Mesh Smallest &
Case velocity, ) .~ Largest

o (cm/s) (um)  (us)  elements diameters
Renal
vasculature 1 60 40  20x10%  185/420 um
Brain
arteriole 0.5 128 10 68x108  3.7/14.2 um
Cylindrical
pipe 35 100 15  49x106 20/20 mm

The acoustic module includes two alternative pipelines to
compute the microbubble echoes. The numerical acoustic
simulation pipeline relies entirely on numerical simulations
to compute the wave propagation and accounts for both
microbubble—microbubble interactions and microbubble—tissue
interactions (scatter and attenuation). The semi-analytical
pipeline was designed to minimize the computation time
and computes microbubble-microbubble interactions and
microbubble scatter backpropagation with analytical solutions
to the wave equation assuming dissipative propagation in
a homogeneous medium. The underlying assumptions and
theoretical justification are provided in Sections V-C and V-D.

[1l. FLUID DYNAMICS MODULE

A. Musubi Implementation of the Lattice Boltzmann
Method

Fluid flow, when treated like a continuum, can be described
by the Navier—Stokes equations (NSEs)

3
ad 0 80,-]» N
Z(ou: z — Aouiu;) — 2| _ po = v
5 (pu;) + 2 [ij (pu,uj) o, ] pgi=0 (x, t)

ey

where x; and u; are the fluid displacement and velocity
components, respectively; p is the fluid density; g is the
gravitational acceleration; and o;; is the stress tensor. We have
employed the Einstein summation convention for conciseness.
For an incompressible flow, an additional condition for a
divergence-free velocity field is imposed

3
> % =0. )
j=1 "

PROTEUS employs the fluid dynamics module Musubi [41],
[42] for the simulation of hemodynamics in arbitrary anatom-
ical geometries. Musubi implements the lattice Boltzmann
method (LBM) for the numerical solution of the NSE. LBM
has its roots in the kinetic theory of gases and recovers
the NSE under continuum limits of low Mach and Knud-
sen numbers. Because of the explicit nature of the scheme,
the LBM scales flawlessly on massively parallel computing
architectures and has the distinct advantage of being able
to represent complex anatomical structures with relative ease
compared to finite element or finite volume methods [44].
LBM, due to its strict control of numerical viscosity, allows for
direct numerical simulations (DNSs) of physiological flows,
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Fig. 2. Precomputed fluid dynamics simulations. Top row: flow velocities. Bottom row: normalized pressures. (a) Rat renal vasculature branch. Flow
velocities and normalized pressure behind the vessel wall. (b) Mouse brain arteriole. Flow velocities and normalized pressure behind the vessel
wall. (c) Macroscopic cylindrical pipe. Flow velocities and normalized pressure on a diametric cross section.

eliminating the need for turbulence closure models. The LBM
is based on the mesoscopic representation of movement of
fictitious particles, which have discrete velocities and collide
and stream to relax toward a thermodynamic equilibrium.
Evolution of the particles over time is described by the lattice
Boltzmann equation with the Bhatnagar—Gross—Krook (BGK)
collision operator (£2)

fic+ At t+ A = fi(r, )+ Q@ 0) — fitr, 1) (3)

where f; represents the density distributions of particles mov-
ing with discrete velocity ¢; at a position r at time ¢. The
Cartesian grid elements in the LBM algorithm are referred to
as stencil, which contains an arrangement of discrete lattice
velocities used to approximate the fluid flow field within
a computational domain. The stencil represents the set of
discrete velocity vectors that are associated with each lattice
node or cell in the computational grid. The indices that
run from i = 1,..., Q denote the links per element, i.e.,
the discrete directions, depending on the chosen stencil. The
simulations within this contribution have been performed using
the D3Q19 stencil, while Musubi implements the D3Q27
stencil as well. Here, the numbers after D and Q refer to
the dimensions (3 in this case) and discrete velocity links
(19 in this case), respectively. The collision operator €2 defines
relaxation of various modes of the distribution functions f;
toward an equilibrium f;?

CY 2 . 2
fieqzwl-,o(l—i-cl u_u +lu) 4)

2 92 4
2 2c; 2

where w; are the weights assigned to each discrete link in order
to ensure that fieq satisfies isotropy, Galilean invariance, and
stability; and c¢g represents the lattice speed of sound, which
is proportional to the fluid velocity u. The time step in LBM
is coupled with the grid size by At ~ Ax? due to diffusive
scaling [45], which is employed to recover the incompressible
NSE. Details on the computation of macroscopic quantities
from LBM can be found elsewhere [46].

Musubi is a part of the end-to-end parallel simulation
framework Adaptable Poly Engineering Simulator (APES),
which is available at https://github.com/apes-suite. Musubi
leverages hybrid parallelization using the message-passing
interface (MPI) and open multiprocessing (OpenMP). It has
demonstrated excellent scalability on major supercomputers in
Germany, Japan, Switzerland, and The Netherlands [41], [47],
[48], which allows for accelerated simulations of physiologic
flows in complex geometries. Musubi has been extensively
validated against a number of standard test cases as well as
physiological applications [48], [49]. A surface mesh repre-
senting vascular geometries is used as a boundary to perform
flow computations. A volume mesh is created by the mesh
generator Seeder and computations are carried out on it using
Musubi. The inflow boundary condition can be prescribed as
either a stationary or pulsatile inflow.

B. Provided Vasculatures

PROTEUS comes with three predefined vasculatures. Alter-
natively, users can define their own vasculature and flow.
The exact procedure to do so is given in the README file
on GitHub (https://github.com/PROTEUS-SIM/PROTEUS,
Section “New geometries and flow simulations™). The first
vasculature included in PROTEUS is a preglomerular renal
arterial tree obtained from [50] While the original data pro-
vided by Nordsletten et al. [50] contain arterial and venous
trees, we included only a part of the arterial tree for simplicity.
The second vasculature is a penetrating arteriole in a mouse
brain, obtained from [51]. The third is a cylindrical pipe with
a 2-cm-diameter featuring Poiseuille flow. By inclusion of
the fluid dynamics module Musubi, PROTEUS also offers
the possibility to run new hemodynamic simulations, either
with the same vascular architectures but with different flow
boundary conditions or with any other vascular architecture
for which a surface mesh in STL format is available.
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Table I lists the inflow boundary conditions, spatial (Ax)
and temporal (At) resolutions, and the resulting number of
mesh elements for each of the three presimulated cases.

A zero-pressure condition is enforced at the outflow bound-
aries. Blood is described as a Newtonian fluid with a fixed den-
sity of 1056 kg/m® and a fixed kinematic viscosity of 3.27 x
1076 m?/s and is not affected by the presence of bubbles; we
do not explicitly model microbubbles as deformable particles
in this representation. For the Poiseuille flow in the pipe,
we validated the pressure and velocity computations against
analytical results. Extensive mesh convergence studies were
performed on the renal and brain vasculatures. The data pro-
vided with the module contains meshes with a converged accu-
racy of about second order with respect to the grid resolution.

In the examples presented in this article, we have executed
the simulations on 1024 CPU cores of the Snellius, a Dutch
national supercomputer. Simulating one physical second
required about 2.5, 1.2, and 2.2 h for the renal vasculature, the
brain arteriole, and the cylindrical pipe, respectively. It should
be noted that the Musubi LBM solver is based on the octree
mesh structure [41], [42], which is mapped into an unstruc-
tured mesh in VTK. Despite the fact that the LBM mesh
appears structured due to its Cartesian topology, the data struc-
tures behind it have a noncontiguous coordinate system, which
cannot leverage the structured VTK library (Visualization
Toolkit [52], legacy format). They are therefore stored in the
VTU format (Visualization Toolkit unstructured grid). Fig. 2
shows the velocity and pressure profiles in the three simulated
vascular architectures. PROTEUS allows users to import cus-
tom geometries and computational fluid dynamics simulations.
The procedure to do so is detailed in the GitHub of PROTEUS.

IV. MICROBUBBLE TRAJECTORY MODULE
A. Streamline Computation

The microbubble trajectory module uses the flow data
(VTU) from the fluid dynamics module to compute the
microbubble positions for each transmit pulse in a user-defined
imaging sequence. The VTU file is imported into MATLAB
using the MEX interface vtkToolbox [53]. Although we
designed PROTEUS to work with the flow solver Musubi,
any flow data in VTU format could be imported into the
microbubble trajectory module, provided that the volume mesh
has a Cartesian topology.

The transmit sequence is defined by the number of frames,
the frame rate, the pulsing scheme (Section V-A), and the time
between the pulses that constitute a frame. As the flow velocity
is typically much smaller than the speed of sound, we assume
that the microbubbles are stationary during transmission of a
pulse and the subsequent scattering.

We assume that microbubble trajectories are unaffected by
acoustic radiation forces such as Bjerknes forces [54], [55]
and the microbubbles follow the streamlines of the flow. The
streamlines are computed by integrating the flow velocity
using the MATLAB ODE23 solver. To ensure the accuracy, the
maximum integration time step was set to 2dyty/ugs, where
dyty 1is the cell size of the flow simulations and ugs is the
95th-percentile velocity. This upper bound limits the maximum

travel distance of a microbubble to two simulation cells
between time steps. In practice, the time steps are optimized
by the ODE solver itself, and this limit has been shown
to be sufficient by comparison to established algorithms;
our streamline integration method was validated against a
reference method implemented in the module PyVista [56].

During the entire imaging sequence, the number of
microbubbles Ny inside the vascular geometry is kept
constant. For the first acquisition, Ny microbubbles are
distributed randomly throughout the volume of the vascular
geometry. Next, the trajectories of these microbubbles are
computed. When a microbubble exits the vasculature at an
outlet boundary, the microbubble trajectory module creates a
new microbubble at a random position on the inlet surface and
propagates it from there [Fig. 3(a)].

B. Inlet Probability Density

The probability for a microbubble to enter through a specific
point on the inlet surface is a boundary condition that depends
on the details of the flow in the vessels outside the segmented
geometry. We therefore cannot provide a physically realistic
inlet distribution. Instead, PROTEUS provides a probability
distribution that ensures good coverage of the vascular geome-
try with microbubbles. This approach is useful for applications
such as ULM, in which it may take a long time to cover all
the branches with microbubbles.

We computed this density map by distributing a large
number of microbubbles randomly throughout the volume
of the vasculature and reversing the flow direction, thereby
backpropagating the microbubbles to the inlet. For the rat renal
vasculature, we homogeneously distributed 5000 microbubbles
throughout the volume of the vasculature and backpropagated
them for 10 s, corresponding to an imaging sequence of
5000 frames at 500 Hz. The number of microbubbles was
chosen as a compromise between simulation time and cov-
erage. A small fraction (less than 2%) of the microbubbles
did not reach the inlet within this integration time as the flow
in some branches was restricted [Fig. 2(a)]. The endpoints of
the microbubbles that reached the inlet were binned into the
cells of the volume mesh that constitute the inlet surface. The
resulting 2-D histogram was convolved with a 2-D Gaussian
convolution and normalized to yield a smooth probability
density map. Microbubbles can then be injected at arbitrary,
nondiscrete locations within this inlet. The inlet density map
for the rat renal vasculature is shown in Fig. 3(a). Similarly,
we have precomputed inlet density maps for the mouse brain
arteriole and the macroscopic straight pipe. Fig. 3(b) shows
the output of a microbubble trajectory simulation using the
precomputed inlet density map for the rat renal vasculature.

C. Microbubble Size Distribution

Each microbubble in the initial microbubble population is
assigned a random radius R, drawn from a size distribution
that can be arbitrarily defined (probability density as a function
of radius). Also, each new microbubble that is created at the
inlet when a microbubble exits through an outlet is assigned
a new random radius from the distribution.
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Fig. 3. Microbubble trajectory module. (a) Intravascular trajectories of 50 individual microbubbles originating from the inlet surface of the rat renal
vasculature. The dots on the inlet surface represent the centers of the computational cells that constitute the inlet surface. The size of the dots is
proportional to the probability that a new microbubble enters through this cell. The probability density within each cell is uniform. (b) Cumulative
microbubble positions of 15 microbubbles for 10 000 frames at a frame rate of 100 Hz. When a microbubble reaches an outlet of the vasculature,

a new microbubble is inserted at the inlet.

PROTEUS offers three predefined contrast agent types: 1)
the commercial contrast agent SonoVue' (Bracco Suisse SA,
Geneva, Switzerland), filled with sulfur hexafluoride; 2) the
preclinical contrast agent BR-14 (Bracco Research, Geneva,
Switzerland), filled with perfluorobutane; and 3) monodisperse
microbubbles produced using microfluidic techniques [12].
The size distributions of both SonoVue and BR-14 are mod-
eled with a fit to an experimental measurement of the size
distribution of BR-14 [57]

P = AR}e (5)

with ¢ = 2.19 pm~' and A a normalization factor [28].
The monodisperse distribution is approximated by a Gaussian
distribution of which the mean radius and the polydispersity
index (PDI, standard deviation radius divided by mean radius)
can be arbitrarily defined. Alternatively, the user can load a
custom size distribution.

The domain of the size distributions is restricted to radii
ranging from 0.5 to 6 pm because microbubbles outside that
range typically represent only a negligible fraction, whereas
simulating their response with the microbubble trajectory mod-
ule (Section VI) takes an impractically long time. Moreover,
few studies provide insight into the physics of the lipid shells
of microbubbles outside that range.

V. AcousTic MODULE
A. Virtual Transducer

We emulate commercially available transducer arrays based
on experimental characterization. The characterization com-
prises two parts: 1) determination of the transmit and receive
impulse responses and 2) pressure field matching by elevation
focus and amplitude tuning. The pressure response of the
transducer pr(f) to any input voltage signal Vr(¢) can be
computed by convolution with the transmit impulse response

IRegistered trademark.

hr(t)
pr(t) = hr(t) * Vo (). (6)

Similarly, the voltage response Vg(#) to an incoming pressure
wave pgr(t) is computed by convolution with the receive
impulse response hg (1)

VR(t) = hr(t) * pr(1). (7

The two-way impulse response is htr = ht * hg. PROTEUS
currently supports the definition of arbitrary 1-D and 2-D
arrays where all elements have the same in-plane orientation.
These include linear arrays and phased arrays. The effect of
the transducer lens is modeled by applying delays along the
length of the transducer elements

T = (/ L/ + 2=y + fg) / o ®

where L is the length of the transducer elements, f. is the
elevation focal length, y is the spatial coordinate along the
length of the transducer elements, and ¢ is the speed of sound.
Here, we demonstrate the characterization and modeling of a
P4-1 transducer (Philips ATL).

To measure the transmit impulse response, we connected
the transducer to a Vantage 256 system (Verasonics, Kirkland,
WA, USA) and drove it with an approximation of a Dirac
delta pulse (12-ns, 30-V rectangular pulse). With a fiber-optic
needle hydrophone (Precision Acoustics, Dorchester, U.K.)
positioned close to the elevation focus, we recorded the
output pressure. We applied an asymmetric, cosine tapered
window to eliminate a 3.3-MHz hydrophone resonance tail
and to ensure a smooth transition to zero at the start and end
of the signal [Fig. 4(a)]. To determine the receive impulse
response, we first measured the two-way impulse response
by placing a metal reflector halfway between the transducer
and its elevation focus to maximize the received signal ampli-
tude [58], [59]. We applied another asymmetric, cosine tapered
window to eliminate reflections resulting from reverberations
within the metal plate and to ensure a smooth transition to
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Fig. 4. (a) Impulse response of the P4-1 transducer in transmit measured using an optical hydrophone. (b) Impulse response of the P4-1 transducer
in transmit-receive (i.e., two-way) measured using the reflection from a steel plate. The windows in (b) and (c) are applied to remove noise and
secondary reflections. ADCL stands for analog-to-digital converter levels. (c) Fourier transform of the impulses responses in (a) and (b). (d) Scaled
transmit and receive impulse responses implemented in the simulator. (e) Measured and (f) simulated elevation profiles of the pressure field
generated by the P4-1 transducer. (g) Measured and (h) simulated pressure field generated by the P4-1 transducer in the imaging plane.

zero [Fig. 4(b)]. To eliminate any second-harmonic genera-
tion caused by nonlinear propagation through the medium,
we repeated the procedure with a negative-polarity driving
pulse and subtracted the results. We then determined the
receive impulse response hg through division in the Fourier
domain. Since htr(t) = ht(t) * hr(t), we have Hrr(f) =
Hr(f)Hr(f), where Hy(f), Hr(f), and Hrr(f) denote the
transmit, receive, and two-way transfer functions, respec-
tively (i.e., the Fourier transforms of the respective impulse
responses). As a regularization method, we multiplied the ratio
Hrr(f)/Hr(f) with a cosine tapered window to suppress the
sections of the frequency domain with a poor signal-to-noise
ratio before conversion back to the time domain [Fig. 4(c)].
Fig. 4(d) shows the resulting receive impulse response.

The transducer source in the simulations is defined as a
velocity source at the transducer surface with velocity u, (¢).
For a 1-D plane wave, the relation between particle velocity
u,(¢t) and pressure pr(t) is pr(t) = pocou,(t), where py and
co are the average density and the average speed of sound of
the medium, respectively. Although this relation is not true for
3-D waves, we can assume it to be true locally at the transducer
surface. Furthermore, we assume that the pressure measured
near the elevation focus is proportional to the pressure pr(¢) at
the transducer surface. In addition to the unknown amplitude
proportionality factor, the location of the elevation focus of
the transducer is not precisely known. To determine these
parameters, we took two orthogonal, 2-D scans of the transmit

field with a fiber-optic needle hydrophone mounted on a
three-axis translation stage [see Fig. 4(e) and (g)]. Next, the
transmit impulse response amplitude and the elevation focus
were tuned iteratively until reaching an on-axis root-mean-
square difference between simulation and experiment of less
than 7% of the maximum amplitude, which is about the noise
level in the experimental pressure map [see Fig. 4(f) and (h)].
Note that the impulse response and the elevation focus are
intrinsic properties of the transducer, which only need to be
determined once and do not need to be adjusted when using
other waveforms or beam profiles.

The wave transmit simulations rely on k-Wave simulations,
which are grid-based. To map the continuous transducer
surface onto the grid, the continuous source distribution is
convolved with a band-limited delta function. This procedure
is described in more detail in Section V-E.

The user interface of PROTEUS provides two preset trans-
mit voltage types: three-state and sinusoidal. These signal
types model switched and linear transmitters. The center
frequency and the number of cycles can be arbitrarily defined.
Alternatively, fully custom voltage signals can be loaded into
the user interface. The lateral focus, steer angle, and element
apodization (which can be positive and negative) can also be
modified to simulate a multitude of beam profiles.

In addition to single-pulse plane-wave imaging, PROTEUS
provides three multipulse schemes for nonlinear signal detec-
tion: single pulse (standard), pulse inversion (PI), amplitude
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modulation (AM), and amplitude-modulated pulse inversion
(AMP]) [11]. The AM and AMPI pulsing schemes are imple-
mented with checkerboard apertures, which are a common
technique used in practice to avoid the difficulties involved
in rapidly switching the transmit amplitude [11]. Although
PROTEUS does not provide predefined multiplane sequences
such as coherent compounding [60], these sequences can be
simulated by repeating a single-pulse simulation with the same
microbubble population, but with different transmit settings.

B. GPU-Accelerated Acoustic Simulation

The interaction of the transmit wave with the microbubbles
and microbubble-microbubble crosstalk (multiple scattering)
is simulated by iterative communication between the acoustic
module and the microbubble dynamics module (Section VI).
The acoustic module comprises two alternative pipelines to
compute the microbubble echoes (Fig. 5). The numerical
acoustic simulation pipeline relies entirely on numerical sim-
ulations to simulate the wave propagation (indicated by the
letter K in Fig. 5). The semi-analytical pipeline was designed
to minimize the computation time and relies both on numerical
simulations (K) and analytical solutions to the wave equation
(indicated by the letter L in Fig. 5). The numerical and the
semi-analytical pipelines will be detailed in Sections V-C
and V-D, respectively. In this section, we describe the common
functionality of the two pipelines.

During its first iteration, the acoustic module simu-
lates the wave propagation from the transducer into the
medium. To account for attenuation, nonlinear propagation,
and medium inhomogeneity, the acoustic module uses a
k-Wave simulation [32], [61] to compute the 3-D forward wave
propagation. Each of the microbubble positions computed with
the microbubble trajectory module is incorporated into the
medium as pressure sensors [top left block of Fig. 5(a)].

The propagation medium consists of a tissue in which
the vessel architecture is embedded. The tissue is defined
by the speed of sound (cp), the density (pp), a nonlinearity
parameter (B/A), and attenuation. The dependence of the
attenuation on frequency is modeled by a power law [62].
The graphical user interface of PROTEUS contains a list of
predefined tissues with properties extracted from literature:
generic soft tissue, fat tissue, kidney tissue, brain tissue, water,
and blood [63]. Alternatively, the graphical user interface
allows for custom definition of the tissue properties. The vessel
lumen can be filled with blood or water. Note that this choice
determines the acoustic properties but not the fluid dynamics
simulation (Section III) as the latter is external to the user
interface (Fig. 1). To embed the vascular geometry into the
k-Wave grid, the surface mesh (STL file) is converted to a
voxel representation using the MATLAB mesh voxelization
toolbox (File Exchange 27390), which uses a ray intersection
method [64]. In the user interface of PROTEUS, the vascular
geometry can be placed at an arbitrary distance from the
transducer with an arbitrary orientation.

In k-Wave, the maximum frequency supported by the com-
putational grid is given by the Nyquist sampling limit [61].
This limit can be expressed as fmax = nppw fo/2, Where fj is

the center frequency of the transmit waveform and np,y is
the number of grid points per wavelength A, with A the
wavelength at the center frequency. The number of grid points
per wavelength np,, can be set in the user interface. The
choice of nppy determines which higher harmonics (resulting
from nonlinear propagation or nonlinear microbubble behav-
ior) can be simulated. For example, the highest frequency in
the third harmonic is about 4 f; (3 fy center frequency and
fo margin for the bandwidth of the signal). To capture the
third harmonic, a grid spacing of A/8 should be specified.
Such a high resolution can result in large grids (~10% grid
points). To minimize the computation time, k-Wave provides
precompiled C++/CUDA code to run simulations on a GPU.
In Section VII-B, we analyze the computation times of
PROTEUS.

In order to mimic the speckle generated by tissue, the speed
of sound and the density of each grid point are modulated by
Gaussian random noise. The scattering strength of the tissue
can be adjusted by changing the standard deviation value of
this random noise in the user interface.

The pressure recorded by the microbubbles serves as input
to the microbubble dynamics module, which computes the
radial oscillations R(¢) of each individual microbubble. In the
next iteration of the acoustic module, the microbubbles act
as both pressure sensors and mass sources, which represent
the mass injection rate per unit volume [65]. Since the
microbubbles are much smaller than the wavelength of the
ultrasound, they can be considered as point sources. Therefore,
the mass injection rate of a microbubble is given by

Sm(r, 1) = pLV (1)8* (r) = 4mp R*RS* (v) 9)

where py is the density of the liquid in the vessel, V (¢) is the
rate of change of the microbubble volume, and the R® Dirac
delta 83(r) represents a point source distribution (r € R?).
This iteration can be repeated Njy times to account for
multiple scattering of order Njye. Multiple scattering is
neglected by setting Niyeer = O.

In the final k-Wave iteration, for both pipelines, the
microbubbles act as sources, and the transducer acts as a
sensor. In addition, in the numerical pipeline, the transducer
also acts as a source to compute the interaction between
the transmit wave and the tissue scatterers. By contrast, the
semi-analytical pipeline already computes the tissue scatter
during the first k-Wave iteration. The virtual transducer con-
verts the sensor data recorded by the transducer to RF data
[Fig. 5(a)] by applying lens delays (8), integrating over the
surface of the transducer elements, and convolving the pressure
signals with the receive impulse response (7).

For each next frame and each next pulse in the pulse
sequence, the microbubble positions are updated and the
acoustic simulation procedure is repeated, with the exception
of the transmit wave propagation simulations (one such simu-
lation for each pulse in the sequence). Since the microbubbles
do not act as sources in these first k-Wave iterations, the
computed field is independent of the microbubble positions.
Furthermore, the tissue is stationary. Therefore, the first itera-
tions only need to be run once if sensor points are placed at
all accumulated microbubble positions from all the frames.
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Fig. 5. Acoustic simulation pipeline. (a) Entire pipeline of the acoustic module. (b) Numerical pipeline. (c) Semi-analytical pipeline.

C. Numerical Pipeline

To capture the acoustic interaction of microbubble echoes
with heterogeneous tissue, the numerical pipeline uses
k-Wave simulations for each iteration of the acoustic mod-
ule. In k-Wave, point sources are approximated by voxel
sources or, more generally, by band-limited source distribu-
tions (Section V-E). This approximation is valid if the spacing
between sources and sensors is much larger than the grid spac-
ing. Since the mass injection rate defined in (9) is expressed
per unit volume, 8° must be substituted with (AxAyAz)~!,
where Ax, Ay, and Az represent the grid spacing in each
dimension (in PROTEUS, Ax = Ay = Az). The mass
injection rate for a voxel representation of a microbubble thus
becomes

oL oV 4mp R*(t) dR
AxAyAz 3t AxAyAz dt’
Since the source input structure in k-Wave for monopole
source distributions (source . p) is given in units of pressure,
the mass source distribution described by (10) must be
converted into a pressure source by rescaling as

Sm(t) = (10)

coAx
source.p = 5 SMm (11
where ¢ is the speed of sound at the source position.
In the k-Wave iterations that account for

microbubble-microbubble interaction [the for-loop block in
Fig. 5(b)], the microbubbles act as both sources and sensors.
However, the pressure recorded by a specific microbubble also
includes the pressure field generated by this microbubble itself.

This represents a nonphysical situation in which a microbubble
is driven by itself. We compute this self-sense pressure
component by running a small-domain k-Wave simulation only
including the microbubble under consideration. By limiting
the domain size of this simulation, we keep its contribution to
the overall simulation time to a minimum. After subtraction
of the self-sense pressure, the sensor data are fed into the
next iteration of the microbubble dynamics module.

Due to the high number of user-definable simulation param-
eters, the execution times of PROTEUS can vary greatly.
By inspection of Fig. 5(b), we obtain the following expression
for the total execution time T, for the numerical pipeline:

Tim = TkwNy Ny
+ NNy [Tws Nuis + Ninier (Tew Niy + Ty N, N
+ TMBNMB) +TkWNt3] (12)

where Tyw is the execution time of k-Wave per time step.
Approximately, Tyw scales linearly with the total number of
spatial grid points. N;, N, and N, are the number of time
steps for the successive k-Wave iterations. N, > N,, > N, as
the pressure wave needs to travel further in each next iteration.
TS is the execution time of a single small-domain k-Wave
run to compute the self-sense pressure. Ty is the execution
time required to compute a single microbubble response,
which depends on the parameters of the microbubble dynamics
module, such as the microbubble size, the driving frequency,
and the acoustic pressure. Ny is the number of frames and N,
is the number of pulses in the pulsing scheme. Note that the
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first term is not dependent on Ny as the first k-Wave iteration
only needs to be run once for each pulse in the pulsing scheme.

D. Semi-Analytical Pipeline

A major drawback of the numerical pipeline is its com-
putational cost. The simulation pipeline can be substantially
accelerated by making two approximations that allow for
the replacement of the majority of k-Wave simulations by
faster, linear superposition simulations [Fig. 5(c)]. The first
approximation is that the scattered waves propagate linearly,
which can be justified by the fact that the pressure amplitude of
microbubble scatter scales as Ry/r, rapidly dropping to values
several orders of magnitude lower than the pressure amplitude
of the transmit wave, typically within a few wavelengths. The
second approximation is to model the medium as a homo-
geneous medium for the propagation of the scattered waves
(neglecting microbubble-tissue interaction). In Section VII-C,
we explore the limits of this approximation. We can there-
fore use Green’s function approach to compute the pressure
scattered by the microbubbles, as demonstrated next.

Biological tissue exhibits a power law absorption a(w) =
apw”, with o the attenuation coefficient in Np(rad/s)™>-m™!
and o the angular frequency of the acoustic wave [62]. The
exponent y is typically in the range 1 < y < 1.5. Pressure
waves p in such power law media can be described by the
fractional differential equation

Y S PR S
¢t 912 cocos(my/2) ¥+t cos?(mwy/2) 9r¥
— S t) (13)

where ¢y is the (homogeneous) speed of sound in the
medium [66]. The Green’s function g(r,t) of this equation
is the response to an impulse input 8°(r)8(r) and can be
expressed with the temporal convolution [66]

8(t —r/co)
dmr
x F~exp(—aor (lw” +itan(ry /2)wlo "))} (14)

glr,1) =

which can alternatively be expressed as g(r,t) =
FY g(r, w)}, with the material transfer function
1 ,
g(r,w) = —exp(—aorla)ly — iwr/c(w)) (15)

dmr

where F~! denotes the inverse Fourier transform and c(w)
is the dispersion relation for power law media with even or
noninteger powers [62], [67]
1 '
—— = — +optan(wy/2)|w]’ . (16)
€o
A monopole source term can be expressed as S(r,t) =
dSm/0t, where Sy = oLV ()83 (r) is the mass injection
rate (9). Therefore, the field scattered by a microbubble can
be computed with the temporal convolution

p(r,t) = pLV(t)xg(rt) = oL F {F{V)}2(r, ). (17)

For lossless media («g = 0), (17) reduces to the well-known
equation for the scattered pressure of a bubble

pr,t) = g(RR‘—i—ﬂéz) *8(t —r/co). (18)

This equation is the same as the one presented by Keller and
Kolodner [68], except for a rapidly decaying near-field term
pL(R2R)?/4r*, which is not recovered because we represent
the microbubbles as point sources. To prevent waves from
reappearing at the other side of the time domain due to the
periodic nature of the discrete Fourier transform, we expand
the time domain by a factor of 2 before evaluating (17). The
procedure described above breaks down for y = 1 because
cos(ry/2) — O in the denominator in (13). Currently,
we simply disregard dispersion for this case, analogous to k-
Wave’s approach, by setting c(w) = cy. For applications for
which modeling dispersion accurately is crucial, the exponent
can be set to y > 1.1. Finally, for each sensor point r,,
we sum the pressure contributions from all microbubbles
(linear superposition)

P =D pLF {F{V ()} 8. )}
m#n

where V,,(¢) is the volumetric oscillation of microbubble m
and r,,, = |r, —r,| is the distance between source m and
sensor n. We refer to (15), (16), and (19) collectively as the
linear superposition module, indicated by L in Fig. 5(c).

For the transmitted waves, nonlinear propagation can typ-
ically not be neglected. Therefore, the first iteration in the
semi-analytical pipeline, such as for the numerical pipeline,
consists of a k-Wave simulation (indicated by the letter K in
Fig. 5). This first iteration is the only iteration in which we
include a heterogeneous medium to mimic tissue scatter. The
transducer must therefore also act as a sensor to capture the
tissue scatter. Since the first k-Wave iteration only needs to be
run once for all frames (Section V-B), its contribution to the
overall simulation time becomes negligible for a large number
of frames.

Propagation of the waves scattered by the microbubbles,
however, is computed using the linear superposition submod-
ule. Since the wave propagation from the transducer is not
included in L, the sensor data from the first iteration (K)
are added to the sensor data from L. Unlike the numerical
pipeline, the semi-analytical pipeline does not encounter the
issue of self-sense pressure, as m = n is excluded from the
sum in (19).

The time required to evaluate (19) is negligible compared to
the time required to compute the microbubble response. There-
fore, the terms in (12) containing Tyw, except the first one, can
simply be eliminated, yielding the following expression for the
total execution time for the semi-analytical pipeline:

Toim = Tiw Ny Np + NeNpNyvig Tvs (1 + Ninger)- (20

In addition to the increased simulation speed, the
semi-analytical pipeline has the added advantage that point
sources are not approximated by finite-size voxels. This allows
the microbubble sources and sensors to come arbitrarily close,
up to the point where the physics of the microbubble dynamics
breaks down [69].

19)
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Fig. 6. Placement of sensor points for the on-grid and off-grid microbub-
ble cases. Simulation with ten microbubbles and 1000 frames. (a) On
grid, single frame, ten sensor points. (b) On grid, microbubble positions
of all frames accumulated, 1614 sensor points. (c) Off grid, single frame,
7269 sensor points. (d) Off grid, microbubble positions of all frames
accumulated, 71707 sensor points. (e) Evaluated band-limited delta
function for an off-grid microbubble (on-grid along the out-of-page axis).

E. Implementation of Off-Grid Sources and Sensors

Confinement of sources and sensors to single grid points
results in staircase movement of the microbubbles across
multiple frames. This unrealistic representation of bubble
motion would be crippling for, e.g., super-resolution appli-
cations. Recently, a method has been presented to represent
an arbitrary, continuous distribution of sources and sensors on
a grid [70], which we have incorporated in our simulation
framework and which we will briefly describe here.

The method is based on the projection of the delta function
onto the band-limited space of the voxel grid. The 3-D delta
function 83 (r, &) centered at r = & is approximated by

3
b(r, &) = Hb(r(p)’ s(p))

p=1

2n

with
sin ( k4 (xZ) (_f(p)) )
b(x®, ) = i
. 87) NP (”(W*S“”) )

N® Ax(P)

(22)

where superscript (p) indicates the spatial dimension; N(”
is the grid size in dimension p; Ax® is the grid spacing in
dimension p; and x» and &£” are the vector components of
r and &, respectively. Here, ©(---) = tan(- - -) for even N»
and ® = sin(- - -) for odd N In (22), we have omitted terms
that vanish at the grid points [70].

A set of source points {§;} with i = 1,2,..., M can be
represented on the discrete grid by the sum

M
sj(0) =D Cib(r;. &)s(&:.1)

i=1

(23)

where s;(t) is the source signal for the jth grid point and
C; are quadrature weights [70]. In the case of microbubble
sources, C; = (AxAyAz)~! and s(&,,1) = oL Vi(1), with
V;(t) the volumetric oscillation of the ith microbubble (9).
Similarly, we use (23) to represent an arbitrarily shaped
transducer. To this end, we represent the transducer surface
by a discrete set of regularly spaced integration points &;.
In this case, C; = 1/A with A the surface area occupied by
one integration point in grid units, and s(&;, #) now represents
the velocity vector of the oscillating transducer surface at &;.
The same framework can be used to compute the pressure p
sensed by an arbitrarily distributed set of sensor points using
the equation

N

p(E.1) =D b(r;.&)p;(®)

j=1

(24)

where p;(t) is the pressure sensed by the jth grid point and
N is the number of grid points.

Because the band-limited delta function b(x, &) decays
rapidly to negligible values with distance from the point &,
its support can be truncated to reduce memory requirements.
Empirically, we determined that a support of 9 x 9 x 9 grid
points, centered at the grid point closest to &, gives sufficiently
accurate results. Fig. 6 shows the placement of sensor points
on the grid for a simulation with ten microbubbles for both
on-grid and off-grid cases. For a low microbubble count, the
9 x 9 x 9 clusters of sensor points are largely isolated and the
total number of sensor points scales linearly with the number
of microbubbles. When the microbubble count increases, the
number of shared sensor points increases and the total number
of sensor points saturates. Fig. 6(e) visualizes the evaluated
band-limited delta function for a microbubble that is midway
between grid points (2-D case).

VI. MICROBUBBLE DYNAMICS MODULE

The microbubble dynamics module is an updated version
of the solver presented in [28] and solves a Rayleigh—Plesset-
type equation [43] to compute the nonlinear radial response
R(t) of each microbubble to the local driving pressure P, (t)

RE+ 2R

o (ri+ )
B 20(Ro)1{ R\ ¥ 3K .
—[”“ R, }(R—) (I_ZR)

20 (R) 4[1,R 4isR
-~ kPO
where p is the density of the liquid surrounding the bubble,
Ry is the initial microbubble radius, Py = 1.013 x 10° Pa is
the ambient pressure, o (R) is the surface tension as a function

of the radius, « is the polytropic exponent of the gas, c| is the
speed of sound in the liquid, and «; is the dilational viscosity

— I (25)
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Fig. 7. Radial response of a microbubble in water. (a) Driving pressure
(input microbubble module), 1.7 MHz and 250 kPa. (b) Radial excursion
(output microbubble module) of a microbubble with an initial radius of
2.14 um. (c) Frequency spectra of the driving pressure and the radial
excursion of the microbubble.

of the shell [71]. The quantity u is the sum of the dynamic vis-
cosity of the liquid uis and a thermal damping parameter [ig,.

The initial microbubble radius Ry of each microbubble is
set by the microbubble trajectory module (Section IV-C). The
liquid properties pp. and cp are determined by the choice of
vascular liquid for the acoustic module (blood or water, see
Section V-B). Three options are provided to model o (R):
1) the Marmottant model for phospholipid-coated microbub-
bles [43], with its ad hoc parameters for shell elasticity and
corresponding buckling and rupture points; 2) a surface tension
curve from high-precision measurements by Segers et al. [71];
and 3) an arbitrary user-defined surface tension curve. The
parameters g and x are computed with a linear theory of
microbubble oscillations by Prosperetti [72] and depend on the
properties of both the liquid and the gas. Three gases are pre-
defined: hexafluoride, perfluorobutane, and perfluoropropane.
When monodisperse microbubbles or BR-14 are selected as
the contrast agent type (Section IV-C), the gas defaults to
perfluorobutane [57], [71]. When SonoVue is selected, the gas
defaults to sulfur hexafluoride [43].

The ODE (25) is solved with the MATLAB ODE45 solver.
The radial oscillations R(¢#) of each microbubble are then
converted to a mass source by multiplying the volumetric rate
of change V (r) by the density of the surrounding liquid pp:
Sm(r, 1) = pLV(1)83(r) = 47p . R2R8>(r). This mass source
is incorporated into the next iteration of the acoustic module.

Fig. 7 shows the radial excursion of a microbubble (Ry =
2.14 pum) in water in response to a 1.7-MHz, 250-kPa pressure
signal. For this demonstration, the experimentally measured
surface tension curve was used, pp = 1000 kg/m3, . =
1480 m/s, wyis = 1 mPa-s, k = 1, ug, = 0.23 mPa-s, and
ks = 8.3 x 1079 kgfs.

VIl. RESULTS
A. RF Data From a Microbubble Population

The final output of the entire simulation pipeline of PRO-
TEUS is RF element receive data (Fig. 1). Here, we show
the RF output of a simulation of 10° microbubbles (radius
2.14 pm, PDI 5%) positioned in the straight pipe model in
response to a long ultrasound pulse (plane-wave transmission,
8 cycles, 1.7-MHz, and 200-kPa peak negative pressure at the
transducer surface, unfocused wave) transmitted with the P4-1
transducer. The center of the pipe is located at 5.8 cm from

(@) (b) — Transmit pressure
0 — Receive signal
g
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© °
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Fig. 8. (a) Backscattered signal of a 10% microbubbles suspension

generated via the microbubble dynamics module. (b) Fourier transform
of the backscattered signal shown in (a).

TABLE I
TISSUE PROPERTIES USED IN SECTION VII
Parameter Symbol Value Unit
Tissue  Blood
Density 0 1000 1060  kg/m3
Speed of sound co 1540 1584 m/s
Nonlinearity parameter ~B/A 6 6
Attenuation o 0.75 0.14 dB/MHz!-5

the transducer surface. To illustrate the characteristic nonlinear
scatter of the microbubble population in the RF data, both
the pipe and the surrounding medium are, in the acoustic
module, filled with water and the nonlinearity parameter of the
medium is set to zero (representing a nonphysical situation).
We simulate the RF data using the semi-analytical pipeline
with a grid spacing of A/8 for the k-Wave iteration.

Fig. 8(a) shows the nonlinear backscattered time-domain
signal for the central transducer element. Fig. 8(b) shows the
frequency content of the backscattered signal compared to the
frequency content of the transmitted pressure pulse, revealing
higher harmonics generated by resonant microbubbles.

B. Simulation Times of PROTEUS

We quantify the execution times of PROTEUS on a deep
imaging (7.5 cm) simulation setup with a P4-1 transducer
transmitting a short imaging pulse (1 cycle, 2.5-MHz, and
200-kPa peak negative pressure at the transducer surface). The
propagation medium consists of soft tissue in which the renal
branch is embedded. The acoustic properties of the medium
are provided in Table II. The grid spacing of A/8 results in a
grid size of 1024 x 432 x 270 (about 120 million grid points).
We simulate both monodisperse and polydisperse microbubble
populations. For the monodisperse populations, we use a Gaus-
sian size distribution with a mean initial radius of 2.14 pum and
a PDI of 5%. For the polydisperse populations, we use the
distribution described in Section IV-C. The simulations are
performed on a 24-GB memory GPU (Quadro RTX 6000),
combined with an Intel' Xeon' Gold 5218 CPU. Note that
running the simulations on CPU would result in a decrease
of simulation speed by 1-2 orders of magnitude for the wave
propagation simulations.

Fig. 9 shows the execution times as a function of the
microbubble count, the polydispersity, the order of the
microbubble-microbubble interactions, the pulsing scheme,
and the employed computational pipeline. In all these cases,
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Fig. 9.  PROTEUS simulation times. (a) and (b) Run times for the
semi-analytical and numerical pipelines, respectively, as a function of
the number of microbubbles and the order of microbubble—microbubble
interactions Ninter. All microbubble populations are monodisperse. (c)
Run times for monodisperse and polydisperse populations for both
computational pipelines with Nipter = 1. (d) Run times of both pipelines
for the three contrast pulse sequences with 1000 microbubbles and
Ninler =1.

two frames were simulated. Therefore, the execution time for
the initial k-Wave iteration [the first term in (12) and (20)]
constitutes a large fraction of the total execution time. For
a sufficiently high number of frames, the contribution of the
initial k-Wave iteration would become negligible.

Fig. 9(a) shows that, for 10> microbubbles, the ini-
tial k-Wave simulation dominates the execution time. The
microbubble-related computations only contribute consider-
ably for more than 10° microbubbles. By contrast, Fig. 9(b)
shows that the execution times for the numerical pipeline are
already dominated by the microbubble—microbubble interac-
tion computations for 100 microbubbles. This is due to the
self-sense pressure computation [the term with TksW in (12)]
that accompanies each microbubble response computation.

Fig. 9(c) reveals that the execution time, for both pipelines,
does not differ considerably between polydisperse and
monodisperse populations. A slightly longer execution time
can nonetheless be seen for polydisperse microbubbles due
to a slightly higher value of Ty in (12) and (20). The
microbubble dynamics module takes longer for polydisperse
populations because the ODE solver experiences increased
difficulty in computing the response of the smallest
microbubbles. This is related to the mismatch between the
resonance frequency of the microbubble oscillation and the
frequency of the pressure wave.

The use of pulse sequences [Fig. 9(d)] presents no surprises.
For both pipelines, the run time scales linearly with the number
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Fig. 10.  Difference in backscattered signal between the numerical
and the semi-analytical pipelines. (a) Difference between numerical and
semi-analytical pipeline for three levels of tissue heterogeneity. Each
row shows an RF channel using an AMPI scheme to suppress the
background scatter. (b) Zoom on RF channels corresponding to shaded
areain (a).

of pulses, N, in the pulse sequence, in line with (12) and (20).
For the PI scheme, N, = 2. The AM and AMPI schemes are
implemented using checkerboard apertures (Section V-A) with
N, =3.

C. Comparison Numerical and Semi-Analytical Pipelines

As explained in Section V-D, the main approximation in
the semi-analytical pipeline is modeling the medium as a
homogeneous medium for the propagation of the microbubble
scatter. In this section, we investigate the validity of that
approximation. The simulation setup consists of the rat renal
vasculature tree positioned at 2.5 cm from the surface of
the P4-1 transducer. The tissue properties and the grid size
are the same as in Section VII-B. The vasculature contains
ten microbubbles with sizes drawn from the polydisperse
distribution. For both the numerical and the semi-analytical
pipelines, we simulate a range of tissue inhomogeneities,
representing the background scatterers (Section V-B). Since,
in both pipelines, the interaction between the transmitted wave
and the background scatterers is simulated with a k-Wave
simulation, we only expect a difference in the microbubble
scatter. To suppress the background scatter, we use the AMPI
pulsing scheme (2 cycles, 2.5 MHz, and 200 kPa for the full
amplitude pulse).

Fig. 10 shows the outcome of the investigation. The
difference between both pipelines depends, as expected,
on the degree of inhomogeneity of the medium (tissue)
in which the wave propagates. For each of the plots in
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Fig. 10, we have computed the root-mean-square value of the
difference, divided by the maximum amplitude. This yields a
difference of 1% for homogeneous tissue, 3% for the moderate
inhomogeneity of 2%, and a difference of 30% for the stronger
inhomogeneity of 5%. The significance of this difference is
application-specific. For example, the implications for recon-
structed contrast mode images are explored in Part II.

Note that it would be incorrect to conclude that the
numerical pipeline is necessarily more accurate than the semi-
analytical pipeline. In fact, for a fully homogeneous medium,
the analytical solution to the wave equation (13) is exact,
whereas the k-Wave solution suffers from discretization errors.
These discretization errors would be particularly pronounced
in high-density microbubble populations, in which short-range
microbubble-microbubble interactions cannot be accurately
simulated with a spatially band-limited numerical method.

Although Fig. 10 provides insight into the limits of the semi-
analytical pipeline, we cannot provide a theoretical basis for
defining the level of tissue inhomogeneity that can realistically
represent the background scatter in a given tissue. Moreover,
for a given level of inhomogeneity, a smaller grid spacing
would result in a higher intensity background scatter signal.
Instead, we include the inhomogeneity level as a parameter
that can be empirically tuned to match the contrast-to-tissue
ratios of simulated and experimental data.

D. Reconstructed Images

Although the primary objective of PROTEUS is the genera-
tion of element RF data, we have incorporated a conventional
delay-and-sum (DAS) reconstruction algorithm, partially based
on methodologies published in [73], to facilitate data visu-
alization. The RF data are first processed according to its
pulse sequence (pulse-to-pulse subtraction for AM). A time-
gain compensation is applied based on medium properties
before applying a DAS algorithm on the Hilbert transform
of the RF data. Fig. 11 shows the reconstructed images for
each of the three vascular geometries presented in Fig. 2.
All data were simulated with the tissue properties in Table II
and without tissue scatter (tissue inhomogeneity set to zero).
The microbubble sizes were drawn from the polydisperse
distribution (Section IV-C).

The straight pipe [Fig. 11(a)], the rat renal vascular branch
[Fig. 11(b)], and the mouse brain arteriole [Fig. 11(c)] have
inlet diameters of 20 mm, 0.57 mm, and 14 pm, respectively.
To resolve the decreasing scales of the vasculatures, they were
imaged with transducers with increasing center frequencies
(Table III). For the mouse brain arteriole (A = 86 um), the
grid spacing was reduced from A/8 to A/6 to limit memory
requirements.

The straight pipe is displayed with a 40-dB dynamic
range and reveals all levels of signal contained in a
reconstructed contrast-enhanced ultrasound image. The low-
frequency speckle pattern generated by circulating microbub-
bles is visible in the lumen of the pipe, while bright specular
reflections are visible on each wall where the transmitted wave
is reflected by the interface at nearly orthogonal incidence.
Curved beamforming artifacts are visible due to the limited

TABLE Ill
TRANSDUCER PROPERTIES USED FOR FIG. 11

Number of  Pitch -6 dB Frequency
Panel  Transducer elements (mm) range (MHz)
(a) P4-1 96 0295 15-35
(b) 9L-D 192 0.23 33-73
(c) L22-14v 128 0.1 14 -22

array aperture. The rat renal vascular branch is reasonably well
detected with a 5.3-MHz transmit frequency pulse, with most
microbubble signal arising from the basal arteries of the branch
and the tips of the branch where the microbubble concentration
is higher. On the contrary, the mouse brain arteriole is not
resolved since its diameter is 1/6th of the wavelength. Individ-
ual microbubble echoes are detected, however, paving the way
for the implementation of ultrasound localization microscopy.
In the near field of all images, the ringdown of the simulated
linear transducer array is visible.

VIII. DISCUSSION

We have presented PROTEUS, a physically accurate
contrast-enhanced ultrasound simulator made up of four
connected modules that simulate blood flow dynamics in
segmented vascular geometries, intravascular microbubble
trajectories, ultrasound wave propagation, and nonlinear
microbubble scattering. This first part of this publication
discusses the numerical methodologies that enabled this
advancement. To our knowledge, this is the most complete
framework for simulating a large amount of contrast-enhanced
ultrasound RF data. We have introduced a complex flow
solver and accurate modeling of microbubble behavior as
well as microbubble—microbubble interactions. Because of
the complexity of the simulation, we have provided two
different pipelines to optimize computation costs with respect
to physical accuracy. The user can fully customize each
module and can choose to use our predefined vascular geome-
tries, flows, microbubble populations, and pulse sequences
or to import custom ones. To help in this regard, we have
written an extensive README file that can be found here:
https://github.com/PROTEUS-SIM/PROTEUS. In the next few
paragraphs, we will discuss some important aspects of our
work.

A. Computational Pipeline Selection

To address the needs of the scientific community, we pro-
vide two computational pipelines: a semi-analytical pipeline
and a numerical pipeline. The former features accelerated sim-
ulation time by neglecting the interaction between microbubble
scatter and tissue inhomogeneities, allowing the use of an
analytical expression for the microbubble scatter. The latter
accurately computes the propagation of ultrasound waves scat-
tered by contrast agents through an inhomogeneous medium.
However, its use is limited to microbubble populations that
are sufficiently sparse to consider the finite-size voxels as
point sources. In brief, the semi-analytical pipeline is ideally
suited for simulating long image sequences or the acoustic
response of large or dense microbubble populations. The
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Example reconstructed images (a) Macroscopic straight pipe, P4-1, 2.5 MHz, 200 kPa, and 25 000 microbubbles. (b) Rat renal vascular

branch, 9L-D, 5.3 MHz, 200 kPa, and 2000 microbubbles. (c) Mouse brain arteriole, L22-14v, 18 MHz, 500 kPa, and 500 microbubbles.

numerical pipeline is best suited when the interactions between
microbubble scatter and tissue cannot be neglected, either
because of a strong background scatter or because of complex
anatomy.

B. Memory Considerations

Currently, PROTEUS is designed to function on single-GPU
platforms, making it ideally suited for widespread workstations
equipped with a consumer graphics card or with single-GPU-
node access in computing clusters. It has not yet been adapted
to multi-GPU systems. This could, however, further speed up
large simulations. Simulating a large number of bubbles (i.e.,
tens of thousands) for a large number of frames can place
some strain on the memory. To alleviate this issue, PROTEUS
allows for executing simulations in batches which, in such
cases, considerably reduces the consumption of GPU memory.
In order to help the user in the design of the simulation,
an indication of the memory requirement is displayed in the
user interface when setting the parameters.

C. Bubble-Induced Attenuation

Acoustic waves that propagate through a high-density bub-
ble population are attenuated [55]. Currently, PROTEUS does
not account for this bubble-induced attenuation. Concentra-
tions that are too high to neglect bubble-induced attenuation
are beyond the purpose of the current version.

D. Blood as a Newtonian Fluid

In the simulations presented in this work, we have modeled
blood as a Newtonian fluid. The non-Newtonian nature of
blood is commonly modeled with a shear-dependent viscosity,
which is known to move the regions of vorticity further
downstream in a flow. Furthermore, in vessels with diameters

between 10 and 300 um, the Fahraeus-Lindqvist effect [74]
becomes prominent; the apparent viscosity of blood changes
due to the migration of blood cells toward the center of the ves-
sel due to shear-induced lift forces. The renal tree and the
pipe presented in PROTEUS are large enough to disregard the
particulate nature of blood. Furthermore, we have not modeled
microbubbles as deformable particles. Since the concentration
of microbubbles is low, we can presume them to act as passive
tracers. Blood cell dynamics, together with densely concen-
trated microbubbles, will affect the blood flow and rigid wall
assumption, specifically in the brain microvasculature [75],
[76], [77]. The incorporation of this complex rheological
behavior and multiscale aspects has been left for future efforts.

E. Inaccessible Branches

Because of a lack of a more accurate representation, we have
prescribed a zero-pressure boundary condition at all the out-
flows of the renal tree. In addition, some of the outlets
are smaller than the surface mesh resolution and have been
treated as closed. These boundary conditions, in addition to
the presence of bifurcations and tortuosity in the vasculature,
resulted in uneven flow distribution across branches, which,
in turn, restricted flow in some of the smaller branches. As a
result, statistically, little to no microbubbles will be present
in these branches. This limitation will be overcome in future
studies with a more in-depth investigation of physiological
boundary conditions.

F. Non-Laminar Flow

We have performed DNS without any model for turbulence
closure. Low Reynolds number and steady inflow conditions
resulted in laminar flows in the three cases studied. The
Reynolds number in the pipe is 5000, which is higher than the
generally accepted threshold for flow transition in a pipe [78].
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Nonetheless, in the absence of any perturbation or significant
asymmetry in the mesh, the simulation did not transition to
turbulence. All the modules within PROTEUS are, however,
compatible with non-laminar flow.

G. Radiation Forces

Albeit mostly significant for long acoustic pulses, radiation
forces can also have a measurable effect on the move-
ment of microbubbles either by pushing the microbubbles
through streamlines (primary Bjerknes force) or by creating
an attraction or repulsion between them (secondary Bjerknes
force) [54], [55]. These forces can be of interest in specific
applications such as targeted drug and gene delivery [79] or
ultrasound-mediated delivery of stem cells [80]. We plan on
including the effect of radiation forces (together with added
mass and lift forces) in a future version of PROTEUS.

H. Dynamics of Nonspherical or Confined Bubbles

The rich physics of ultrasound-driven microbubbles is still
the object of intensive scientific investigation. Microbubbles
exhibit a wide range of behaviors, including nonspheri-
cal oscillations [81], [82], jetting, and coalescence. As the
microbubble dynamics module assumes spherical oscillations
of microbubbles, it cannot fully represent all these behaviors.
However, these phenomena do not play a major role at the
low pressures that are common in diagnostic ultrasound.

When vessel diameters become comparable to those of the
microbubbles, the microbubble dynamics can be expected to
change significantly. This is currently not accounted for in the
microbubble dynamics module. More advanced modeling of
microbubble interactions with blood as a fluid and vessel wall
such as those in [75], [76], and [77] could be included thanks
to the modular nature of PROTEUS. PROTEUS also does not
currently account for the interaction of individual blood cells
with microbubbles.

. Bubble Shell Models

The microbubble shell models included in the simulator are
phospholipid shells since these represent the large majority of
commercial agents. The simulator includes the most common
model for this shell type, the Marmottant model [43], as well
as a state-of-the-art shell model measured on monodisperse
microbubbles [71]. Custom surface tension curves can also be
loaded into the user interface to represent other formulations
or to test different shell models. These custom curves can be
used for ongoing investigations that aim at modifying the shell
response, €.2., to boost subharmonic emission for noninvasive
pressure measurement [83].

An important remark is that even the validity of the state-
of-the-art models available for phospholipid shells remains
limited. In particular, the dissipative effects occurring in
the shell as a function of the strain rate and microbubble
size are still not well understood. Furthermore, most shell
models assume water as a surrounding medium and the
Rayleigh—Plesset equation assumes a Newtonian liquid as
the surrounding medium. However, the surface tension of

blood differs from that of water. Blood also has a complex
biochemical composition. Both can be expected to change the
response of the microbubble. The available shell models will
evolve with our knowledge of their viscoelastic properties.
Currently, PROTEUS is limited to fully reversible shell
behaviors; break-up and/or plastic deformation of polymeric
shells is not supported. Among the nonphospholipid shell
agents, genetically encoded GVs [17] are of particular inter-
est for emerging molecular ultrasound imaging applications.
Although models for large oscillations of GVs are currently
unavailable, they can be added to PROTEUS in the future.

J. Bubble Distribution in Complex Vasculature

So far, in PROTEUS, the bubbles follow the flow stream-
lines. Their size has therefore no effect on their trajectories.
The maximum allowed bubble diameter (10 pm) only exceeds
the size of the vasculature for the brain arteriole, where
we advise to adjust the bubble size distribution accordingly.
Nonetheless, a tool such as PROTEUS is valuable to determine
the distribution of the bubbles (in terms of local concentration)
in a given vasculature.

IX. CONCLUSION

PROTEUS is a state-of-the-art contrast-enhanced ultrasound
simulator developed to generate physically realistic RF data.
Its computational modules connect physically accurate flow in
realistic vasculature, nonlinear wave propagation, and nonlin-
ear microbubble physics. The various computational methods
have been packaged and made publicly available.

Recognizing the various requirements of the ultrasound
imaging community, we provide two alternative compu-
tational pipelines for the acoustic module: a numerical
pipeline and a semi-analytical pipeline. The former han-
dles interactions between microbubbles and tissue inhomo-
geneities, while the latter is fast and can handle short-range
microbubble—microbubble interactions. For both pipelines,
PROTEUS goes beyond discretization issues by means of a
local k-space projection for both the bubbles and the trans-
ducer, making it fully suitable for high-precision applications
such as super-resolution imaging.

In summary, PROTEUS is a modular, versatile, and mod-
ifiable platform that will accelerate the development and
translation of new imaging strategies in the field of contrast-
enhanced ultrasound. Part II of this article series reports a
selection of imaging test cases to demonstrate the potential of
PROTEUS.
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