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Abstract

In the present world, a new development in technology every other year is anticipated. Robots
and motion stages in the high-tech sector are required to work at higher speeds being stable, more
precise, and power-efficient. Linear controllers have served well but are falling short to continue
with the trend. Reset elements can enhance the performance of linear filters like PID by over-
coming the bounds of linear control. As the name implies, reset elements reset their state/ states,
thus induce nonlinearity. This nonlinearity provides reduced phase lag with similar magnitude
behaviour as linear elements. With such behaviour or by adding linear filters with reset elements,
both the steady-state and transient response can be improved. The tracking precision is not needed
to be compromised over stability and noise rejection.

The reset control has its downsides. The resetting action (nonlinearity) produce higher-order
harmonics in the output. The number and instant of resets occurring are vital in determining
the closed-loop sensitivities. Ideally, only two resets should occur in one period of the reference
frequency. But due to higher-order harmonics, multiple resets (zero crossings) can occur, which
makes analytical closed-loop estimation difficult. This thesis provides an amplitude threshold cri-
teria on higher-order harmonics to avoid the multiple zero crossings. Controllers following such a
threshold can help benefit the system from nonlinearity rather than being adversely affected by
it. An example of a control scheme with reset and linear elements for a motion stage is presented
that satisfies the amplitude threshold. No multiple resets in the input signal to the reset element
for any reference frequency were confirmed.

A novel method to avoid excessive zero crossings is proposed. This method puts a cap on the mag-
nitude of higher-order harmonics. A stepwise procedure is presented to calculate such a threshold.
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Chapter 1 Introduction

1 Introduction

1.1 Motivation

Semiconductor chips have become an integral part of our lives. From the simplest of the gadgets
to the most complicated, all use some form of electronic hardware. For instance, the kettle in the
kitchen to elevators to smartphones and computers. To govern the operations of such a gadget,
control systems come into the picture. A control system consists of a plant (gadget/ device),
sensors, actuators (motor/ piezo) and a controller. To give an analogy to the human body, the
controller is the brain, sensors are the sensory organs, actuators are muscles/organs and the plant
is any activity being carried out by the body. Some examples where a controller plays a vital
role: controlling the position of valves in the pipelines to main a certain pressure, controlling the
operation of a compressor in refrigerators and air conditioners to maintain a certain temperature,
controlling the orientation and position of satellites, etc. This report focuses on the application of
control theory for precision motion in mechatronic systems.

Precision motion is very important when it comes to building machines that produce chips. As
the chips are geometrically small with respect to human scale, these chip manufacturing machines
have a micrometer to nanometer accuracy. To given a reference, the thickness of a regular A4 pa-
per is 0.1 mm. These chip manufacturing machines have to position themselves with an accuracy
that is 3 to 6 order less than the thickness of a paper with high speeds. As of now, there is a
major shortage of semiconductor chips. Due to this shortage, many industries have to halt their
production. The demand for precise and faster machines in the high-tech sector is high. The Fig.
1, [1] shows an extreme ultraviolet lithography (EUV) machine produced by ASML (Netherlands),
which is the most advanced chip-making lithography technology to date. These machines are ca-
pable of producing chips on 3 and 5 nanometer node. In the Fig. 1, there is a wafer motion stage
at center-bottom. This wafer motion stage needs to have an accuracy of sub-micrometer and less
with a high frequency of operation. These wafers are feed to the motion stage by a wafer handler
produced by VDL. These wafer handlers need to grip the wafer with micrometer accuracy and
transport them at high speed. The Fig. 2a, [2] shows the dicing of a silicon wafer to separate
chips. These robots are used by chipmakers like TSMC, Nexperia, Intel, Samsung, etc. Such a
robot needs to operate in micrometer range with settling time in milliseconds. After dicing, chips
are extracted or picked as shown in Fig. 2b, [3]. These extracting chips, need to be soldered on
base with high repeatability and accuracy. All examples above demonstrate the significance of
precision motion in the semiconductor industry.

To achieve precise motion, the machines are designed and manufactured with strict tolerances.
But the system also has errors from disturbance and noise which cannot be accounted for in the
mechanical design part. To achieve the desired motion with a cap on error, linear control has
been used by the industry for more than a half-century. Linear control systems can be analysed
in the time and frequency domain. The time-domain analysis shows how the system responds as
time progresses but does provide any information on modes which is very vital for mechatronic
systems. The frequency-domain analysis provides information on modes, control input and noise
and disturbance rejection. PID controllers have been the backbone of the high-tech industry as
they can be analysed in the frequency domain and have good implementability. PID filters can
be visualised as a virtual mass spring damper system added to the plant to correct for error and
follow a reference. PID being linear, superposition principle is valid. Therefore it is easy to predict
error with multiple inputs to the system. The linear control theory comes with the disadvantage of
the Bode gain-phase relation and waterbed effect. These limitations restrict linear control systems
to achieve the desired system requirements.

To overcome the limitation of linear control, nonlinear control is looked upon. Nonlinear sys-
tems are usually analysed in the time domain as they produce higher-order harmonics of a reference.
Hence, it is difficult to approximate the system in the frequency domain. But time-domain analysis
is not very useful for precision systems as discussed earlier. Reset control is a branch of nonlinear
control where the integrator filter in PID is reset to a certain value when a certain condition is
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Figure 1: EUV machine by ASML

(a) Silicon wafer dicing (b) Pick and place machine for chips

Figure 2: Precision motion in semiconductor industry

met. Usually, this condition is zero crossings of the input signal to reset element. In other words,
some nonlinearity is induced in the linear integrator filter to overcome the limitations of linear
control theory. The main advantage of reset control is that it can be well approximated in the
frequency domain using higher order sinusoidal describing function analysis. Thus, we can benefit
from frequency domain analysis while overcoming linear control theory limitations. As frequency
domain analysis (loop-shaping) is widely used by industry, implementation of reset elements is an
add-on to the existing filters.

The reset integrator known as Clegg’s integrator was introduced by JC Clegg [4] in 1958. This
integrator resets its output to zero when the input to it crosses the zero line. The integrator is not
allowed to complete its entire cycle, which creates less phase lag. At high frequencies, the phase of
linear tends to —90°, while the reset integrator tends to —38°. Later, using reset integrator, First
Order Reset Element (FORE) [6] was introduced. FORE is the reset version of the first order low
pass filter. Further, adding a lead in series with FORE makes a Constant in Gain Lead in Phase
(CGLP) filter. A CGLP is a lead element, an add-on to the derivative filter in PID. Resets elements
can be used as phase compensators. Recently, more reset elements like SORE [5], SOSRE [8] and
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FOSRE [7] were introduced. All of the above reset elements are discussed in the next chapter.

Reset control overcomes the Bode gain-phase relation and waterbed effect. But also comes with
some downsides. As the integrator resets, there is a sudden jump in the state of an integrator. This
jump makes the system nonlinear and hence produces higher-order harmonics in the output. These
higher-order harmonics can excite the other modes in multimodal systems, which is undesired.
Predicting closed-loop performance from an open loop is difficult as the higher-order harmonics
are fed back to the controller and creating a multi-sine input. As the reset element reset when the
input to the controller crosses zero, a multi-sine can have more zero crossings than the reference
frequency due to higher-order harmonics. This will make the reset element reset more times,
more jumps and hence more nonlinearity. Having multiple zero crossings in one period of input
makes the closed-loop estimation by the analytical method difficult. In this thesis, a method is
proposed which provides a threshold on how low (magnitude) the higher-order harmonics should
be to avoiding excessive zero crossings.

1.2 Report Outline

This report consists of five chapters. Chapter 2 provides an overview of the state of the art of reset
control in a paper format. It covers the fundamentals and some recent developments. Chapter
2 discusses the problem statement of this thesis. It consists of one main question along with a
few sub-questions that need to be tackled. Chapter 4 is the main part of this report presented in
a paper format. It proposes a solution to the questions in chapter three. Chapter 5 provides a
conclusion along with recommendations. The report also consists of seven appendices. Appendix A
presents an alternative amplitude distribution that can be used for any reset system that attenuates
with —2 slope. Appendix B consists of an additional example to validate the theory in chapter
4. Appendix C and D provides more insight on chapter 4. Appendix E and F present system
identification and stability analysis of reset system respectively. Appendix G provides MATLAB
code for the simulations in the report.
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2 Literature review

This chapter presents a literature study (review) on reset control systems in a paper format. The
literature review initiates with a general introduction to linear and resets control. Section II
captures the limitation of linear control. Next, section III review the basics of reset control, its
state-space formulation and the higher-order sinusoidal describing functions analysis for frequency
response approximation. Section IV covers the state of the art reset elements with their frequency
domain response. Section V provides a summary of a recently developed method on band-passing
the nonlinearity (higher-order harmonics) of a reset element. Using such a method, the higher-
order harmonics can be restricted to a certain band such that the system behaves close to linear
outside the band. Section VI presents two methods to compute the closed-loop response of the
reset control system. Section VII discusses the effect of different sequences of linear filters and
reset element on closed-loop performance, noise rejection, etc. Section VIII illustrates the effect
of multiple zero crossings (resets) in reset signal on the closed-loop performance, guiding to the
problem statement of this thesis. Section IX as thesis objective and conclusion.
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Literature study of reset control systems

Shrinath Diwakar, Nima Karbasizadeh, S. Hassan HosseinNia

Abstract—This literature study reviews the recent develop-
ments in the field of Reset Control (RC) theory. Reset control
overcomes the drawbacks of linear control like Bode gain phase
relation and Waterbed. Reset elements like CGLP, FOSRE, etc
can provide a phase lead with constant magnitude behaviour.
The main drawback of RC is the generation of higher-order har-
monics. Recently, a new structure for single state reset elements
was proposed which restricts the higher-order harmonics to a
band. Due to these harmonics, the close loop analysis becomes
complex as. There are two methods proposed to analyse the
closed-loop behaviour of RC using the open-loop, first is by using
a virtual harmonic separator and second by describing the reset
element using state-dependent impulses. Again, in the closed-loop
the order of linear and reset filters have a different impact on
tracking and noise rejection. The quirks and hitches of the state
of the art in RC are presented in this paper.Last, the problem
statement for this thesis is presented.

Index Terms—Nonlinear control, Reset Control (RC), reset
elements, higher-order harmonics, describing function, motion
control

I. INTRODUCTION

The world is moving towards miniaturization every day.
Electronic circuits are getting smaller and more power-
efficient. The smartphone processors are developed on a scale
of 5 nm till date. The sensors used in automobiles, heavy ma-
chinery, etc are moving towards nano-meter scale. To sustain
this progress, we need machines that are cable of moving and
sensing small movements. For doing so control systems play
an important role, especially PID controllers. PID controllers
have been used in the industry for about a century. PIDs cover
the majority share of the various controllers available to the
industry. The reason behind this is the ease of implementability
and tunability. The analysis of PIDs in the frequency domain
paves the way to capture more information of the modes and
system behaviour at a wide range of frequencies.

Linear controllers come with limitation like Bode gain phase
relation. Ideally, high bandwidth is desired and a phase lead
around bandwidth to assure system stability. Improving the
tracking performance can be done by adding integrator. Doing
so results in phase reduction at the bandwidth. As a result,
system tracking and robustness contradict each other. In other
words, if one improves other degrades. Another limitation of
PID is the Waterbed effect [1], where the betterment of noise
reduction at a certain frequency will worsen the same at other
frequency. There are other limitations like integral windup and
saturation as well. Due to all these limitations, PID cannot be
used to achieve all the system requirements.

To overcome the limitations mentioned above Nonlinear con-
trollers are brought in the perspective. Reset control is a branch
of nonlinear controllers which is becoming popular as of now.
A rest controller resets its state/ states to a certain value when
a certain condition is met. Doing so creates a phase advantage
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Fig. 1: Simulation of Clegg’s Integrator

of keeping the same gain characteristics. Nonlinear systems
are generally analysed in the time domain which makes the
implementation difficult in practice. Describing function anal-
ysis is used to transform the time domain study into frequency
domain approximation, which eases the implementation with
loop shaping method.

In the late 1950s, JC Clegg introduced the first reset element
as Clegg’s Integrator (CI) [2]. The time-domain response of
a linear integrator (LI) and CI is compared in Fig. 1. The CI
resets its output when the input signal crosses the x-axis. The
reset value in Fig. 1 (upper sub-figure) is set to zero but it can
vary anywhere between its positive and negative amplitude
span. This resetting action provides a phase advantage of 52
degrees over the LI. The gain of CI has the same slope as
of LI but slightly high gain. This idea of CI was further
used to develop many other resets elements namely First
Order Reset Element (FORE) [3], Second Order Reset Element
(SORE) [4], Constant Gain Lead Phase (CGLP) [5], Fractional
Order Single State Reset element (FOSRE) [6], etc. These
elements have similar magnitude characteristics but different
phase behaviour as compared to linear lead and bandpass pass
filters.

Reset controllers (RC) are broadly used as wide-band phase
compensators. As discussed earlier, RC provides phase lead
with zero gain behaviour and thus increase the phase margin
available at the bandwidth. The rise time and overshoot
performance are improved as well. Many engineering domains
have utilised RC for improving the performance, thermal [7],
chemical [8], vibration control [9], precision motion control
[5]. The reset controllers have a downside as well. It can be
seen from the Fig. 1, at reset instants there is a sudden jump
in the state of the controller. This introduces a high degree of

5
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nonlinearity into the system and thus higher-order harmonics
in the output. These high order harmonics can adversely affect
the system if they are not considered along with the describing
function approximation. Also, RC can introduce limit cycles
in the output if the steady-state error is not zero. To counter
the limit cycles many strategies has been developed like partial
reset, C'I 4+ PI control [10] , adding feed-forward [11] [12].

The structural outline of this paper is as follows; section
IT briefly discusses the limitation of PID. Section III captures
preliminaries of reset control. Section IV gives an overview
of the reset elements. Section V discuss the band passing the
non-linearities. Section VI explains the stability of nonlinear
controllers. Section VII encapsulate the open-loop to close
loop behaviour for reset control. Section VIII presents an
optimal order for linear and reset elements in the closed-
loop. Section IX provides the problem statement for the thesis
followed by the conclusion.

II. LIMITATION OF PID

The Proportional Integral Derivative control (PID) is widely
used in industries for all types of control systems. In motion
control, PID is analogous to a virtual mass spring damper
system. The role of a control system is to make system stable
(robust), track the input signal, reject disturbance and noise.
These requirements can be translated in the frequency domain
as the phase advantage around bandwidth, high gain at low
frequencies and low gain at high frequencies, respectively. PID
being linear has its benefits of superposition, commutation,
etc. Having these benefits comes at a cost of being bounded
by some conditions such as bode gain phase relation, waterbed
effect, etc.

A. Bode gain phase relation

In a Bode plot of any linear filter, the slope of the magnitude
plot has a certain phase associated with it. For instance, for an
integrator, the slope of the magnitude plot will be —1 and the
phase will be —90°. If there is a double integrator, the slope
will be —2 and the phase will be —180°. The Eq. 1 represents
the relation between the slope of magnitude and phase. So, to
have phase lead around bandwidth, the magnitude slope has to
positive. It is not possible to circumvent this relation staying
in the linear domain.

/G(jw) =90°n ey

where, G is a linear filter and n is the slope

B. Closed loop Sensitivity functions

The Fig. 2 shows a block diagram of a generic closed-loop
system with C(s) and G(s) as the controller and plant respec-
tively, 7(¢) and n(t) as the reference and noise respectively,
y(t) as the output. In precision motion control, for an open-
loop CG(s) bode plot it is desired to have a very high gain
at low frequencies and a very low gain at high frequencies.

There are four closed-loop sensitives, out of which the
Eq. 2 represents two as the Sensitivity function S(s) and

Fig. 2: Closed loop system

Complementary Sensitivity function 7'(s). The first is influ-
enced by the noise and the second by reference. At low
frequencies, the T'(s) will have a high magnitude then S(s)
to have better tracking but poor noise rejection. The condition
but reversed at high frequency. To have a stable system, a
sufficient phase margin is needed around the bandwidth. For
achieving this phase lead, the slope of the magnitude has to be
increased which in turn increases the 7T'(s) which is undesired
at high frequency. The robustness is achieved at the cost of
amplification of noise. The two sensitivity functions related by
Eq. 3 for all frequencies. There is always a trade-off between
noise rejection and tracking. In linear PID having robustness,
tracking and good noise rejection at a certain frequency are
not possible.

Y 1 Y cG
n 1+CG r 14+CG &
T(s)+S(s)=1 3

C. Waterbed effect

The Eq. 4 represents the Sensitivity function S(s) for any
frequency. The integral represents the area of S(s) below and
above 0 dB line. If the magnitude of S(s) is reduced at one
frequency then it will be increased at some other frequency to
nullify the area below and above 0 dB line to satisfy the Eq. 4.
This effect is known as the waterbed effect in control theory.
We can not have good noise rejection at all frequencies.

/Ooln|S(jw)|dw:O 4)
0

III. PRELIMINARIES OF RESET CONTROL
A. State space formulation

The Eq. 5 represents a generalised state space formulation
of a reset controller (RC) [13]. A, B,C, D are state matrices
of the RC. A, represents the reset matrix. When the input
e(t) = 0, the current states z(t) gets resets to certain value
according to A,. If e(t) # 0, the state space follows the base
linear form for the RC.

Z,(t) = Az, (t) + Be(t)
z,(t7) = Az, (1)
u(t) = Cx,(t) + De(t)

if e(t) # 0,
ife(t) =0, (5)

D=

In the above case, the reset condition is set to zero crossings
of input e(t) but that can be altered. The zero-crossing law is
linear in gain (amplitude) and nonlinear in frequency. Other
reset laws like reset band can be found in [14] [7] where, if

6
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the input e(¢) is in the band zone the reset occurs. Extending
the reset band, the states can be reset only when the input e(t)
enters or leaves the reset band. Reset bands can help combat
the delay but do introduce nonlinearity with gain. For MIMO
systems, different reset laws can be implemented for different
inputs but increase the complexity.

B. Nonlinear System Analysis in Frequency Domain

On a general scale, the nonlinear systems are analysed
in the time domain which is very well suited for certain
applications like population dynamics, flow dynamics, etc. But
in control theory, the time domain does not provide enough
information about the system. Hence, the study is switched
to the frequency domain. For nonlinear systems, switching
to frequency domain is complex due to nonlinear effects
like inter-modulation, desensitization, harmonics and input
dependent gain [15]. To switch in the frequency domain, many
paths can be found in literature such as describing function
(DF), higher-order sinusoidal describing function (HOSIDF),
Volterra series, linear approximations for nonlinearity, etc. In
[15], a comparative study of such methods for nonlinear effects
is done. Not all methods can capture all the nonlinear effects.
along with the information about the gain and phase of input
and output.

C. Describing Function (DF)

Consider nonlinear systems as a block with time-dependent
input and output. The transfer functions of this block are
not known. From the steady-state output signal in the time
domain, using the Fourier Series approximation, the output
signal is converted into the frequency domain using only the
first fundamental frequency of the series known as Describing
function. DF has been extensively used to study nonlinear
control systems since the second half of the 20** century.
In motion systems, periodic inputs are very common. If the
input is sinusoidal, the DF becomes Sinusoidal Input DF
(SIDF). Guo et al. in [16] and [17], presented a SIDF (no
phase difference in input) analysis for reset systems with input
e(t) = 0 as the reset instants. The equation 6 provides a
frequency-domain approximation of a reset system A, B, C, D
as its state matrices. SIDF analysis provides the gain and
phase information of input frequency as only the fundamental
frequency of Fourier is used for the approximation. The Fig. 3
shows the SIDF frequency response (only the 1st Harmonic)
of Clegg’s integrator.

Gw) =C(jwl = A)T (I +jOW)B+D (6
where,

—2w?

Op(w) = AW)[Cr(w) = A7 Hw)]

Aw) = T 4 A?

Aw) =T+ e54 7
ANp(W) =T+ Ajew

L (w) = A7 (@) AL W) A (W)

1st Harmonic
3rd Harmonic
5th Harmonic | 4
7th Harmonic

Magnitude (dB)
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Frequency (rad/s)
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b I
(=]
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Frequency (rad/s)

Fig. 3: Clegg’s integrator with higher harmonics

D. Higher Order Sinusoidal Input Describing Function
(HOSIDF)

For nonlinear systems, it is known that for an input of
certain frequency, the output will higher-order harmonics of
input frequency along with different gains for each [18]. The
SIDF only encapsulates the input gain dependent nonlinear
effect and not the others. Along with this, DF analysis does not
provide any gain-phase information of frequencies not present
in the input. Therefore, SIDF analysis is not accurate enough
to approximate a reset system. Heinen et al. in his thesis
[19], extended the DF analysis in [17] and presented HOSIDF.
HOSIDF approximates the reset system using Fourier series
with higher frequencies included. The Eq. 8 presents the
HOSIDF expression for reset systems. The input and output
being an odd function, the higher even harmonics are zero and
only odd harmonics exist. Each harmonic will have its transfer
function, where n in Eq. 8 represents the harmonic number.

Cjwl — A ' I +jOw))B+D n=1
C(jwnl — A)~1j0(w)B Nodd > 2
0 Neven 2 2
®)
In Fig. 3, the higher harmonics of Clegg’s integrator are
shown. The higher-order harmonics have less magnitude and
zero phase contribution compared to first harmonic. Not
considering the higher harmonics while designing a reset
system can be erroneous and can cause the nonlinearity as a
disadvantage. Such an example is provided later in the Reset
Elements section (CGLP) of the paper.

Gp(w) =

E. Stability of reset control systems

In linear systems, the BIBO stability can be checked from
Nyquist plot or Bode plot. In the case of nonlinear systems,
checking phase or gain at certain points does not ensure
stability. In [19], some cases are presented for reset systems
where all the phase and gain criteria are not fulfilled and the
system still is BIBO stable. The principle of dissipation of
energy with time is to be followed.
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For reset systems, first the base linear system should be
BIBO stable. To inspect the quadratic stability Hg condition
should be fulfilled [20] [13].

Theorem 1. There exist a 3 € R ¥ and positive definite
matrix P, € R"*" such that the restricted Lyapunov
equation

P>0, AP+ PA, <0 ©)

BlP=Cy (10)

has a solution for P, where

On,xn,
CO = [ﬂcp On7.><nn,,‘ Pp] 7BO = |:0 p XMy :| (11)

Ny XNy Inr
and,

A,P,A,— P, <0 (12)

Ap, By, Cp, Dy, are state matrices of the plant, Ac is the
closed-loop (controller and plant) state A matrix. n, are the
number of states being reset, n,, are states not being reset
and ny, are the number of states of a plant.

IV. RESET ELEMENTS
A. FORE and SORE

Taking the Clegg’s integrator ahead, Horowitz et al. in [3]
introduced First Order Reset element (FORE). FORE is reset
version of linear first-order low pass filter (LPF). The Eq.
13 shows the analytical expression of FORE with w, as the
corner frequency. In the Fig.4 the frequency response (FRF)
of FORE is shown with a corner frequency of 10 rad/s along
with higher-order harmonics. If only the first harmonic is
considered, then the response of FORE is similar to that of
LPF at low frequencies, though at frequencies we can see the
added phase by the resetting action maintaining the Magnitude
behaviour. The first harmonic phase at high frequency tends to
—38° and not —90°. Coming to the higher-order harmonics,
they are most dominant around corner frequency.

Generalised FORE (GFORE) [17] was introduced further
ahead. In Fig. 4 the FORE has only w, as the variable and
Ap(reset value = 0) is constant. GFORE has two variables
in w,, A, =, where v € (—1,1). Varying the ~y affects the
phase advantage and dominance of higher order harmonics.
For v = 1, the filter has no non-linearity has behaves like a
linear LPF. Such affects of v can be seen in following section
SORE.

A

1 77 1 Ap
FORE = — SORE = , (13)
F+1 222041

Second-Order Reset Element (SORE) was introduced by
Hazelgar et al in [4]. SORE is the reset version of Second-
order low pass filter (SLPF). The Eq. 13 shows the expression
of SORE with w, and [ as variables. The parameter [
also makes it possible to have a notch and anti-notch like
behaviours. The Fig. 5 shows the FRF plot for the first
harmonic. The higher-order harmonics have a similar response

50+

1st Harmonic
3rd Harmonic
-100 | Sth Harmonic

Magnitude (dB)

. . . . .
107! 10° 10' 102 10° 10*
Frequency (rad/s)

Phase (degree)

102 107 10° 10° 102 10% 104
Frequency (rad/s)

Fig. 4: First order reset element

as that in FORE. As it can be seen that the phase tends to —52°
and not —180° as in SLPF.

Similar to GFORE, Hazelgar et al in [4] extended SORE to
Generalised SORE (GSORE). GSORE adds one more variable
A, = vlax2, where v € (—1,1). Again the effect of v on
higher-order harmonics is similar to that of GFORE. The Fig.
5 shows the first harmonic behaviour for various ~. As ~ tend
to 1, the phase advantage diminishes and the GFORE is SLPF.

0 A
o SOF [T ¥=0 ——vy=-05 e
E ——y=05 - y=-1 e
= s
-100 - . = \
102 107" 100 10° 10? 10%
rad/s
o T T T g L EERENRR
.50 |- S el S oM e i
[
o
& 100
T
-150 - R S
102 107! 10° 10’ 102 108 10*
rad/s
Fig. 5: Second order reset element
B. CGLP

Constant in Gain Lead in Phase (CGLP) is a reset element
recently developed by Saikumar et al. [5]. GGLP provides
phase lead over a range of frequencies with a constant gain
behaviour. This element is an alternative to the lead filter in
PID. Using GFORE or GSORE in series with corresponding
order lead filter forms a CGLP. The Eq. 14 is a second-
order CGLP with w, and w; as the range in which phase
lead is obtained. Due to resetting action, a shift in the corner
frequency is observed. To compensate this change a variable o
is introduced such as w, = o w,o. The phase lead is provided
by the first harmonic. The Fig. 6 shows the FRF of 1°¢ order

8



Chapter 2 Literature review

=)
T
|
|
|
|
/

/

1st Harmonic
3rd Harmonic
5th Harmonic

Magnitude (dB)
\

L . . L L
io°! 10° 10’ 102 10° 104
Frequency (rad/s)

107 10° 10' 102 10° 10* 10°
Frequency (radfs)

Fig. 6: CGLP 1% order

CGLP along with higher-order harmonics with w, = 10rad/s
and wy = 1000 rad/s. A phase lead of 42° is obtained at 100
rad/s with v = 0.

Ap
1

Rle) = Wsﬂ/w/ﬂ'

(sfun)? 4 2580, 41
D) = (o T 2s)wy 11

CGLP = R(s) D(s)

(14)

A comparison between 1¢ order and 2"¢ order CGLP is
shown in Fig. 7. From the phase plot, it can be seen that phase
advantage provided by the second-order CGLP is around 108°
with almost constant gain characteristic. A linear controller
cannot achieve this due to Bode Gain Phase relation, the slope
of magnitude has to increase to provide phase lead. From the
Eq. 14 it can be seen that there is a variable 5 which accounts
of damping performance of the filter. In the magnitude plot
of Fig. 7, the 3"¢ and rest of the higher harmonics are more
dominant than the 1% harmonic due to values assigned to
variables (here § = 1). Hence the DF analysis is not accurate
enough and HOSIDF analysis is needed.

As discussed in the stability of reset elements section,
a linear PID should be designed which makes the close-
loop system stable and only then the reset elements can be
added. Salman et al. in [21] tuned the 1%¢ order CGLP using
parameters v and w, = f(w.) for a certain phase margin
to have the minimum RMS tracking error, where w, is the
bandwidth frequency of the linear controller. Hou et al. in
[22] tuned both the 15¢ and 2" order CGLP using the various
~ and w, to obtain different phase lead at w. to minimise noise
and RMS tracking error. Different combination of v and w,
can lead to same phase margin but have different higher-order
harmonics. Lesser the magnitude of higher-order harmonics
better is performance.
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w20 /
° y
2 a0l i COLP st order
= s CGLP 2nd order 1st Harmonic
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-80 _| L L 1
1071 100 10° 102 10° 10¢
Frequency (rad/s)
100 3
T 4 N
8 /
=]
g 50 o i
@ A ~
g, S S
£ — T S
L ' ' L I —
1071 10° 10! 102 10° 10%

Frequency (rad/s)

Fig. 7: CGLP 2"¢ order

Fig. 8: SOSRE block diagram

C. SOSRE

Taking the 27d order CGLP further ahead, Nima et al.
introduced Second-Order Single state Reset Element (SOSRE)
in [23]. In the 2% order CGLP, both the states are reset to
A, = ~. The expression of SOSRE is same as in the Eq. 14.
The Fig. 8 represents the block diagram of SOSRE, in which
only one state is being reset. Resetting this specific state only
results in a notch like behaviour at w,.,. Fig. 9 is the FRF of
SOSRE. The first harmonic behaviour is the same as the CGLP
but a notch is present at a particular frequency (w,, = 6.5)
rad/s for higher-order harmonics. At this w,, frequency, we
have no phase advantage but all the higher-order harmonics
are very small comapred to first harmonic. If one operates at
this w,. as the reference, the filter will behave like a linear
lead filter.

Let 1) be the phase difference between the input and output
resetting state as shown in Eq. 15. The reason behind the notch
like behaviour is the that at this frequency the phase difference
1 = 0. Therefore when the input is zero, the output should
reset to -y but the out is already at zero being ¢ = 0. Hence
the resetting does not affect output and the SOSRE behaves
like a linear filter. The frequency response of 1) is shown in
Fig. 10, around w,, = 6.5 rad/s the zero phase difference can
be seen.

Z.CL’Q

Te =1 (15)
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D. FOSRE

SOSRE provided a way to have a linear behaviour at
one frequency, following this trend, Nima et al. developed
Fractional Order Single state Reset Element (FOSRE) [6]. The
Fig. 10 shows that when ¢ = 0, we have linear behaviour.
FOSRE shapes this v to be close if not equal to zero for low
frequencies. The Fig. 10 shows the v behaviour for FOSRE.
The FOSRE intersects SOSRE and ) = 0 line at w,, = 6.5
rad/s which produces a notch in FOSRE similar to SOSRE.

The Eq. 16 represents the analytical expression for FOSRE
in Laplace domain. The block diagram of FOSRE is similar
to Fig. 8 with the second state being a fractional-order state
instead of an integer one. A corresponding order lead filter
with one sate being of fraction order is in series with FOSRE
to form a lead filter. The Fig. 11 shows a comparison between
SOSRE and FOSRE. Both the filters are designed to have a
notch at w,, = 6.5 rad/s, the FOSRE has a lower magnitude
in low frequencies than SOSRE for low frequencies with same
first harmonic behaviours. This low magnitude is the result of
shaping . Since the second state is of fractional order, the
reset value «y has to be lower for FOSRE than that of SOSRE
for same phase margin, for instance, v = 0.2 and 0.4 for
FOSRE and SOSRE in figure 11 respectively.

0 — e
z —~/
® & \/
° i If
3 501 y
2 B2 ’ FOSRE 1st Harmonic
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Frequency (rad/s)
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107! 10° 10’ 102 10% 104
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Fig. 11: Fractional Order Single state Reset Element

AP
FOSRE(s) = {/////////’
RCTES R U
D(s) = (s/wi +1)"Ms/wp +2B/w,) +1

(s/wp)? + 25]wy + 1

CRONE approximation and Fractional order Calculus:

To calculate the power to a non-integer number we use
Taylor’s approximation, similarly to calculate the non-integer
power of differentiation and integration operation in calculus,
Laplace transform is used and then s is approximated where,
A € R . In [24], a toolbox for fractional order control is
designed. In this paper the CRONE approximation [25] is used
to calculate s, the Eq. 17 represents CRONE. A fractional
action is created using N number of poles and zeros lying in
left half (stable region) of complex s-plane. In the range from
w; to wy, a tamed fractional lead or lag filter can be designed
using Eq. 17 and 18. The variable C is used to change the
gain of the filter. In this section, a large wy, is assumed which

changes the CRONE approximation to (s/w; + 1)* and can
be directly used in Eq. 16.
N
1 zZ,m
<S/Wl + > H 1+ (s/wzim) (17)
s/wp +1 et + (s/wp.m)
where, SN
Wzm = W (wh/wl) N
2m—1+4X (18)

Wpm = wi(Wh/wi) 2N

V. BAND-PASSING NON-LINEARITY IN RESET ELEMENTS

In the FOSRE, the dominance of higher-order harmonics
are kept at a minimum by shaping the phase difference
(¢) between the input and output of reset element to zero.
Extending this concept, Nima et al. introduced Band-passing
the Nonlinearity in Reset Element (BNRE) [26]. BNRE is only
for filters with one state, for instance, GFORE. The Fig. 12
shows the block diagram of Bandpass CGLP reset element.
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AAfw,+1 T(s)

Fig. 12: Block diagram of Bandpass CGLP

As linear filters are placed before the reset element, the DF
and HOSIDF equation will change and will result in Eq. 19.
If the same filters are placed in the reset line the equations
will differ.

fn,w)(1 —e772%)

C.(jwl — A) 1B, + D, =1
() = +C, (jw 7_2) + n
fln,w)(1 — e=72¥) Nodd > 2
0 neven Z 2
(19)
where,
(n,) = Co(A e ) e
f(n,w) =CrA, — jwnl)" ———(1 — 6,0
1+ ()2 e
S=1+e"%"
Gy =1+ A,e"e"
(20)

The Fig. 13, represents the frequency response for bandpass
CGLP. The figure is divided into 3 subplots, from top to bot-
tom it represents magnitude, phase and ) plots. The bandpass
CGLP is designed such that the higher-order harmonics are
dominant in the range of w; to wy (CRONE approximation)
and with a bandwidth of 5 rad/s. In the rest of the frequencies,
only the first harmonic is dominant. The controller provides
a phase of 15° for ¢ = —52° and v = 0.6. It can be seen
that around the bandwidth the higher-order harmonics have
most dominant for such the above controller. For a certain
bandwidth and phase margin, 1) and v can be optimised to
reduce the dominance of higher-order harmonics.

In the magnitude plot, notches are present just before and
after w; and wy, due the intersection of ¢ with the ¥ = 0 line.
For frequency tracking, these notch frequencies are a good
choice. Around the bandwidth, the higher-order harmonics
have most dominant. The phase lead obtained in the band
region is almost constant (flat phase behaviour). This can be
used to the advantage of having robustness. This kind of phase
behaviour can be modified by changing the shape of 1), w, and
range of 1 for accounting a phase lag or any other application.
Choosing w, < w; will result into the flat phase as observed
in Fig. 13, with w; < w, < wy, , the phase will be of tamed
ramp nature. As the linear filters are added before the reset
element, the expression for ¢ will be Eq. 21 and after a few
simplifications as Eq. 23.

le

Yw) =

where, R(jw) is the base linear form of reset element

= [F(jw) K(jw) R(jw) (21)

0 e T e

o 5l istHarmonic [

o — e ——
Srd Harmonic | | / -
5th Harmenic |

; T
10 107 10° 10’ 10?
rad/s

Fig. 13: Bandpass CGLP 1st order

s/wr 41

K(s) = 22
() sfwy+1 22)

choosing a high wy, 1 can be simplified to,
Y(w) = F(jw) (23)

Shaping filter F'(s) :

The shaping filter F'(s) vastly determines the 1, which
in turn is responsible for phase margin and higher-order
harmonics. The shaping filter is like a skewed notch filter made
from three linear filters, a notch N5, an anti-notch N; and a
fractional lag element L;. The Fig. 14 shows a Bode plot for
all three individual filters along with shaping filter. The Eq.
24 represents all the three filters in the Laplace domain. For
the fractional lag element L, CRONE approximation stated in
FOSRE section is used with the same notation and variables. In
the notch and the anti-notch filters, there is a damping variable
g which can be adjusted to vary the height of the peak. The
value of ¢ is chosen in such way that the v intersects the 0°
line at least once on both the side, that is before w; and after
wp, to ensure we notch in higher-order harmonics as discussed
before.

F(s) = N1(s)L1(s)Na(s)
s/wr+1 A
Li(s) = (s//wh n 1)

(s/w)? +s/w +1
(s/wi)? + s/(qwi) +1
(s/wn)? + s/(qwn) + 1

(s/wn)?+ s/wp +1

(24)

Nl(S) =

NQ(S) =

VI. OPEN LOOP TO CLOSE LOOP

The controller and plant in series are defined as open loop.
If the controller is linear (PID), only one plot is obtained as the
output follows the same frequency as input. In reset control,
we have multiple harmonics at the output and thus open loop
for each. The Fig. 15 shows open-loop plots higher-order
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Fig. 15: Open loop (L) with 1%¢ order CGLP

harmonics for a first-order CGLP with a plant (mass-spring
damper). The parameters follow the C'04 controller in [27]. In
the Fig. 15 the resonance peaks of higher-order harmonics are
visible in low frequency which can have an adverse effect on
tracking performance.

In linear control, the closed-loop performance can be es-
timated accurately with open loop, so is not the case with
nonlinear control. If only the first harmonic of the input
reference is produced by a controller, in the feedback only that
harmonic is fed. If a controller produces multiple higher-order
harmonics, then the same will be fed-back to the controller.
Now there are multiple sinusoids as an input to controller
and each of these sinusoids will produce higher harmonics
of their fundamental frequency and the train continues. Now,
these multiple frequencies will cause multiple resets. The
superposition does not hold for nonlinear systems, it is difficult
to predict the output of a closed-loop system when a sum of
sinusoids as a reference is provided to the reset controller.
These are the biggest drawback of nonlinear control. Reducing
the higher-order harmonics or finding a threshold could be a
solution.

To estimate the performance of closed-loop reset system
(CLRS), numerical and experimental (simulation) methods

Fig. 16: Block diagram for closed loop system with
harmonic separator and harmonic generator [27]

have been applied in the literature. Doing so we get fairly
accurate results but does not provide any information about
the system dynamics as the analysis is done in the time
domain. Recently, Saikumar et al. presented an analytical
method to estimate the CLRS from the open-loop [27]. Figure
16 shows a block diagram of CLRS with a harmonic generator
and a harmonic separator. The reset system is modelled as
a harmonic generator which produces higher harmonics for
a fundamental input frequency. These higher harmonics are
input to plant and fed back to the controller. To avoid the
input of higher-order harmonics of the fundamental frequency
to the rest system, a harmonics separator is placed before
the harmonic generator which allows only the fundamental
first harmonic frequency to input to the harmonic generator.
The rest of the harmonics from the feedback are modelled
as disturbance input to the plant. There are four assumptions
in this method; there are only two resets in one period of
fundamental, only the first harmonic of error results in resets
and two more. In [27] analytical expressions to estimate the
closed-loop sensitivities can be found. In the low-frequency
range, this method provides results with an error of less than
1%. But for frequencies close to integrator cutoff and higher,
the estimation is not accurate.

Alternatively, Buitenhuis et al. in his thesis [28] proposed
a second approach to estimate closed-loop sensitivities from
the open-loop. Buitenhuis used state-dependent impulses to
estimate the close loop behaviour of reset systems. The re-
set systems were modelled as base linear systems plus the
impulse. These impulses are provided at reset instants and
provide an accurate estimation of an open loop system. In [],
an elaborate explanation with proofs are presented to calculate
these reset instants and hence the closed-loop sensitivities.
This method also has assumptions of which one is that only
there are only two rests in one period and others. The Fig.
17 shows the block diagram of the reset system with state-
dependent impulses and with two linear filters (G(s) and
K (s)) before and after the reset element. Virtual inputs B* and
Q" are used to calculate the DF and HOSIDE. This method

12



Chapter 2 Literature review

______________________

Xt et,
Virtual Harmonics
Generator

< '.Qw‘I?@ 1) B

____________________

Fig. 17: Block diagram for impulse HOSIDF closed loop
system [28]

can also be extended to MIMO systems. The error between the
estimation and simulation is well under 1% for low-frequency
area. This impulse method provides better results than the
harmonic separator method but is more computationally ex-
pensive.

VII. OPTIMAL SEQUENCE OF FILTERS

We know from the stability of reset systems that we need
to have BIBO stability before introducing reset elements. To
ensure BIBO we need to have linear PID to stabilize the plant.
PI and D are lag and lead filters respectively. In linear systems
the order of filters like lead, lag and plant does not matter both
in open-loop and closed-loop, any combination will result in
the same output as superposition is valid. In the reset systems
as superposition does not hold and different order provides
different results.

The Fig. 18 shows all the possible sequences of lead,
lag, reset with low pass filter (LPF) is shown. In the open-
loop, all the sequences provide the same result but in closed-
loop different sequence provide a different result. Cai et al.
proposed an optimal order for these possible combinations in
[29]. From the Fig. 18, sequence 1 and 3 provide the best
results for certain criteria and inputs. Sequence 3 is the optimal
sequence if there is a low ratio of noise to input amplitude.
As the lead filter has a positive magnitude, it amplifies the
signal. If the lead filter is placed after the reset elements, the
higher-order harmonics will be amplified. As a lag filter has a
negative slope in magnitude, it will attenuate the input signal.
As the dominance of higher order is to keep at a minimum,
the lag filter should be after the reset element in series. The
LPF being a lag filter should always be after reset so that the
higher harmonics that are input to plant and then to feedback
back should be attenuated for best results.

If there is noise in the system, sequence 1 works best as the
lag filter just after the reset systems act like a LPF for higher-
order harmonics. The same can be achieved with sequence 3
with a LPF in the reset line. Doing so the HOSIDF expression
will change as the LPF will introduce a phase lag in the reset
instants and so the input has to be altered accordingly. In the
[1, new HOSIDF is derived for sinusoidal input with a phase
lag. This method of introducing a LPF into reset line works
only if the noise is less than 2 — 3% of the reference signal.

1

2) Lag

o o = =
e e H
o ot o w { w

Lag |—-| Lead l—-l Resét H LPF

Fig. 18: Possible sequence of filters
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VIII. ZERO CROSSINGS

The concept of reset control is based on the number of
resets and their instants. When the input signal to the controller
crosses the zero line, the controller resets. The number of
resets directly correlates to the nonlinearity present in the
output. Ideally, two resets are desired in one period of input
as seen from the Fig. 1.In reality, the resets are not triggered
from the reference signal but from the error signal, Fig. 2.

If the error signal consists dominantly of the reference
frequency, then the prediction of the output of controller
is accurate. But, if the error signal consists of more than
one frequency causing multiple resets (zero crossings), the
prediction of the output of the controller is difficult. For
instance, for Bandpass CGLP (for specification refer [26]) with
a reference of 10 Hz the error plot is shown in Fig. 19a. It can
be seen that the controller is resetting 6 times in one period
of input. The out of the controller is shown in Fig. 19b. It
is clear that the controller does not follow there error signal,
rather it consists of higher frequencies. In such a case if we
include a disturbance then we cannot predict the output of the
system accurately as the superposition principle is not valid.
To predict the output of reset element in closed-loop, excessive
resets should be avoided.

y = Asin(at + 0) + Bsin(ft + ¢) (25)

In [30], superposition of two sinusoids as shown in Eq. 25
is discussed. The number of times the output y(¢)” crosses the
zero line depends on the amplitude, frequency and in certain
cases on phase. For instance, in equation Fig. 25 if A > B
and « > [, then the output will follow the a and will same
number of zero crossings as that of A sin(at+ 6) irrespective
of what phase they have. In our case, the first harmonic has a
higher amplitude but the 3"% harmonic has a higher frequency,
that is A > B and a < f3, the zero-crossing of "y’ depends on
the phases 6 and ¢ as well. Therefore, to avoid multiple resets
we have to take into account both the amplitude and phase of
higher-order harmonics.

IX. THESIS OBJECTIVE AND CONCLUSION

The recently developed structure for the single state reset
elements to bandpass the nonlinearity needs further study. The
effect of band length, band shape, band depth and position
of the band on superposition principle, tracking, settling time,
overshoot and noise rejection needs investigation. As discussed
in section V the parameters 1/ and ~ can be tuned for the same
phase margin with different higher-order harmonics.
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Fig. 19: Effect of multiple resets on the controller output

The main goal of this research is to find a threshold limit
for the magnitude and phase of higher-order harmonics for
avoiding excessive resets. After finding the limits for higher-
order harmonics, the next step is to determine whether can
we achieve those magnitudes and phase. We have tools in the
form shaping filter, ¥, v and other filters like K, 7" in the
bandpass CGLP to influence the magnitude and phase of first
and higher-order harmonics. All the closed-loop methods have
an assumption number of resets (two) in one period of input.
Finding a threshold cap for higher-order harmonics such that
resets are caused only by first harmonics and not by the higher
ones. Such an investigation can help improve the closed-loop
analysis of the reset system.

Reset control provides an edge over the limitation of linear
control. Both broadband and narrowband phase compensation
can be achieved using reset elements like FORE, CGLP and
bandpass CGLP. Reset control has its drawbacks of superpo-
sition being not valid, generation of higher-order harmonics
(unwanted), dependency on the gain, etc. These nonlinear
effects make analytical closed-loop analysis complex and not
accurate. Tipping the balance of reset systems away from the
nonlinear effects while utilising the phase advantage is the
main theme.
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3 Problem statement

3.1 Problem definition

The literature study indicates the potential of reset elements to boost the performance of linear
control. With the additional phase provided by the reset elements, transient response, robustness
and stability can be improved without compromising precision. Every new technology in the world
is an improvement over the previous generation but comes with some downsides. Similarly, the
phase advantage comes at an expense of higher-order harmonics. These high order harmonics have
a small magnitude in an open loop. But in closed-loop, the higher-order harmonics are fed back
to the controller and are amplified in magnitude. These can then excite higher frequency modes
of a multimodal system.

In a linear system, ideally any frequency up to bandwidth can be used as reference. In reset
systems, so is not the case due to the higher-order harmonics in the feedback loop. Usually, a
reference below 1.5 to 2 order of bandwidth is used for tracking. In this frequency range, a well-
tuned reset closed-loop system can be predicted for certain references, being the only input. Any
other reference outside that range can produce higher-order harmonics with significant magnitude.
For instance, if a CGLP with a cutoff frequency close to linear integrator cutoff frequency, any
reference near this cutoff can result in high nonlinearity. Another issue with nonlinear systems
is the superposition principle being invalid. Even if there is known disturbance and noise in the
system, still it is difficult to estimate the closed-loop response with multiple inputs. There is
no direct relation between open-loop and closed-loop performance. To determine how and which
higher-order harmonic will be dominant in closed-loop is difficult to estimate.

As discussed in the literature, numerical and analytical methods have been recently introduced
to estimate closed-loop sensitivities. All these methods come with some assumptions, of which one
is having only two resets (zero crossings) in the signal input to the reset element in one period
of reference frequency. Also, the instants at which these zero-crossings occur is of significance. If
there are more than two resets then the analytical closed-loop estimation is not accurate. These
multiple zero crossings are caused by higher harmonics of the reference signal. If the multiple
zero crossings are well separated (on the time axis) in one period of input frequency, then the
higher harmonics are more dominant. But again there is no way to determine which harmonics
are responsible for these multiple zero crossings through the analytical open-loop or closed-loop
analysis and further how can they be suppressed.

A solution to the above problem is to inherently avoid multiple zero crossings by tuning the
controller to have low higher-order harmonics. This brings us to the main question of this thesis:
"How low should be the higher-order harmonics to avoid excessive zero crossings in the reset
signal?" or imperatively " Avoiding excessive zero crossings in reset control".

3.2 Research objectives

To find an amplitude threshold on higher-order harmonics to avoid multiple zero crossings, consider
a closed-loop system with reset and linear controllers. Consider the signal input to reset element
is a sum of sinusoidal higher order harmonics with amplitude A, and phase 6,,, where 'n’ is the
index of higher harmonics. The research objectives to be looked upon are:

1. To find the number of odd higher harmonics (n) to be taken into account

2. The phase 6,, that cause multiple zero crossings with lowest possible amplitude of higher-order
harmonic

3. To find amplitude distribution A, by computing closed-loop sensitivity using open-loop
HOSIDF estimation

4. To calculate the ideal input to reset element (the threshold for higher-order harmonics)
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5. To map the closed-loop threshold to open-loop
6. To tune a controller to satisfy the threshold for an actual plant

7. To validate the amplitude threshold theory by inspection of zero crossings through time-
domain simulation
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4 Avoiding excessive zero crossings in reset control

This chapter presents a paper on avoiding excessive resets in reset control. The paper initiates with
a general introduction to linear and reset control. Section II reviews the basics of reset control,
its state-space formulation and the frequency domain response of reset elements using Higher
Order Sinusoidal Input Describing Functions (HOSIDF). Section II presents frequency domain
response of reset elements like FORE and CGLP along with open-loop HOSIDF based closed-loop
approximation. Section III presents the theory on how to avoid multiple zero crossings (resets)
for a multi-sine sinusoidal signal with odd higher harmonics. This section discusses the phase
for multiple reset, amplitude distribution of higher-order harmonics, mapping from closed-loop to
open-loop, steps to calculate the amplitude threshold. Section IV illustrates an example to validate
the theory in section III. Last, section V provides the conclusion and recommendations.
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Avoiding excessive zero crossings in reset control

Shrinath Diwakar, Nima Karbasizadeh, S. Hassan HosseinNia

Abstract—This paper presents criteria to avoid excessive zero-
crossings caused by odd higher-order harmonics in a multi-sine
signal. This criterion can be used in the field of reset control.
Reset control overcomes the drawbacks of linear control like
Bode gain phase relation and waterbed effect. Reset elements
like CGLP, FOSRE, etc can provide a phase lead with constant
magnitude behaviour. The main drawback of reset elements is
the generation of higher-order harmonics. The number zero-
crossings influences the closed-loop performance of a signal input
to the reset element. Due to higher-order harmonics, multiple
resets can occur, which makes the close loop analysis becomes
complex. The criteria to avoid excessive zero-crossings provides
a threshold on the amplitude of higher-order harmonics. This
criterion is validated by a time-domain analysis of a CGLP reset
architecture.

Index Terms—Mechatronics, motion control, precision control,
reset control, nonlinear control.

I. INTRODUCTION

The world is moving towards miniaturization every day.
Electronic circuits are getting smaller and more power-
efficient. The smartphone processors are developed on a scale
of 5nm to date. The sensors used in automobiles, heavy ma-
chinery, etc are moving towards nano-meter scale. To sustain
this progress, we need machines that are cable of moving and
sensing small movements. For doing so control systems play
an important role, especially PID controllers. PID controllers
have been used in the industry for about a century. PIDs cover
the majority share of the various controllers available to the
industry. The reason behind this is the ease of implementability
and tunability. The analysis of PIDs in the frequency domain
paves the way to capture more information of the modes and
system behaviour at a wide range of frequencies.

Linear controllers come with limitation like Bode gain phase
relation. Ideally, high bandwidth is desired and a phase lead
around bandwidth to assure system stability. Improving the
tracking performance can be done by increasing the gain at
lower frequencies. Doing so results in phase reduction at
the bandwidth. As a result, system tracking and robustness
contradict each other. In other words, if one improves other
degrades. Another limitation of PID is the Waterbed effect [1],
where improving performance at one frequency will degrade
the performance other frequency. There are other limitations
like integral windup and saturation as well. Due to all these
limitations, PID cannot be used to achieve all the system
requirements.

To overcome the limitations of linear control, nonlinear control
theory is used. Reset control is a branch of nonlinear con-
trollers which is becoming popular. A rest controller resets
its state/ states to a certain value when a certain condition
is met. Doing so reduces the phase lag, keeping the same
gain characteristics. Nonlinear systems are generally analysed
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Fig. 1: Simulation of Clegg’s Integrator

in the time domain which makes the implementation difficult
in practice. Describing function analysis is used to transform
the time domain study into frequency domain approximation,
which eases the implementation with the loop shaping method.
In the late 1950s, JC Clegg introduced the first reset element
as Clegg’s Integrator (CI) [2]. The time-domain response of
a linear integrator (LI) and CI is compared in Fig. 1. The
CI resets its output when the input signal crosses the x-axis.
The reset value in Fig. 1 (upper sub-figure) is set to zero
but it can vary anywhere between its positive and negative
amplitude span. This resetting action provides a maximum
phase advantage of 52° over the LI. The gain of CI has
the same slope as LI but a slightly high gain. This idea of
CI was further used to develop many other resets elements
namely First Order Reset Element (FORE) [3], Second Order
Reset Element (SORE) [4], Constant Gain Lead Phase (CGLP)
[5], Fractional Order Single State Reset element (FOSRE)
[6], etc. These elements have similar magnitude characteristics
but different phase behaviour as compared to linear lead and
bandpass pass filters.

Reset controllers (RC) are broadly used as wide-band phase
compensators. As discussed earlier, RC provides phase lead
with zero gain behaviour and thus increase the phase margin
available at the bandwidth. The rise time and overshoot
performance are improved as well. Many engineering domains
have utilised RC for improving the performance, thermal [7],
chemical [8], vibration control [9], precision motion control
[5]. The reset controllers have a downside as well. In the Fig.
1, at reset instants there is a sudden jump in the state of the
controller. Hence, adding a high degree of nonlinearity into
the system and thus higher-order harmonics in the output.

The structural outline of this paper is as follows; Section
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II captures preliminaries of reset control and zero crossings.
Section IIT discusses the effect of multiple zero crossings on
CGLP and provides amplitude threshold criteria to avoid these
multiple zero crossings. Section IV provides an example to
validate the theory followed by the conclusion.

II. PRELIMINARIES OF RESET CONTROL
A. State Space formulation

The Eq. 1 represents a generalised state space formulation
of a reset controller (RC) [10]. A, B,C, D are state matrices
of the RC. A, represents the reset matrix. When the input
e(t) = 0, the current states x(t) gets resets to certain value
according to A,. If e(t) # 0, the state space follows the base
linear form for the RC.

#.(t) = Az, (t) + Be(t)
z(t1) = A,x,(t)
u(t) = Cx,(t) + De(t)

if e(t) #0,
ife(t)=0, (1)

D=

In the above case, the reset condition is set to zero crossings
of input e(t) but that can be altered. Other reset laws like reset
band can be found in [11] [7] where, if the input e(t) is in a
certain band the reset is triggered.

B. Stability analysis

In linear systems, the stability can be checked from the
Nyquist plot or by checking phase (> 180°) at bandwidth
and gain (> 0) at zero phase crossing. If these criteria are
fulfilled the system is BIBO stable. For the implementation of
reset elements, first, the base linear system should be BIBO
stable. To inspect the quadratic stability [z condition should
be fulfilled [12] [10].

Theorem 1. There exist a 3 € R ¥ and positive definite
matrix P, € R"*" such that the restricted Lyapunov
equation

P>0, ALP+PA, <0 2)
BiP=Cy 3)

has a solution for P, where

On s
Co=[BCy Oposn,, Py].Bo= [O X

Npr XNy I’n’r'

} “

and,

A,P,A,— P, <0 (5)

Ay, By, Cy, D), are state matrices of the plant, A is the
closed-loop (controller and plant) state A matrix. n,. are the
number of states being reset, n,, are states not being reset
and ny, are the number of states of a plant.

There exist a 3 € R"*! and positive definite matrix P, €
R7->*7r - such that the restricted Lyapunov equation

P>0, AP+ PA, <0 (6)
BIP=Cy @)

has a solution for P, where

Co = [Bcp On,‘xmw Pp] ,By = |:O Onp XM,

Ny XNy Inr

] ®)

and,
A,P,A,— P, <0 9)

Ap, By, Cp, D), are state matrices of the plant, A is the
closed-loop (controller and plant) state A matrix. n, are the
number of states being reset, n,, are states not being reset
and n,, are the number of states of a plant.

C. Describing functions

The Describing Function (DF) is used to approximate the
steady-state output of a nonlinear in the time domain to the
frequency domain. This approximation is made by the Fourier
series by using only the first fundamental frequency. If the
input is sinusoidal, the DF becomes Sinusoidal Input DF
(SIDF). Guo et al. in [13] and [14], presented a SIDF analysis
for reset systems with input e(¢) = 0 as the reset instants.

For nonlinear systems, for an input of a certain frequency,
the output will have higher-order harmonics of input frequency
having with different individual amplitude and phase. [15].
The SIDF only encapsulates the input gain dependent non-
linear effect and not the others. Along with this, DF analysis
does not provide any gain-phase information of frequencies not
present in the input. Therefore, SIDF analysis is not accurate
enough to approximate a reset system. Heinen et al. [16],
extended the DF analysis in [14] and presented HOSIDF.
HOSIDF approximates the reset system using Fourier series
with higher frequencies included. The Eq. 10 presents the
HOSIDF expression for reset systems with A, B, C, D as its
state matrices and n in represents the harmonic number.

Cjwl —A)'I+jOw))B+D n=1

H,(w) =4 C(jwnl — A)~1j0O(w)B Nodd > 2
0 Neven = 2
(10)
where,
—2w? =
Op(w) = ——A(W)[lr(w) = A7 (w)]
Aw) = T 4 A?
Aw) =T+ 34 an
Np(w) =T+ Ajes?
D, (w) = £7 (@) A, A@A ™ ()
D. FORE

Taking Clegg’s integrator ahead, Horowitz et al. in [3]
introduced the First Order Reset element (FORE). FORE is
a reset version of a linear first-order low pass filter (LPF).
The Eq. 12 shows the analytical expression of FORE with w,
as the corner frequency. In the Fig. 2 the frequency response of
FORE is shown with a corner frequency of 5 Hz along with
higher-order harmonics. The first harmonic phase of FORE
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tends to —38° at high frequencies. The higher-order harmonics
are most dominant around corner frequency.

GFORE [14] has two variables w, and A, = ~, where
~v € (—1,1). Varying the v affects the phase advantage and
dominance of higher-order harmonics. For v = 1, the filter
has no non-linearity has behaves like a linear LPF.

FORE = (12)

-50 /“’

Magnitude (dB)

10? 107 10° 10 107 10°
Frequency (Hz)

Phase (%)

50 . . L L
102 107" 10° 10' 102 10°
Frequency (Hz)

Fig. 2: Frequency response of FORE for w,, =5 Hzand v =0

E. CGLP

Constant in Gain Lead in Phase (CGLP) is a reset element
recently developed by Saikumar et al. [5]. GGLP provides
phase lead over a range of frequencies with a constant gain
behaviour. This element is an alternative to the lead filter in
PID. Using GFORE in series with a corresponding order lead
filter forms a CGLP. The analytical expression of first-order
CGLP is shown in Eq. 13 with w, and w; as the range in
which phase lead is obtained. Due to resetting action, a shift
in the corner frequency of FORE is observed. To compensate
for this shift, a variable « is introduced as w, = o Wy.q.

AP
CGLP— 1/ s/wr—i—l

77%"»1 s/wf+1

FE. Closed loop analysis of reset system

(13)

In linear control, the closed-loop performance can be esti-
mated accurately with an open-loop, so this is not the case
with reset control. The reset element outputs odd higher-
order harmonics of a reference frequency. All these higher
harmonics are fed back to the controller in the closed-loop.
This makes closed-loop estimation difficult from the open-
loop response.

To estimate the performance of a Closed-Loop Reset System
(CLRS), numerical methods [17] have been applied by Dast-
jerdi et al., which provide close to real results. Such numerical
calculations are computationally expensive and do not provide
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Fig. 3: Frequency response of CGLP for w,, = 5 Hz, v =0,
wy =1000 Hz and oo = 1.4

any information about the system dynamics as the analysis is
in the time domain. Recently, Saikumar et al. presented an
analytical method to estimate the CLRS from the open-loop
[18]. The reset system is modelled as a harmonic generator
that produces higher harmonics for a reference frequency. The
Eq. 14 and 15 represents analytical expressions to estimate the
closed-loop sensitivity (S;,) for a architecture shown in Fig.4.
The subscript bl stands for base-linear system, where the reset
element has v = 1. Accordingly, Ly (w) and Sp(w) are the
open-loop and closed-loop sensitivity function of base linear
systems respectively. L, (w) is the open loop HOSIDF function
where H,(w) is the reset element. This analytical method
provides accurate results in the region where the higher-order
harmonics are not dominant.

Sl (w) = Sll(w)

Spsa(w) = (éji;) Sy (nw)|C1S1| Z(n(C181))  (15)

(14)

where,

L, (w) = C1(w) Hy(w) Ca(nw) P(nw)

1
S e )
(16)
Ly (w) = C1(w) Ry (w) Ca(w) P(w)
1
) = T Ty

L}%_e_‘{ (85 }i% Reset element H C, H Plant b

Fig. 4: Closed loop architecture with C; and Csy as linear
elements

An illustrative example of closed-loop sensitivity for a reset
system is shown in Fig. 5. The architecture in Fig. 4 is
followed with Eq. 17 as controllers. The filters are designed
for a bandwidth of 100 Hz. In the Fig. 5, response till 11*?
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harmonic is shown. The plant has the resonance at 2.5 Hz
where all the higher harmonics show a zero like behaviour. In
the range 5 Hz to 100 Hz, many higher harmonics have a peak
like behaviour. These peaks can result in multiple resets and
poor prediction of error will not be accurate. We can also see
the decaying behaviour of higher harmonics with a —2 slope.
The cutoff frequency for these higher harmonics gets lower as
the count of harmonic increases.

Ci=1

Ap
1/ s/wr+1
gy 1
To S/wf (17)

wj s/waq +1 1 2
— 1 —_
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Fig. 5: Closed-loop Sensitivity for the control scheme shown
in the Eq. 17

G. Sequence of filters in reset control

In linear systems, the order of filters like lead, lag and plant
does not change the output in open-loop and closed-loop. Any
combination will result in the same output. In the reset systems
as superposition does not hold and different order provides
different results. The Fig. 6 shows the possible sequences of
lead, lag, reset with a low pass filter (LPF) is shown. In the
open-loop, all the sequences provide the same result but in the
closed-loop different sequence provide a different result. Cai et
al. proposed an optimal order for these possible combinations
in [19]. Sequence 3 is the optimal sequence if there is a low
ratio of noise to input amplitude. If there is noise in the system,
sequence 1 works best as the lag filter just after the reset
systems act like an LPF for higher-order harmonics. The LPF
being a lag filter should always be placed after reset so that
the higher harmonics can be attenuated for best results. Later
in the report, an example is provided which utilises sequence
3.

R/eam/ |—| Lag l—-I Lead |———| LPF
Lag l——| R}J l—-| Lead |—-| LPF

Lead l—-| R}s{ l—-| Lag I—-| LPF
Lag l—-| Lead l—-| % |—-| LPF

Fig. 6: Possible sequence of filters
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H. Zero crossings

In [20], Blachman presents a superposition of two sinusoids
as shown in Eq. 18 is discussed. The number of times the
output y(t) crosses the zero line depends on the amplitude,
frequency and in certain cases on phase. For instance, in Eq.
18 if A > B and a > f3, then the output will follow the o and
will the same number of zero crossings as that of Asin(at +
0) irrespective of what second sinusoid. In the case of reset
elements, the first harmonic has a higher amplitude but the
37® harmonic has a higher frequency, that is A > B and
a < 3, the zero-crossing of y(¢) depends on the phases 6
and ¢ as well. Therefore, to avoid multiple zero crossings we
have to consider both the amplitude and phase of higher-order
harmonics.

y = Asin(at 4+ 0) + Bsin(6t + ¢) (18)

ITII. AVOIDING EXCESSIVE ZERO CROSSINGS

A. Superposition of Higher Harmonics

The superposition principle holds if the law of additivity and
law of homogeneity are satisfied. From the above discussion,
we know that the reset element results in odd higher harmonics
in the output for an input frequency. In the Fig. 7, 0, =
£(6,30,50,...) and a,u: = f(a,3a,ba,...). In a closed-loop
system, these higher harmonics will be fed back to the reset
element as input. This will create a multi-sine input to the
reset element, that is 6 and « will consist of higher harmonics.
The law of additivity as shown in Fig. 7 (reset system 3) will
hold only if 6, a,6,,: and gy Will consist dominantly of
its fundamental frequency. The law of homogeneity holds for
reset elements as they are linear in gain.

0 Oout
————— ResetSystem1 |—
a Aout

—p| Reset System 2
0+ a Oout * Aour
—— ResetSystem3  f———>

Fig. 7: Superposition for reset element
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B. Effect of multiple resets / zero crossings

The reset law defines the instance of resets. The reset law
followed in the Clegg’s integrator is by the zero crossings
of the reference frequency. In one period of input, the signal
crosses the zero line twice, which is the ideal case. In a
closed-loop system, the input to the reset element is never the
reference signal. The input to the reset element is often a multi-
sine signal. The Fig. 8 shows such a case, where the input to
the controller has multiple zero crossings in one period of the
reference. The output of the controller consists of different
frequencies compared to input. In such cases, where the
superposition principle is not valid, predicting the closed-loop
performance with disturbance and noise is difficult. Another
issue is the missing link between the open-loop and closed-
loop. There is no way to predict these multiple zero crossings
in a closed-loop from the open-loop response. Therefore,
to tune the system we to need to compute the closed-loop
response repeatedly, which is computationally expensive.
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Fig. 8: Time response of the architecture shown in 4 with
Cy = 1, reset element as FORE CGLP, C5 as PID and 27¢
order LPF

The input signal to a reset controller can be analytically
expressed as in Eq. 19. As discussed in the zero crossings
section, the zero crossings is the function of amplitude A,
and phase ¢,. To find the optimum conditions for multiple
zero resets, A, and ¢, needs to be approximated which is
discussed in the next section.

m

u=A, Z sin (nwt + 6,,)
n=1

(19)
where, n € odd N

C. Phase of higher order harmonics for multiple resets

To have multiple zero crossings, the higher harmonics
should interfere destructively near zero crossings of the first
harmonic. The slope of the first harmonic and higher har-
monics should be of opposite sign near zero crossings. The
Eq. 20 presents a phase relation for higher harmonics for
destructive interference with the first harmonic. An illustrative
example is shown in Fig. 9, where the third and fifth harmonic
intersect exactly at zero crossings of the first harmonic but with
opposite slope. The phase for multiple resets (6,,) provides
an optimum phase such that the lowest possible amplitude of

higher harmonics which can cause reset, can be found. If we
have amplitude higher than this given least possible value we
have a buffer zone in phase around 6,. In the Fig. 9, the
phase of the third and fifth harmonic can be shifted around 6,
and still result in multiple reset as their combined amplitude
is higher than the least possible amplitude. This shift around
0,, depends on how high the combined amplitude of higher
harmonics is.

0, = (6L —7/n)n (20)

where, n € odd N > 3 and 6, is the first harmonic phase

Sum

sin(wt - 20)
—— 0.2 sin(3wt - 240)
,/‘“\.s_‘./f”\\ 0.2 sin(5wt - 280) ||

Ampltiude (m)

osl 3 \ .
/ &y TR, AR
N \/ / X e ‘/\A \ \\\ /// /r\f

Time (seconds)

Fig. 9: Phase of higher order harmonics for multiple resets

D. Amplitude distribution of higher order harmonics

In the Eq. 19, the amplitude A, (n > 3) is the analytical
distribution. The analytical amplitude distribution uses Eq. 15
to calculate transfer function from u to r. Later the higher
harmonics are normalised by third harmonic as shown in Eq.
22 for a certain frequency w. This amplitude distribution is
unique for every cutoff frequency w, and -, as varying the
these parameters will the magnitude of higher harmonics for
a frequency. But this change in relative magnitude is not sig-
nificant enough. Hence, computing the amplitude distribution
for a set of w,- and  and using the same amplitude distribution
for tuning the reset element is a good approximation.

The Fig. 10 shows how the relative amplitudes vary with
respect to third harmonic for 1 Hz, 20 Hz and 50 Hz. For the
lower frequencies, the amplitude does not vary rapidly with
an increase in the harmonic count. Therefore, more number of
harmonics should be taken into account for this region. While
for the higher frequencies the case is opposite. Within a couple
of hundred harmonics, the amplitude difference drops to five
orders less. The number of harmonics to be considered also
depends on the sampling frequency. For lower frequency, the
number of harmonics to be considered is when the amplitude
drops to 4 order (—80 dB) or less. Usually this number is
somewhere between 1000 to 5000 odd harmonics. For higher
frequencies, considering 100 to 1000 odd harmonics is a good
approximation. More discussion on this section is presented
in appendix C and D.
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Chapter 4 Avoiding excessive zero crossings in reset control
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where, S, is closed loop sensitivity
Ap(nw) = kgain|(ln//13/)w| (22)

where, n € odd N > 5, kgoin € R <0
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Fig. 10: Analytical higher order harmonics amplitude distribu-
tion normalised by 3"¢ harmonic for the control scheme shown
in Eq. 17

E. Ideal normalised input to the reset element

In the Eq. 19, we now have data for both variables amplitude
and phase. Now we select a frequency, input the first harmonic
phase and sum the sinusoids as represented in equation 19. As
the third harmonic is the datum point for the higher harmonics,
changing the datum point along with the y-axis (dB) we
can check for the multiple resets. The figure 11 shows ideal
sensitivity normalised by first harmonic for the control scheme
as in equation 17. The Fig. 11 is analytically expressed as
I} in Eq. 23. Various frequencies between 1 Hz to 100 Hz
(bandwidth) are selected (Fig. 11) for which the amplitude
threshold of higher harmonics is calculated. These threshold
values vary with the step size. Lower the step size, higher
frequencies can be detected and hence, summed in Eq. 19. We
can see that for lower frequencies the amplitude limit is about
—90 dB as the in this region harmonics are densely packed.
As the frequency increases, the amplitude limit gets higher
because the higher harmonics start to decay with second-order
slope.

(23)

where, n € odd N > 3

F. Mapping from closed loop to open loop

We can check whether the controller satisfies the amplitude
threshold from the previous section and by calculating Eq.
23 using Eq. 22. But calculating equation 22 repeatedly is
computationally expensive. To reduce this computation cost,
two steps are proposed; first to map the closed-loop sensitivity
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0 16 2‘0 3:0 4‘0 5‘0 6‘0 7‘0 50 9‘0 160
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Fig. 11: Ideal input to the reset element normalised by first
harmonic (I) for the architecture in the Fig. 4 and Eq. 17

to the open loop. Second, using only the third harmonic instead
of the sum of all higher harmonics as shown in Eq. 23. The Eq.
24 represents the analytical expression for such a mapping. If
the normalised third harmonic open-loop follows the threshold
then the other higher will also follow the same. The aim is to
bring the normalised open-loop below the threshold.

().~ (3) o
L4 w I wCl(3w)Slbl(3w)L1(1+L1)|ClSl|(24

I3
S8y g
<h>w v

The Fig. 12 shows a normalised third harmonic in blue for the
control scheme as in Eq. 17. Only at higher frequencies near
the bandwidth, the open-loop follows the amplitude threshold
. At lower and middle frequencies the open-loop plot is well
above the threshold. Therefore, multiple resets can occur if
any reference in this region is followed.

where,

(25)
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Fig. 12: Mapping of ideal closed loop sensitivity to open loop
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Chapter 4 Avoiding excessive zero crossings in reset control

G. Steps to find the non multiple reset criteria

To find the amplitude threshold of higher-order harmonics to
avoid excessive resets, the step-wise procedure is given below.

1) In the Eq. 19, set A; =1 (0) dB and choose any 6,

2) Set m as 2e03 to consider first 1e03 odd harmonics

3) Calculate the higher harmonics phase by Eq. 20

4) Select a range of frequencies in log-space. Choose a
frequency w in this range and time f.

5) Distribute the amplitude (A,,), of higher harmonics by
analytical distribution using the closed loop sensitivity as
shown in Eq. 22. Set k4q;, = 0 (dB) and increment n
till n =m

6) Compute the Eq. 19 for respective higher harmonic
phases and amplitudes and plot the result

7) Check for multiple zero crossings. If no, then move to
next step. If yes, then lower the kg, and repeat step
6. Continue until a kg4, is found which results in no
multiple zero crossings

8) Repeat step 4 to step 7 for various frequencies w to obtain
a ideal normalised input to reset element plot as shown
in Fig. 11 and 14c

9) Map the ideal normalised sensitivity to open loop by Eq.
24 as to result in Fig. 12 and 14d

IV. ILLUSTRATIVE EXAMPLE

To validate the theory in the previous section an illustrative
example is presented in this section. The plant in this example
is a precision motion stage with three degrees of freedom. An
image of the plant is shown in Fig. 13. The main stage in
the center is guided by leaf flexures. The plant is actuated
by three Lorentz actuator and consists of a 10 nm resolution
laser encoder. The laser encoder measures the position of the
mass being actuated. For simplicity, only one Lorentz actuator
(marked by 1) is used for actuation. The system is collocated.
A fit on the identified plant transfer function is represented
by Eq. 26. The plant has a resonance peak of around 14 Hz.
The higher harmonics will have resonance around 4.67 Hz and
below.

9836

s2 +8.373 s+ 7376

A new structure of controller developed recently by N.
Karbasizadeh is shown in Eq. 27. The controller is designed
for a bandwidth w, of 150 Hz. The controller provides 20° of
phase lead at bandwidth as shown in the Fig. 14a.The reset
part, that is H,, together with lead Lrorg provides 10° The
linear part provides 10° of phase.The parameters for the shown
are given in table L.

_(s/wy +1
= (S/wf+1)
v

Hn:%
ra + 1

B Lrore wi\ [ 8/wg+1 1 2
C2k'p< el ><1+5) <s/wt+1> (s+wf>(2)
7

P(s) = (26)

Fig. 13: Plant - 3DOF precision motion stage

where,
s/wr 4+ 1
Lrore = | "7 (28)
sfwr+1
we wy wr a v w; wq we wy
T30 Hz | we/3 | 12we | 085 | 00 | we/10 | we/1.64 | T.6dwe | T0we

TABLE I: Parameters for the control scheme as shown in Eq.
27

In the Fig. 14a and 14b we can see a significant difference
between the first harmonic and higher harmonics magnitude.
This magnitude difference is due to the shifting of the corner
frequency of the reset element around the bandwidth region.
The Fig. 14c shows the ideal normalised sensitivity (I). In
the analytical distribution plot there is a reduction in slope
around 30 Hz due to the peak of the fifth harmonic as seen in
Fig. 14b.

In the Fig. 14d, the normalised open loop meets the am-
plitude threshold. There is change in slope in the red plot
around the 30 Hz due to peak of fifth harmonic as seen in
Fig. 14b. In this example, according to the section III-C to
III-F, no multiple zero crossings should occur for any reference
frequency. To validate the theory, a time-domain simulation
is performed as seen in Fig. 15. In all these simulations a
time step size of le — 05 was used. The number of odd
harmonics considered are 1e04 to be on a conservative side. In
the Fig. 15b and 15d, the system is excited for the resonance
frequency of the third and first harmonic respectively. As the
threshold criteria shown in Fig. 14d is fulfilled, we can see
no multiple zero crossings occurring. The Fig. 15f shows
a reference of 30 Hz where multiple resets do not occur,
where the normalised open-loop is above the threshold value.
There can exist certain frequencies, which have normalised
open-loop above the threshold but still result in no multiple
zero crossings. For higher frequencies closer to bandwidth no
multiple resets occur as shown in the Fig. 15g and 15h.
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Fig. 14: Frequency response of the control scheme shown in equation 27

V. CONCLUSION

This paper proposes an amplitude threshold criterion to
avoid excessive zero crossings in a signal consisting of a
sum of multiple sinusoids. The application of such criterion
is evident in the field of reset control. The closed-loop perfor-
mance of reset elements depends on the number and instant of
resets. Reset control being nonlinear, closed-loop performance
cannot be accurately predicted using the open-loop. Estimating
the closed-loop performance analytically becomes difficult if
multiple resets occur. Using numerical methods to calculate
closed-loop functions is computationally expensive. To calcu-
late the amplitude threshold, open-loop HOSIDF functions are
used, which reduces computation cost. To find the threshold,
first, the number of odd harmonics to consider is determined.
Second, a phase for multiple resets is calculated. Third, the
amplitude is distributed for higher-order harmonics. Then, the
ideal input to the reset element is computed. Last, a mapping
to open-loop is performed.

To validate the theory, an example of a reset control scheme

that meets the amplitude threshold criterion is presented.
Through the time-domain simulation, the avoidance of exces-
sive zero crossings was confirmed. There are some aspects
of this work for future research. The process of calculating
the amplitude threshold has a manual part of an inspection of
the number of zero crossings. An algorithm that detects zero
crossings can be implemented to make the prices quicker. The
number of harmonics considered for a certain frequency or
range of frequencies can be optimised. Testing this theory on
other reset control architecture and practical implementation
can be a part of future work.
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5 Conclusion

5.1 Research objective and results

The objective of this thesis is to find a amplitude threshold criterion on the of higher-order har-
monics such that no multiple resets occur. The number and instant of resets occurring are vital in
approximating the closed-loop sensitivities. In [9], Saikumar et al. proposed an open-loop HOSIDF
based approximation for calculating the closed-loop sensitivities for a control scheme with a re-
set element. This approximation assumes that no excessive resets (zero crossings) are caused by
higher harmonics. However, the paper did not propose any criteria for such an assumption. This
report provides an amplitude threshold criteria on higher-order harmonics to avoid the multiple
Z€ero crossings.

The procedure to calculate the amplitude threshold on higher-order harmonics is discussed in
section III.G (chapter 4). The reset signal being a multi-sine signal, parameters needed to compute
the threshold are phase, amplitude and number of higher-order harmonics. First, the number of
odd harmonics to consider is determined depending on the reference and bandwidth. Second,
a phase for each odd higher-order harmonics is calculated which is optimum for multiple resets.
Third, the amplitude of higher-order harmonic is distributed by computing the closed-loop response
(sensitivity) of the reset signal to the reference. These amplitudes of higher-order harmonics are
normalised by the third harmonic. Next, the first and higher-order sinusoids are summed and
inspected for multiple zero crossings. Last, a mapping from the closed-loop to the open-loop is
performed. Such a mapping assists to determine the denial of multiple resets from the open-loop
response of a reset control system. The chapter 4 provides two examples. The examples consist of
a control scheme with linear filters, reset element and second-order plant. In the first example, the
amplitude threshold is not satisfied by the system and multiple zero crossings occur. To validate
the theory, in the second example a reset controller is tuned to satisfy the amplitude threshold.
Through the time-domain simulation, the denial of multiple resets is confirmed.

5.2 Recommendations

e The steps to calculate the amplitude threshold contains a manual part. After plotting the
summation of the first and higher-order harmonics, we need to manually check for multiple
zero crossings. This part can be automated by implementing an algorithm that outputs the
number of zero crossings in a multi-sine signal.

e The amplitude threshold theory is to be tested on reset elements with multiple reset states.

e The amplitude threshold theory is to be tested on control architecture on multiple reset
elements. Before calculating the threshold, first, the closed-loop approximation of a multi-
reset element control scheme using HOSDIF should be computed.

e The effect of noise and disturbance on amplitude threshold needs investigation. A study on
how to calculate amplitude threshold for a system with multiple inputs can be looked into.

e A general amplitude distribution that is valid for a certain control scheme can ease the
process of finding the threshold and save some computing power. Along with this, the
mapping function can be further investigated.

e Effect of the parameters like cutoff frequency of reset elements, number of higher-order har-
monics to be considered and reset value v on amplitude threshold is to be studied.

e Providing tuning guidelines for a controller that satisfies the amplitude threshold is important
for future work.

e Implementation of a control scheme that follows the threshold on practical setup is the next
step.
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Appendix A Amplitude distribution 2

In the Eq. 15 (chapter 4), the amplitude A,, can also be distributed by -2 slope behaviour in
Bode plot. The higher harmonics have a second-order attenuation. To mimic such a behaviour,
harmonics are distributed as shown in Fig. 3. This distribution is similar to second-order LPF
magnitude behaviour and is represented by Eq. 1, where the cutoff frequency is the bandwidth of
the controller. Here, all the odd harmonics (> 3) of a reference will have the same amplitude until
the n*” harmonic frequency is higher than the bandwidth. In the Fig. 5 (chapter 4), we see that
for a frequency, as the harmonic count increases, the magnitude decreases. Also, each ascending
harmonic has descending gain. Thus, the -2 slope distribution can be conservative. The —2 slope
distribution is a generalised method and is valid for any reset systems which attenuates with -2
slope. While the analytical distribution will change as the reset element is changed. An illustrative

example of finding the amplitude threshold using this amplitude distribution is shown in appendix
B.
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Al = | (T + 2587w, 1 1) W

where, n € odd N > 3
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Figure 3: -2 slope amplitude distribution

30



Chapter B Non multiple reset threshold analysis for error signal

Appendix B Non multiple reset threshold analysis for error

signal

As the amplitude threshold criteria is valid for sinusoidal signals in general, an example for the
error signal of the architecture shown in Eq. 23 (chapter 4) is illustrated in this section. The error
signal is not used as the reset signal hence this example is only for demonstration. The error signal
is input to filter Cy, this will alter the Eq. 19 (chapter 4) and 20 (chapter 4) to 2 as shown below.
The plant is described by the Eq. 3 In the Fig. 4, the normalised open loop is under the threshold
for all the frequencies. Hence, no multiple resets should occur for any reference frequency. From
the Fig. 4c, 4d, 4e and 4f, it is confirmed that no multiple results occur.

L3 13 *Ol

Ly Iy Sly(3w)Ly(1+ L1)|C181| Z(n(C1 Sh))

3.038 €04
P(s) =
52 +0.7413 s + 243.3
We wy Wr a |~ w; Wy W wy
100 Hz | w./3 | 12w, | 1.07 | 0 | w./10 | we/1.5 | 1.5w,. | 10w,

Table 1: Parameters for the control scheme as shown in equation 23, chapter 4
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Appendix C Effect of cutoff frequency w, (FORE) on the am-
plitude threshold

This section presents a comparison of three controllers on the amplitude threshold for higher-order
harmonics. When calculating the amplitude threshold, it is important to know whether to calculate
the threshold every time we change the parameters of the reset element. We know that for each
wy, the higher order harmonics change. But is this change significant enough to make a difference
in amplitude threshold? This section sheds light on that question.

The controller follows the architecture shown in Eq. 23 (chapter 4). The controllers (FORE)
have three different cutoff frequencies w,- and the rest of the parameters being the same. The cutoff
frequency being 1.2w,., 0.5w. and 0.1w,. The rest of the parameters can be found in table I (chapter
4). The Fig. 5a shows how the higher-order vary with respect to third harmonic for different wi..
The difference is low, especially for cutoff frequencies away from bandwidth. Fig. 5c¢ shows how
amplitude threshold varies to change in cutoff frequency of FORE. Again there is no significant
difference. At the peak of the third and fifth harmonic (u/r) the lower cutoff frequency has a lower
threshold due to high peaks of higher harmonics. To conclude, calculating the threshold for cutoff
frequency around bandwidth and using the same for tuning the controller is a good approximation.
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Appendix D Effect of number of harmonics on the amplitude
threshold

An important question for calculating the amplitude threshold is to determine the number of odd
harmonics to be taken into account. The number of odd harmonics has a direct effect on the
amplitude threshold value and computation time. The ideal scenario is to obtain a threshold close
enough to one calculated by considering more harmonics and then putting some tolerance limit
on it. Considering a higher number of harmonics seems a good choice but it also depends on the
sampling frequency. As an optimum phase is associated with every harmonic, aliasing can cause a
mismatch of phase and frequency and eventually change the amplitude threshold.

The table 2 presents the variation in amplitude threshold to the number of odd harmonics for
some frequencies. The amplitude threshold in the table is calculated for the control scheme shown
in Eq. 23 and table I (chapter 4). Here the bandwidth of the controller is 150 Hz. For frequencies
that are around two orders less than the bandwidth, more numbers need to be considered. In the
table 2, for 1 Hz, considering 50 and 100 odd harmonics provide a higher threshold, which can lead
to multiple zero crossings. For frequencies that are around one order lower than the bandwidth,
the threshold does not deviate much for 50 to 10000 odd harmonics. To conclude, when calculating
amplitude threshold, for lower frequencies considering 1000 — 5000 odd harmonics and for higher
frequencies 100 — 1000 odd harmonics are good conservative approximation.

Frequency (Hz) Amplitude threshold (dB)
Number of odd harmonics
50 100 500 1000 5000 | 10000
1 -81.0 | -99.0 | -106.0 | -106.0 | -106.0 | -106.0
4.6 -56.7 | -58.7 | -59.7 | -59.7 | -59.7 | -59.7
10 -79.2 | -80.3 | -80.3 | -80.3 | -80.3 -80.3
14 -93.1 | -93.1 | -93.1 -93.1 -93.1 -93.1
20 -73.4 | -73.4 | -734 | -73.4 | -73.4 | -734
30 -64.9 | -64.9 | -64.9 | -64.9 | -64.9 -64.9
40 -58.0 | -68.0 | -b8.0 | -58.0 | -58.0 | -H8.0
50 -57.0 | -57.0 | -57.0 | -57.0 | -57.0 | -57.0

Table 2: Effect of number of harmonics on the amplitude threshold
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Appendix E Plant identification

To determine the transfer function for the Spyder motion stage, system identification was per-
formed. Fig. 13 (chapter 4) shows the picture of the motion stage. A chirp signal ranging from 1
Hz to 1000 Hz was applied to the motion stage with 1.01% increase in the frequency. The period of
each frequency was 300 ms with a sampling frequency of 10 KHz. The Fig. 6 shows the identified
Bode plot and coherence plot. For the range, 1 Hz to 1000 Hz the coherence value is one, which
is ideal. The plant has 4 masses, but the centre mass is dominant. The system is collocated as
the mass 1 is actuated and measured. Mass 2 and 3 are considered parasitic motion components.
Hence it is expected to have two poles close to each other as mass 1 is relatively high. The same
is found in the identification plot, with poles between 12 Hz and 14 Hz. The Fig. 7 shows a
second-order fit to identification. The transfer function of the fit is represented by Eq.22 (chapter
4). The MATLAB code for this section can be found in the last appendix of this report.
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Figure 7: A transfer function fit to the identified Bode plot of the plant
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Appendix F Stability analysis of reset systems

This section checks for the H g condition for the stability of the reset closed-loop system represented
by Eq. 23 (chapter 4). The corresponding closed-loop state A matrix (A.) and matrix P from
Eq. 2 (chapter 4) are shown below. All the eigenvalues of P are positive, which indicates positive
definite P. The values of 8 and P, found are 4.9388e — 10 and 2.0320e — 08 respectively. All of
the above information confirms the stability of the closed-loop reset system. To solve the matrix
inequality, the YALMIP solver was used. The download link and installation instructions of the
solver are provided in the MATLAB code, found in the last appendix of this report.

-0.73 -0.36 —-0.17 -0.082 —-0.073 —-0.04 -—0.032 —0.017 —-7.3e—3 —3.4e—3

0.59 0 0 0 0 0 0 0 0 0
0 0.29 0 0 0 0 0 0 0 0
0 0 0.15 0 0 0 0 0 0 0
A 0 0 0 0.037 0 0 0 0 0 0
cd = 0 0 0 0 0.037 0 0 0 0 0
0 0 0 0 0 0.018 0 0 0 0
0 0 0 0 0 0 0.018 0 0 0
0 0 0 0 0 0 0 9.2¢ — 3 0 0
0 0 0 0 0 0 0 0 2.3¢ — 3 0
6.4e — 6 l.1e — 6 1l.1e — 6 2.8e — 7 4.4e — T l.4e — 7 1.9e — 7 6.3e — 8 5.8 — 8 —4.3e — 14
l.1e — 6 2.9e — 6 6.2e — 7 7.5e — 7 3.5e — 7 3.7Te — 7 1.6e — 7 1.5e — 7 5.3e — 8 4.6e — 9
l.1e — 6 6.2e — 7 9.4e — 7 2.6e — 7 5.0e — 7 1.5e — 7 2.3e — 7 6.9e — 8 7.2e — 8 5.9e — 13
2.8e — 7 7.5e — 7 2.6e — 7 4.8 — 7 2.2e — 7 2.7e — 7 1l.1e — 7 1l.1e — 7 4.1le — 8 6.9e — 13
P _ 4.4e — 7 3.5e — 7 5.0e — 7 2.2e — 7 7.9e — 7 1.8e — 7 4.1le — 7 9.7e — 8 1l.4e — 7 —1.3e — 13
- l.de — 7 3.7e — 7 1.5e — 7 2.7e — 7 1.8e — 7 3.3e — 7 9.7e — 8 1.8 — 7 5.1le — 8 —9.3e — 14
1.9e — 7 1.6e — 7 2.3e — 7 l.1le — 7 4.1le — 7 9.7Te — 8 3.0e — 7 5.3e — 8 1.5e — 7 6.4e — 13
6.3¢e — 8 1.5e — 7 6.9¢e — 8 l.1le — 7 9.7e — 8 1.8 — 7 5.3e — 8 1.3e — 7 2.9e — 8 6.9¢e — 13
5.8 — 8 5.3e — 8 7.2e — 8 4.1le — 8 l.4e — 7 5.1le — 8 1.5e — 7 2.9e — 8 1.3e — 7 —1.8e — 13
—4.3e — 14 4.6e — 9 5.9e — 13 6.9¢ — 13 —1.3e — 13 —9.3e — 14 6.4e — 13 6.9¢e — 13 —1.8¢ — 13 2.0e — 8
1.4e — 8
1.7¢ — 8
2.0e — 8
1.2e — 7
. 1.5e—7
eigen(P) =
gen(P) 3.7e — 7
4.5e — 7
1.2e — 6
3.0e — 6
7.1le — 6
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Appendix G MATLAB codes

To calculate amplitude threshold:
https://drive.google.com/file/d/1_VindqsqnokQYpqQnaG5pPwtqYYPOV2P/view?usp=sharing

Simulink file:
https://drive.google.com/file/d/1Fck06-WX1QnSf0xVvWaSOD5tUf7oiEWy/view?usp=sharing

Plant identification:
https://drive.google.com/file/d/1mlgJiUswOpGYWqMpDLNsT-wdWf1d4z1B/view?usp=sharing

Stability analysis:
https://drive.google.com/file/d/1py4sG5ZTUtINZdXz9pzhu3fX18GB4r0L/viewTusp=sharing
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