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Abstract

Computer vision tasks, like supervised image classification, are effectively tackled by convolutional neu-
ral networks, provided that the architecture, which defines the structure of the network, is set correctly.
Neural Architecture Search (NAS) is a relatively young and increasingly popular field that is concerned
with automatically optimizing the architecture of neural networks. Previously known work shows that
even though a recent trend has been to develop increasingly complex search strategies for NAS, sev-
eral search strategies do not significantly outperform simple approaches like randomly sampling from
the search space on single-objective NAS tasks. Additionally, proper ablation studies are often missing.
Therefore, it is currently uncertain at best which mechanisms are key for an algorithm to have to achieve
excellent NAS performance. In the first part of this thesis, Local Search (LS) and a differently biased
form of random search, are proposed for multi-objective (MO) NAS. The multi-objective version of NAS
is studied less and understanding the trade-off between between multiple objectives for architectures is
arguably more interesting. We find that very simple algorithms can achieve search performance close
to that of state-of-the-art evolutionary algorithms (EAs), while outperforming plain random search.
Additionally, we find that the quality of the set of architectures found by LS is similar to the those
found by the EAs, if compared with respect to test accuracy. Nevertheless, from the compared search
strategies the Multi-Objective Gene-pool Optimal Mixing Evolutionary Algorithm (MO-GOMEA), a
state-of-the-art model-based EA, achieves the best performance. In the second part of this thesis, it is
explored which mechanisms are essential for MO-GOMEA to achieve an excellent search performance
for NAS spaces. We find that the automatic population-sizing scheme of MO-GOMEA offers a welcome
anytime-performance, but objective space clustering has only a small beneficial impact. The number of
clusters can be set arbitrarily. Special (extreme) clusters that optimize for one objective only can be
enabled to the practitioner’s preference, resulting in different search behaviors. The improvement in per-
formance gained by automatically detecting and exploiting dependencies within architectures is limited:
this model-based aspect of MO-GOMEA seems only helpful for finding highly accurate networks.
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Introduction

Machine Learning (ML), the process of teaching a machine to do a task by giving it many examples
of desired behavior without explicitly programming it to accomplish the task, is something that has
led to inspiring and astonishing results in the recent decades. Nowadays, modern cars contain increas-
ingly advanced driver-assistance systems, intelligent virtual assistants are accessible to anyone, medical
diagnoses are assisted by model-based predictions [40] and fraudulent online transactions are detected
faster than ever before [63]. More and more tasks are being automated, because the tasks are tedious
for humans, time-consuming, or the automation simply offers a better performance.

The field of Deep Learning (DL), a sub-field of machine learning, focuses on the innovations and
applications of Neural Networks. These networks, inspired by the structure and functioning of our
own brains, are graphs of connected layers (which describe the architecture) that can be trained to
learn a function from data. Once trained, these networks can then be applied to unseen input, thereby
automating the task it has been trained to learn. The advantage of neural networks, compared to
traditional machine learning approaches, is that less manual labor is required before it can be applied
on data. However, to learn or approximate a good function for the task at hand is only possible if the
architecture is good enough.

The concepts of deep learning have been around for a long time, but the technological (hardware)
advancements, like better GPUs and the development of ML-driven TPUs! [27], and the availability of
large amounts of training data [32] have enabled a true explosion of the field during the past decade. The
versatile applicability of neural networks have led to impressive successes in a variety of fields, including
image processing [19, 40|, natural language processing [2, 85|, games [67, 68] and genomics [15]. Another
crucial factor for recent breakthroughs in DL, are novel architectural feats (e.g. the invention of residual
connections [22]). Some tasks require specific architectures, but it is not always straightforward how
to choose a suitable architecture. Proper architecture design requires experience, intuition and often
involves expensive trial-and-error. It is therefore not surprising that humans want to automate this
task as well. As a result, the field of Neural Architecture Search (NAS) has emerged. Automating the
automation, if you will.

Research on NAS has been gaining popularity quickly. For example, more than 250 articles on
NAS research have been published in 2019 alone?. In performing NAS, a search algorithm is used
to find suitable architectures from a manually defined search space. More and more new algorithms
are proposed, with increasing complexity. Frequently, the primary focus of publications is to discover
architectures with new state-of-the-art performances. In doing so, proper comparisons of the proposed
new search method against simple search strategies like random search are often missing. As shown
in [83] and [86], several NAS algorithms are no better than random search when validated properly.
Manually (re-)designing the architecture search space such that even randomly sampling can yield good
results, makes the use of advanced NAS algorithms debatable.

These results [83, 86] only show that random search is a competitive search strategy for single-
objective NAS tasks (i.e., only optimizing for highly accurate architectures). This thesis, however,

https://blog.google/topics/google-cloud/google-cloud-offer-tpus-machine-learning/
’https://www.automl.org/automl/literature-on-neural-architecture-search/
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2 1. Introduction

focuses primarily on multi-objective NAS (i.e., optimizing architectures for both accuracy and for ex-
ample model complexity or efficiency), because understanding the trade-off between multiple objectives
is arguably more interesting. One objective of this thesis is to explore how simple algorithms fare on
multi-objective NAS, by proposing simple, yet well-performing baselines, to ensure that the added value
of new (complex) NAS algorithms can be properly validated. Additionally, a NAS benchmark dataset
is proposed that is different from existing ones in the way the encoding of a network determines the
structure of the network and is made publicly available to facilitate the development of new NAS meth-
ods. We ease the computational burden by providing pre-computed performance metrics for trained
and evaluated networks in the search space.

Additionally, ablation studies on complex new search algorithms for NAS are often lacking in lit-
erature. It is therefore hard to determine what mechanisms of an approach cause the improvement in
the NAS process. Various types of search strategies have been investigated in literature. A popular
class among them is Evolutionary Algorithms (EAs). These population-based heuristic optimization
algorithms, relying on selection and making variations of encoded candidate solutions, are particularly
suited to deal with rugged objective spaces. Furthermore, EAs have proven themselves very capable
for multi-objective optimization. In this thesis, NAS is considered mainly in the context of EAs. A
particular class of EAs are model-based EAs, which are aimed at detecting and making use of structure
within a problem. Specifically, linkage models are learned from the solutions found so far, in order
to capture and exploit dependencies between problem variables. Layers of a network are connected to
one another, which could potentially cause dependencies within a network’s encoding (which is often
layer-wise), making model-based EAs interesting optimization algorithms to apply to NAS problems.
A state-of-the-art model-based EA is the Multi-Objective Gene-pool Optimal Mixing Evolutionary Al-
gorithm (MO-GOMEA), which relies on recombination of solutions within clusters, as well as capturing
and exploiting possible linkage that exists between variables in the encoding. This thesis will explore
which mechanisms are necessary to get excellent performances in searching NAS spaces, by ablating
MO-GOMEA on a multi-objective NAS setting. This should provide insight in how to approach and
successfully perform NAS using model-based EAs.

1.1. Research Objectives
First, it is investigated how well multi-objective NAS can be performed with simple algorithms, to get
insight in how difficult optimizing an architecture actually is. Thus, the first objective of this thesis is:

Research Question 1. What simple, yet well-performing algorithms can provide a solid baseline in
multi-objective neural architecture search?

Second, since the lack of ablation studies conceal which mechanisms are crucial to get excellent perfor-
mances in searching NAS spaces, investigating this is the second objective of this thesis:

Research Question 1. What mechanisms make a state-of-the-art multi-objective evolutionary algo-
rithm perform well on a multi-objective neural architecture search problem?

1.2. Outline

This thesis is organized in the following way. Chapter 2 covers the background material that forms the
basis of the research. Specifically, it will explain evolutionary algorithms, convolutional neural networks
and neural architecture search in more detail. Chapter 3 describes the search spaces and experimental
setup used in the experiments in Chapters 4 and 5. Then, Chapter 4 will include experiments and
results to answer Research Question 1, by giving insight in two proposed baselines for NAS to compare
new algorithms against, also by referring to a preprint written as part of this thesis. Chapter 5 provides
experiments and results to answer Research Question 2, by providing an ablation study of MO-GOMEA
on NAS. The discussion containing all insights gained from this thesis is found in Chapter 6. Addition-
ally, some pointers for future work are given. Lastly, Chapter 7 concludes the findings in the thesis and
provides a prospect on the field of NAS for the nearby future.
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1.3. Abbreviations

This section lists all abbreviations and acronyms used throughout the thesis

Abbreviation
(C)NN

DL

EA

LS

MB-EA

ML

MO-EA
(MO-)GOMEA
NAS
NSGA-II

RS

SOTA

USRS

Meaning

(Convolutional) Neural Network

Deep Learning

Evolutionary Algorithm

Local Search

Model-Based Evolutionary Algorithm
Machine Learning

Multi-Objective Evolutionary Algorithm
(Multi-Objective) Gene-pool Optimal Mixing Evolutionary Algorithm
Neural Architecture Search

Non-dominated Sorting Genetic Algorithm IT
Random Search

State-Of-The-Art

Uniform Size Random Search






Background

In this chapter, the underlying theory and notions, as well as the reformulation of the research objectives
in this thesis will be provided. Section 2.1 will explain about evolutionary algorithms, how they work and
what their strengths are. Section 2.2 explains the specifics of neural networks, with a particular focus
on convolutional neural networks. Subsequently, Section 2.3 will give an overview of the current state of
research on neural architecture search, as well as an explanation of the process and the factors involved.
Finally, the research questions that will be addressed by this thesis are reformulated in Section 2.4.

2.1. Evolutionary Algorithms

Evolutionary algorithms (EAs) [23] are stochastic local search algorithms for optimization, containing
mechanisms that are inspired by the process of natural evolution. Populations of encoded solutions are
improved throughout generations by utilizing operators that enable exploitation and exploration of the
search space, such as cross-over, mutation and selection. Every individual has a fitness, an indicator
which tells how good (or “fit”) a solution is, obtained by evaluating the fitness function on the encoding
of a solution. New generations are being evolved until a termination criterion is met, which could be,
e.g., a solution of the desired quality is found, the optimization has exceeded a number of evaluations
or time limit, or all diversity is lost in the population.

Many forms of EAs exist, among others Genetic Algorithms [18], Genetic Programming [33], Evo-
lution Strategies [6] and Evolutionary Programming [16]. EAs exist for single-objective as well as
multi-objective problems, for discrete as well as continuous problems. This thesis focuses mainly on
Genetic Algorithms (GAs), which are applied on problems where solutions are encoded as fixed-length
discrete vectors (similar to most NAS settings).

2.1.1. Encoding

Candidate solutions, also called individuals, are encoded into genotypes: strings of € variables ([xq, X3, ...,
xp]), either continuous or discrete, depending on the optimization problem. These genotypes contain the
genetic information about the solution. Encodings can be direct or indirect: with direct encodings, the
values for the variables directly represent the properties of a solution, whereas with indirect encodings,
the values represent a sort of blueprint, in order to “generate” the solution. The encoding x is directly
the input for the fitness function f(x), which is related (and in some cases similar) to the objective
function and is specific to the optimization problem. For example, a very simple discrete (in this case,
binary) optimization problem is One-Max, in which solutions that contain more ones are considered
better and the global optimum is the all-one solution. The fitness function is formulated as f(x) = Y, x;,
and is illustrated for three direct encodings in Figure 2.1.
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o 0 1 0 0| fx)=1

1 0 1 1 0 f(x) =3

T 1 1 1 1] fx=5

Figure 2.1: Three encodings and their fitness on the One-Max problem

2.1.2. Mechanisms of EAs

After choosing a population size n, the first generation of n individuals is initialized, usually by randomly
sampling each variable x; in the encoding from its domain A;. Every individual is evaluated and assigned
its fitness. Note that this causes a warm-up phase without any directed search in the beginning,
effectively acting like random search during the first n evaluations. Then, variation and selection
operators are applied to the initial population, to perform exploration and exploitation of the search
space. The process of EAs is visualized in Figure 2.2, although the order and specifics of operators can
vary among different EAs. The upcoming paragraphs describe commonly used operators for EAs, with
a particular focus on mechanisms operating on fixed-length discrete vectors.

' I

Initialize Population Evaluation Selection VL E )
(cross-over and mutation)

)

Done

Figure 2.2: General process of EAs.

Selection
Selection operators resemble the concept “survival of the fittest” and are used to select the most promising
(fittest) individuals for reproduction, thereby improving the mean fitness of the population. A popular
selection operator is tournament selection, in which a group of k individuals is randomly selected from
the population; the fittest individual of this group is the winner and is allowed to reproduce. The
selection pressure can be increased by increasing the tournament size k, resulting in faster convergence.
This does not automatically mean that a higher selection pressure is better, because it can result in
premature convergence, i.e., losing all diversity in the population without achieving the global optimum.
Alternatively, other selection mechanisms exist. Truncation selection selects the fittest k individuals
for reproduction, therefore not giving weak individuals any chance, even though they could still carry
potentially good genetic material. In roulette-wheel/proportionate selection, k individuals are randomly
selected from the population with a probability proportionate to their fitness. The downside is that the
population is quickly dominated by individuals that have a far-above average fitness and it does not
ensure elitism. Other, more specialized and problem-catered selection mechanisms exist. For example,
NSGA-II, a multi-objective GA, selects solutions based on their rank and crowding distance (inverse
density around a solution), to ensure a balanced selection of individuals (according to all objectives).

Variation
Variation is classically realized via cross-over and mutation. Cross-over recombines two parent individ-
uals to create offspring by exchanging parts of the solution. How genetic material is exchanged varies
for different cross-over schemes. Univariate cross-over is the most common, in which every variable has
an independent probability of p = 0.5 to exchange values between parents. A cross-over operator that
preserves more structure of the reproducing parents is 1-, 2-; or k-point cross-over, where k indices are
chosen within [0, #] that denote the cutting points. The genetic material between the cuts is exchanged
per block (see Figure 2.3, top-left). The result of cross-over are two offspring individuals, both contain-
ing genetic material from either parent, hopefully combined in a way that the good genetic material
from both parents are gathered in the same offspring individual. Figure 2.3 (left) visualizes univariate
and 2-point cross-over between two parent individuals.

To increase the likelihood of a successful cross-over, model-based EAs attempt to learn, during
an optimization run, an understanding of effective ways of recombining individuals, such that fewer
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evaluations of the objective function are necessary to evolve good solutions. For instance, a pre-defined
structure is learned from the statistics of the population in order to adapt the cross-over mask to the
optimization problem at hand. Section 5.1 will discuss model-based EAs in more detail.

Another way to perform variation is by mutation. Typically, for discrete domains, for each variable
x;, the value is changed to a randomly sampled value from the domain A; with probability p,,. Mutation
is an especially important variation operator for exploration in continuous domains, to ensure that the
values for a variable are not limited to the initialized values of the n individuals in the first generation.
Mutation can also be valuable for discrete domains, because it prevents premature convergence of the
GA when all diversity is lost. Figure 2.3 (right) shows the result of a mutation of an individual.

2-point cross-over

‘1 0 1 1 00‘

.............................................................................................................. Mutation @

Parent encodings Offspring encodings

Figure 2.3: 2-Point and univariate cross-over (left) and mutation (right).

2.1.3. Multi-Objective optimization

There exist EAs for multi-objective (MO) optimization problems, and are commonly accepted as being
particularly effective in tackling these. MO-optimization problems have multiple objective functions that
need to be optimized, e.g., for a solution x, the objective function is f(x) = (f1(x), (%), ..., fm(x)) for
m objectives. Since these objectives usually conflict, there exists no single solution (a utopian solution)
that optimizes all objectives at once. Therefore, there exists a front of multiple optimal solutions, all
with a different trade of the objectives.

Therefore, it is not straightforward how to define which solution is better, which for single-objective
optimization can be done by just comparing scalar values. Therefore, the definition of (strict) Pareto
domination is used: solution x dominates solution y (written as x > y) if and only if Vi € {1,2,..,m} :
filx) = fi(y) and f(x) # f(¥). The optimal front of solutions obtainable in a multi-objective problem
is defined by the Pareto Set, i.e., Ps = {x | Ay : y > x}, that consists of all non-dominated solutions in
the search space.

Multiple metrics exist to assess the performance of MO-optimization algorithms, because the spread,
proximity and density of the obtained front of solutions are all important. Section 3.4 explains why
we choose the hypervolume to evaluate and compare different algorithms. EAs perform well on MO-
optimization problems partly because the individuals in the population can explore multiple parts of
the objective space simultaneously.

2.1.4. Properties of EAs

The fact that EAs optimize on encodings, which in turn are evaluated with a black-box objective function
of which the EA requires no further knowledge, the complexity of the problem is in terms of application
decoupled from the complexity of the optimization algorithm. It is therefore possible to tackle a complex
problem with a rather simple EA. This makes EAs particularly attractive for practitioners for problems
that are difficult to model, as EAs do for instance not require gradients to function properly, but merely
only require a mapping between the solution and its encoding, as well as an objective function. However,
when gradients are available, algorithms that leverage those are usually more efficient, because EAs
tend to evaluate many more solutions during the optimization in order to detect and leverage the same
information. Furthermore, the fact that EAs are population-based causes them to explore different parts
of the search space (and objective space in MO-optimization) simultaneously and therefore makes them
robust on rough fitness landscapes with (many) local optima [54]. Additionally, the population-based
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property of EAs enable parallelization potential in terms of evaluating multiple individuals concurrently.

These properties make EAs powerful and versatile, and enable them to get good results on a wide
range of real-world problems [47, 48] (an overview of recent applications is found in [70]). Also, con-
sidering that NAS is mainly performed in discrete search spaces, the class of GAs should be a suitable
candidate.

Nevertheless, the configuration of an EA influences its performance, therefore some tasks remain
that are not always straightforward to tackle: 1) choosing the right population size and 2) specifying
the variation operators that align well with the problem at hand. The first problem is addressed
by employing population-sizing schedules [21], which will be explained in Section 5.1.2. Model-based
EAs try to solve the latter problem, by attempting to capture and exploit inter-dependencies between
variables, therefore adapting the configuration of operators to the inherent structure of the optimization
task at hand. Two examples of state-of-the-art model-based EAs are GOMEA [76] and its multi-
objective variant MO-GOMEA [45], which will be covered more thoroughly in Section 5.1.

2.2. Convolutional Neural Networks

At the center of the field of DL are neural networks: computation models consisting of connected layers
that can learn to perform a specific task, by training the model on many examples of correct behavior
on the task. A variety of different types of layers (e.g. fully connected, convolutional, recurrent) exist
to give a network specific properties. Connecting many layers gives the network a certain depth, hence
the name deep neural networks and deep learning. Many types and shapes of neural networks exist!,
each one designed with a specific purpose. A rather popular class of neural networks are Convolutional
Neural Networks (CNNs). CNNs are particularly effective for computer vision tasks, like image seg-
mentation [62], i.e., locating an object in an image (e.g., marking a cancerous cell in a CT-scan), and
image classification [38, 65] (e.g., classifying the tissue in a CT-scan as healthy or unhealthy). In this
thesis, only feed-forward convolutional neural networks (CNNs) [35] for supervised (i.e., labeled data is
given) image classification tasks are considered. Like for fully connected neural networks, in order to
train a CNN to perform a task well, many (annotated) training examples are required.

2.2.1. Structure

The inputs of a neural network are the gray-scale or RGB-values of the pixels of the image to be
classified. For each layer, the output of the previous layer is processed and passed through to the next
layer. This is repeated consecutively for every layer, until there is a final predicted classification at
the output layer. Depending on the type of layer, different operations are performed. CNNs usually
contain three different types of layers: First, convolutional layers and pooling layers are stacked in an
alternating pattern, and the final (few) layers are often fully connected (or simply called dense) layers.
Figure 2.4 shows a typical CNN architecture. Each of the layers will be explained in the paragraphs
below.

High spatial dimensionality Low spatial dimensionality
Low depth dimensionality High depth dimensionality

Flattened

(i needed) =) O
_ QOO Healthy (0.95)

Q : /O Unhealthy (0.05)

Convolution ' Convolution . Convolution " Fully connected
+ activation Pooling + activation Pooling + activation Pooling layers
Feature extraction Classification

Figure 2.4: Typical architectural scheme for a Convolutional Neural Net, with two possible classes (healthy and unhealthy tissue)
for the input image in this example. X-ray input image source: https://radiopaedia.org/cases/normal-chest-x-ray

1https ://towardsdatascience.com/the-mostly-complete-chart-of-neural-networks-explained-
3fb6£2367464
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Convolutional Layers

Convolutional layers give the CNN its ability to recognize patterns and objects. The input of convolu-
tional layer is a D X H X W image, with D being the depth and W, H being the spatial dimensions width
and height respectively. For example, the input for a CNN could be an RGB-image, in which the depth
corresponds to the three color-channels. Convolutional layers contain learnable (convolutional) filters
of a specified kernel size k, which are applied to every layer of the input in a sliding window manner,
in order to produce a feature map as output. That means, the receptive field (of size k X k) is moved
over the values of the input, applying the filter on the values within the receptive field, resulting in one
output value for each position in the feature map. To illustrate this, the filter in Figure 2.5 is applied
on every colored square in the input image, with the resulting value in the output feature map shown
in the respective color.

In practice, a convolutional layer often applies more than one filter on the input in order to increase
the depth D of the resulting feature map. Since the filters are shared for different areas of the input,
convolutional layers contain far less trainable parameters than full-connected layers.

Mathematically, the output for position i,j in the feature map with input image X and filter W with
kernel size k is defined as f; ;(X,W) = X, _¢ x—1 Zm=0.k-1 Xi+n j+m - Wnm- A convolution with a filter
of kernel size 3 X 3 over an image of size 2 X 2 is shown in Figure 2.5.

1 0 1 1 1 1 1 1
0 1 1 0 0 1 1 1
1 0 0 1 0 1 1 1 : g o °
RelLU
1 0 0 1 1 > ! 2 Activati ' °
Apply filter fucnl(\:/t?ofr;
o | o 1|1 |1 Output Output
S| (feature map) after activation
Input image

Figure 2.5: Example of a convolution with a filter of size 3 X3 on an input image of 5X 5, applied with stride 2. Four convolutional
operations result in a feature map of 2 X 2, on which the activation function is applied (element-wise). The filter has learned (by
training) to activate on the pattern in the blue area of the input, resulting in a high value at the position marked with blue in
the feature map. Discrete values are used for simplification, but in practice every value is continuous.

Convolutional layers can be parametrized with stride: this allows the sliding receptive field to take
larger steps on the input, thereby lowering the spatial dimensionality of the resulting feature map. For
example, stride 2 is applied to the convolution in Figure 2.5. Notice that a convolution (also without
stride) may change the output’s spatial dimensions. A common way to prevent this from happening
is to use padding, such that the output has the same spatial dimensions as the un-padded input. For
example, the input image can be padded with 0’s around the borders, or the image can be mirrored
at the border as padding. Since padding prevents the spatial dimensions from reducing (too quickly),
it allows for the construction of very deep networks. Additionally, padding allows to preserve the
information at the borders, which is otherwise not possible. Furthermore, padding can be used to make
sure the convolution is calculable.

A non-linear activation function ¢ is applied to the output of a convolutional layer. Convolutions
are linear operations, so without non-linearity in-between two convolutional layers, these convolutions
can effectively be replaced by one convolution. By extension, the network would only be able to learn
linear relations between inputs and outputs, therefore greatly reducing the complexity of patterns it
can discern. The CNN’s learning ability is clearly limited without these non-linear functions. The most
prominently used non-linear function is the Rectified Linear Unit (ReLU), but others (sigmoid, tanh,
Leaky ReL U, etc.) are also used in practice.

Stacking convolutional layers gives the network the ability to recognize things. The first few layers
will recognize low-level features like lines and very basic shapes. The deeper in the network, the more
high-level features can be recognized, like objects, constructed from several low-level features.

Pooling layers
Pooling layers down-sample a feature map’s resolution by performing a function on a window of values
(of a specified size). Different pooling functions exist, with average pooling and maximum (max) pooling
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being the most frequently used, which take the average and the maximum of all values in the window
respectively. Both are exemplified in Figure 2.6. These pooling layers reduce noise and compress the
output, therefore enabling a CNN to have less parameters in total, since subsequent layers are dealing
with inputs of smaller spatial dimensions. This compression ability also makes a CNN more robust to
small variances in exact position and composition of features, which can occur in images by shifting
and rotation transformations of the objects of interest. Similarly to convolutional layers, a stride can be
applied to compress the output even more. An important difference between pooling and convolutional
layers is that pooling layers are specified, while (the filters in) convolutional layers are learned.

56 112
15 13 3 41 Max pooling

94 | 124
24 | 56 | 112 | 32

91 23 109 | 124
A

44 | 94 | 14 | 121 vg pooling
63 | 92

Figure 2.6: Example of 2 X 2 maximum and average pooling on a 4 X 4 image with a stride 2.

Fully connected layers

Fully connected layers are frequently used as the last (few) layers in a CNN. There is a weighted
connection from every input node to every output node and therefore these layers can exhibit enormous
amounts of trainable parameters. As with the output of convolutional layers, an activation function
o is applied to each calculation to ensure non-linearity. The value for the output of a node can be
described as function f; that involves a matrix multiplication of input image (or feature map) X with
the weights w; of the connections from each input node to the output node i, a bias term b; and an
activation function o:

fiX) = o(b; + wiX)

The fact that both this operation and convolutions can be described as matrix multiplications, is
one of the reasons for the successes of neural networks, because these calculations can be efficiently
performed by GPUs.

The combination of convolutional and pooling layers cause the input of large spatial dimensions and
small depth to transform into feature maps with small spatial dimensions (recall that both convolutions
and pooling layers have a compression ability) and large depth. Actually, the stage before the fully
connected layers acts as a feature extractor in CNNs. Now, it is the job of the so-called dense layers
to perform a classification on it, by transforming the extracted feature maps into the desired output
dimension. For image classification with n classes, it is often desirable to output a prediction probability
vector of n values. This can be considered as the prediction confidence score for a class and can be
realized by applying a Softmax function on the values of the output nodes. Outputting a prediction
probability vector instead of a one-hot vector can support with training the network, as explained in
Section 2.2.2. In practice, either the class with highest confidence can be the output, or the choice can
be passed to a practitioner when the network is uncertain of its classification result.

2.2.2. Training

Convolutional neural networks, like many machine learning techniques, require many training examples
to perform well. Research on training methods have yielded efficient ways to train neural networks.
For example, Stochastic Gradient Descent (SGD) is a particularly effective method, which, combined
with the backpropagation algorithm [64], has become the standard approach for training (convolutional)
neural networks. As a first and one-time step, all weights in the model to be trained are initialized
randomly. Then, a training example is picked randomly from the training set and evaluated using a
forward pass (i.e., we just classify the image with the untrained network). The classification output of
the network, together with the desired classification is used to calculate a loss. Different loss functions
can be used. A common one is cross entropy loss, which penalizes confident but wrong classifications
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more severely than slightly wrong classifications (recall, the output of a network is a probability vector on
the classes in the dataset). With the loss calculated, the backpropagation algorithm can be applied. The
gradient of the loss with respect to the weights is calculated layer by layer in the backward pass, making
efficient use of the chain rule. This gradient is then used to update the weights in the correct direction,
according to some learning rate. This procedure is repeated multiple times for every example in the
training set (one cycle over all training samples is called an epoch), until a satisfactory classification
accuracy by the network is obtained.

Although SGD is already a powerful tool to train networks, researchers have invented extra mech-
anisms that can improve the training procedure. Examples are learning rate decay and schedules,
RMSProp, Adam [31], batch normalization [26] and data augmentation tricks. While improvements of
efficiency in training procedures have been an enabling factor in the massive adoption of deep learning
techniques and their applications, training a network can still be considered an expensive procedure.
For example, training a neural network can take a few minutes to hours or days on end, depending on
the task, training procedure and implementation (GPU vs CPU).

2.2.3. Generalization

Similarly to many ML techniques, CNNs are susceptible to overfitting. Models that are too complex
might overfit on the training data by learning too specific patterns, and therefore affect the ability
to generalize beyond the training data. A commonly used technique to get a sense of overfitting of a
trained network is by using a validation set. This is a subset of the available training data, which is
held-out from the training procedure. Measuring the classification accuracy on this dataset will give
an insight on the network’s performance on unseen data. The consequence is that less data is used for
training, so to improve upon this, (k-fold) cross-validation can be used. The training data is segmented
into k parts. The desired model is trained from scratch on all but one part and validated on the left-out
part. This is done for all k parts and the final validation accuracy is the average of the classification
accuracies of all k trained models on their respective validation data.

However, while these methods give an indication of the generalization ability of models, it does not
solve overfitting. According to the principle of Occam’s razor, when one has to choose between two
different models (hypotheses) that perform equally well, the one based on the fewest assumptions should
be favored, hence the least complex model should be chosen. This also applies to neural networks: when
making the network (the model to learn) too complex, the network is likely to overfit on the training
data, therefore not generalizing well beyond it. So-called regularization techniques exist to combat
overfitting, examples are ensembling (combining the outcome of multiple trained models), dropout
(disabling parts of the network during training) and early stopping (prematurely stopping the training
to prevent learning too specific patterns).

On the other end of the spectrum is underfitting, which happens when the model is too simple to
perform well on the training set. The model does not allow to learn complex decision boundaries, there-
fore the prediction accuracy is poor on both the training and the test set. Overfitting and underfitting
are both shown in Figure 2.7. The ideal model complexity range that is shown is not always straight-
forward to know beforehand. Since the model complexity is mainly determined by the architecture,
proper architecture design is crucial for a good performance.

Underfitting Robust fit Overfitting

Underfitting Overfitting
«—

Ideal model

) Error on test set
complexity range
D

Prediction error

Error on training set

Model complexity

Decision boundary not complex Decision boundary is too complex
enough to capture pattern

Figure 2.7: Left: Decision boundaries for underfitting, robust fitting and overfitting models on a binary classification task. Right:
Prediction error for the training set and testing set for fully trained models of differing complexity.
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2.2.4. History of CNNs

The first appearance of a CNN is in [35], in which it was used to automatically read handwritten digits
of zip codes. Iterations upon this idea resulted in LeNet [36], a CNN designed to classify handwritten
characters, which worked better because of the appliance of convolutional, pooling and non-linear layers
in sequence. Then, after the interest in neural networks cooled down for a while, AlexNet [34] showed
the potential of CNNs by winning ILSVRC (an annual image recognition contest) by a large margin in
2012, using a much wider and deeper version of LeNet. This sparked a true Deep Learning revolution,
as innovations were following up fast. GoogLeNet [74], proposed in 2014, greatly reduced the required
amount of parameters by introducing an innovative architectural block of layers called the Inception
Module. In the same year, VGGNet [69] was introduced, which showed the importance of depth in
networks. In the subsequent year, ResNet[22] won the ILSVRC with the novel architectural feat of
residual connections, which skip layers to combat the vanishing gradient problem to enable the training
of very deep networks. In 2016, DenseNet [25] was proposed, which connects every layer within the
CNN.

In the recent years, a movement has arisen to make (C)NNs more light-weight and accessible for
embedded devices, e.g., to deploy them on mobile devices. In this direction, multiple versions of
MobileNet [24] are proposed, which aim to significantly decrease the number of parameters without
compromising too much in accuracy, by decomposing the standard convolution into a depth-wise and
a point-wise convolution. The MacroNAS search space that is proposed in Chapter 3 makes use of
efficient inverted bottleneck layers from MobileNetV2 [66]. Other efforts are spent on decreasing the
computational requirements, which resulted in for example ShuffleNet [49].

For a more thorough analysis of CNNs over the past recent years, the reader is referred to [1] and [29].

2.2.5. Architecture

Before training a CNN, the architecture’? must be decided. The number of convolutional layers and
pooling layers, their hyperparameters (kernel size, stride, etc.), extra (residual) connections, the acti-
vation functions are all variables that influence the performance of a CNN. Proper architecture design
is hard, it requires experience and often involves (expensive) trial and error. Some breakthroughs in
DL were the result of the invention of novel architectural feats as mentioned in Section 2.2.4. For both
of these reasons, it is not surprising that people try to automate the process of choosing a suitable
architecture. The field of Neural Architecture Search (NAS) focuses its attention on improving this
automation and will be explained and discussed in the next section.

2.3. Neural Architecture Search

Neural Architecture Search, a sub-field of AutoML, is a relatively young field that focuses its research
on the automation of neural network architecture design. The drive to automate the difficult, time-
consuming and error-prone task of choosing a suitable architecture is fueled by the desire to find new
state-of-the-art performing neural network architectures and structures. It is straightforward to see that
advances in NAS have the potential to revolutionize the field of Deep Learning, if we take into consid-
eration that some breakthroughs in DL were the result of the invention of new types of architectural
feats (e.g. think of residual connections in ResNet [22]).

Early works [82] were concerned with the optimization of the wiring of separate nodes, as well as
optimizing their weights, mainly by employing evolutionary algorithms [71], which led to the name
neuroevolution. However, as neural networks got bigger over the years, optimization of the weights
themselves could be done much more efficiently by applying backpropagation to utilize gradients. The
works [90] (2016) and [58] (2017) first showed the true potential of optimizing the architecture of
modern neural networks with reinforcement learning and evolutionary algorithms respectively, although
requiring thousands of GPU hours. Nevertheless, this caused a true explosion of interest in this field
and it has been quickly gaining popularity since. This resulted (among other things) in Amoeba-Net,
the first ever NAS-optimized architecture to beat state-of-the-art handcrafted architectures in 2018 [59].

°In the remainder of the thesis, “architecture” and “neural network” are referred to interchangeably.
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2.3.1. Decomposition of NAS

According to [14], three core concepts can be distinguished in NAS. First, for performing NAS, a search
space needs to defined, to delimit the types of networks to consider and to keep the search tractable.
The search strategy will perform an optimization on this search space, by making use of the score for a
network obtained by the performance estimation. The overall process of NAS is visualized in Figure 2.8.
Although this thesis will focus mainly on the search strategy part of NAS, this section will address each
concept in detail.

Architecture s € S

* Performance
Estimation

Search
Strategy

Search space
S

a
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metric of s

Figure 2.8: Three components of the NAS process and their relation.

Search Space

Search spaces can be roughly divided in macro and micro-level architecture spaces [14] (also referred to
as global and cell-based search spaces respectively [60, 80]). In the former, the composition of different
types of cells is optimized. Cells are computational graphs themselves, containing one or multiple
operations and/or layers, but the contents of the available types of cells are fixed throughout the search.
Figure 2.9 (left) shows an example of a macro-level architecture space. In micro-level architecture search
(Figure 2.9, right), it is the cells that undergo optimization. These optimized cells appear repeatedly in
the global architecture, which in turn is manually fixed. Micro-level search therefore allows no networks
with different structures in the beginning and deeper in the network. Additionally, micro-level search
spaces involve more prior knowledge by manually giving shape to the overall architecture, therefore
inhibiting the discovery of truly novel architectures.

Cell 2

Cour
}

Macro-level NAS Micro-level NAS

Figure 2.9: Examples for macro-level (left) and micro-level (right) architecture search spaces

Early works on NAS [58, 72, 81, 90] considered mainly macro-level search spaces, but inspired by the
repeating structures in GoogLeNet and ResNet, some works [89, 91] have discovered that optimizing
blocks which are repeatedly stacked in an overall architecture greatly reduced the size of the search
space, while still yielding greatly performing architectures. In fact, the NAS-optimized architecture to
outperform hand-designed architectures for the first time was the result of searching a micro-level search
space [58]. It also enables to find a good-performing cells on a subset or easier task of the designated
task and then transfer these cells into a larger overall architecture to tackle the larger/more difficult
task [91]. These advantages shifted the tendency to use micro-level search spaces instead of macro-level
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search spaces. However, since another trend in NAS emerged, optimizing architectures multi-objectively
to discover efficient and compact networks, more flexibility of the architecture is required, for which
macro-level search spaces are more suited. Also, keeping in mind the goal of discovering truly novel
architectures, macro-level search spaces allow more freedom, although specifying the search space to
allow many options while keeping it tractable remains a challenge. It is easy to incorporate architectural
structures that are known to perform well, but hard to allow and encode the freedom required to discover
new well-performing structures, which also result in computable networks; the network should always
be a directed acyclic graph that maps the input dimension to the output dimension.

Alternative, hybrid types of search spaces exist, in which both the cells and their overall composition
are searched [52]. Additionally, some search spaces also allow the hyperparameters of the training process
to be optimized [87].

The types of search spaces mentioned so far are all discrete search spaces. There exists another
type of search space, one that is formulated in a continuous and differentiable manner and therefore
allows for efficient gradient-based approaches to search for well-performing architectures. The results
in [43] show that searching the continuous relaxation of the architecture space enables more efficient
optimization of the architecture, although the overall architecture is already fixed to some degree at the
start of the procedure.

This thesis will focus primarily on discrete macro-architecture search, in order to pursue NAS that
allows most freedom in its architecture space. Therefore, the works that are mentioned in the remainder
of the thesis are mainly approaches that tackle macro-level search spaces.

Search Strategy

The search strategy is the algorithmic part of a NAS approach that is responsible for finding good
architectures in the search space, by making use of performance estimations of considered networks.
Since the performance estimation is the most expensive part of NAS, it is affordable to use a “costly”
search strategy. That however does not mean that we should, but the extra searching power it provides
could help to reduce the number of networks that need to be evaluated to discover an architecture of
the desired quality. Search strategies employed in NAS approaches vary, with evolutionary algorithms
(EAs) and reinforcement learning (RL) as the two most popular choices.

With RIL-based approaches, the creation of the architecture is modeled using states, actions and
rewards that are used to improve the policy, i.e., the sequential decision making process. In [90] a second
network (a recurrent neural network, RNN) is trained to sequentially sample a string (encoding), that
is transformed into a candidate architecture, which is trained and evaluated. Its performance is used
as a feedback signal to train the RNN to improve its sampling process. In another approach [9], NAS
is formulated as an uninterrupted decision making process, in which a partially trained network acts as
the state. The actions by the agent mutate the network, after which the network is trained further. Its
estimated performance is used as reward for improving the policy. Many more RL-based approaches
exist, among other works [3, 89].

Using EAs, the architectures in the search space are encoded and optimization on a population of
encodings should lead to the desired exploration and exploitation of the search space. Operators within
EAs (the type of cross-over, mutation and selection operators) vary wildly, so it is candid that many dif-
ferent configurations of EAs are tried as search strategy. EAs are very capable of dealing with objective
functions that contain many local optima and thrive on multi-objective problems. Additionally, EAs
offer a parallelization potential for training multiple architectures in a generation at once. But, they
also suffer from overhead at the initialization of the first generation, i.e., the evaluation of architectures
that are randomly picked without any directed search (Section 5.1.2 discusses a method to address this
issue, however). Nonetheless, in [59] it is shown that when comparing RL, Evolution and RS on NAS,
EAs have better anytime performance.

The works in [73, 81] use a Genetic Algorithm to optimize macro-level search spaces and achieve
state-of-the-art prediction accuracies (at the time of publication), while [72] uses a Cartesian Genetic
Programming approach to enlarge the flexibility of architectures in the search space. The work in [58]
uses an EA that is reminiscent of NEAT [71], but is scaled-up to handle cells suitable for image recog-
nition. Also on micro-level search spaces EAs remain a popular search strategy, e.g., among other
works [59, 79]. More single-objective NAS approaches are summarized in Appendix E and for a com-
plete overview that also includes multi-objective (EA-based) NAS approaches, the reader is referred
to [17].
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Various other search strategies exist, like Bayesian optimization [28], Monte Carlo Tree Search [78]
and gradient-based approaches [43].

This thesis focuses primarily on evolutionary algorithms as search strategy for NAS and therefore in
the remainder of the thesis, mainly EA-based approaches are mentioned. The most relevant EA-based
approaches for multi-objective NAS are discussed in Section 2.3.2.

Performance Estimation

The performance estimation is yet another component that increases the number of possibilities to
approach NAS. To get an estimation of how good an architecture is, it needs to be trained and evaluated,
or at least, this is the most common approach. Therefore, this component specifies the most expensive
part of NAS. The better the training of a network, the more reliable its performance is estimated, but
a trade-off needs to be made to keep the NAS approach feasible.

Initial NAS techniques train every network fully [81, 90], such that no final refinement is necessary
and the search can be stopped at any moment, yielding a fully-trained network. However, the result is
that thousands of GPU hours are required to produce an architecture of the desired quality [90]. Some
approaches [4, 41] make use of a lower-fidelity estimate of networks, e.g., by training it only for a few
epochs, as this can already give an indication of its potential. The finally selected model is trained fully.
For example, in [41], a surrogate model is trained to predict the performance of converged networks
based on partially trained networks. This technique biases towards fast learners however [52].

To ease the burden of training every network from scratch, the field has been looking into weight-
sharing techniques [8, 56, 58|. Particularly for approaches that “grow” networks [72], inheriting weights
whenever possible can cut training costs [58], although the final ranking of networks could deviate from
the true ranking when every network is trained from scratch [86]. Such approaches should obviously be
carefully adjusted to the search strategy, to make sensible use of the efficiency it can offer.

Another weight-sharing technique is the one-shot approach [5, 59]: one supernet is trained, which
contains all architectures in the search space as sub-networks. The large network needs to be trained
only once and when performing the search, the sub-networks, which inherit their weights from the
supernet, are (possibly fine-tuned briefly and) evaluated. Since the evaluation of a network is much
cheaper than training it, this technique cuts the training costs significantly. A graphical illustration of
a one-shot approach is shown in Figure 2.10.
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Figure 2.10: One-shot NAS, including pooling and two differently configured convolutions as options for each transition between
nodes.

The evaluation of networks is influenced by training hyperparameters like the learning rate (sched-
ule). There are few approaches that incorporate the optimization of these training hyperparameters also
into the search [52]. The performance estimation of networks obviously only has access to training and
validation data, so the performance of architectures on test data remains unknown during the search.

Overall NAS routine

In practice, the boundary between components is not as clear-cut as just selecting one for each com-
ponent. Certain components have impact on other components, e.g., a GA expects a specific structure
of the encoding of the search space to perform the search on, and as lower-fidelity performance esti-
mations can possibly favor smaller models, this affects the search strategy. Additionally, the eventual
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simultaneous optimization of training parameters also influences the search. Therefore, it is important
to keep an eye on the overall NAS process by carefully combining the components.

Nevertheless, due to the many different possibilities for each of the components of NAS, there exist
an infinite number of different setups for NAS. Additionally, NAS is expensive in nature, although recent
publications have been working towards reducing costs of performing NAS [51, 75]. These two aspects
of NAS combined make it hard to compare different approaches. The lack of validation and comparison
between NAS techniques, which can lead to undeserved crediting of certain components of an approach
when achieving new state-of-the-art results, is discussed in Section 2.3.4.

To evaluate NAS approaches, the most commonly used performance indicator is the validation
accuracy of the best network found so far against wall-clock time, while also accounting for any parallel
search routines, if utilized. In fact, this is also recommended according to the “best practices for
research on NAS” paper [39]. This thesis, however, chooses another metric to evaluate different NAS
approaches against, namely to compare against the number of network evaluations, in order to take a
more algorithmic perspective on the search strategy. This choice is further motivated in Section 3.4.1.

Although it is necessary to keep an eye on every aspect of NAS during the development of new
methods, this thesis focuses mainly on the search strategy of NAS. This is done in order to get a better
understanding of how difficult the problem of optimizing an architecture actually is and what properties
a search algorithm should have to get a good searching performance.

2.3.2. Multi-Objective NAS

The foremost objective of NAS is to search for well-performing networks, i.e., networks with high
prediction and/or classification accuracy. However, as NAS became a more widely recognized field,
an interest emerged for optimizing the architecture in other aspects besides its accuracy. For some
applications (e.g., the deployment of neural networks on embedded systems, like mobile phones) it is
necessary for the network to have a minimized size or latency. Therefore, people have been performing
NAS by treating it as a multi-objective optimization problem, to optimize on a secondary objective
next to prediction accuracy. Usually the objectives to optimize for are conflicting, therefore there is
not one globally best solution. Instead, the global solution is a set of architectures, also called a Pareto
Front, which consists of all architectures in the search space with optimal trade-offs (explained in more
detail in Section 2.1). Only EA-based approaches are mentioned, although other approaches (e.g. RL)
also exist for multi-objective NAS.

In [10], a novel combination of NSGA-II [11] (a multi-objective EA) and RL is used as approach
to obtain a front of networks that trade off accuracy and compactness. Also [30] builds upon NSGA-
II to find accurate networks that additionally have a rapid inference for deployment on embedded
devices. In [13], Lamarckian mechanisms are included in the multi-objective EA as search strategy, in
which child networks inherit the weights of parent networks, therefore decreasing the computational
requirements for this approach. Although the proposed method is favorably compared with random
search, it is unclear whether this is because time is saved on training due to its Lamarckian mechanism,
or the EA searches the space more efficiently. In NSGA-Net [44], NSGA-II is used to discover accurate
and compact architectures on the same search space as in [81], with an addition of (optimizable) skip
connections that bypass entire computational blocks. Although superiority of NSGA-Net compared to
random search is shown, the presented ablation study does not make it entirely clear if the improvement
is caused by the extra Bayesian Optimization sampling step at the end, or because a more powerful
search algorithm is used.

2.3.3. Pre-computed NAS benchmark datasets

In order to promote reproducibility and allow for more thorough analysis of approaches, an emerging
trend is the creation of NAS benchmark datasets (also promoted to be used in [39]). By evaluating all
architectures in a specified search space and storing the performance indicators, the most expensive part
of doing NAS is cached and readily available to optimize on. NAS-Bench-101 [84] is the first proposed
NAS benchmark dataset, which contains performance indicators of all architectures in a micro-level
search space. Other known benchmark sets are NAS-Bench-201 [12] and NAS-Bench-1Shot1 [88]. As
part of this thesis, a paper is written in collaboration with the supervisors, in which MacroNAS-C10 and
MacroNAS-C100 are proposed, the first ever NAS benchmark datasets on a macro-level architecture
search space. These benchmark datasets are used to conduct many experiments in this thesis. Chapter 3
explains in more detail about this NAS benchmark dataset.
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2.3.4. Validation of NAS

There is a global focus on reaching new SOTA neural network performances, while there is fewer
attention for which of the actual components are vital to achieve it. As shown by [86] and [83], most
optimization algorithms applied in single-objective NAS (i.e., only focusing on prediction accuracy) do
not perform significantly better than random search (RS). This is a result of search spaces which are
tuned manually in such a way that almost every randomly sampled network is well-performing. This
finding is not surprising, since many papers do not use baseline algorithms to compare against. If any
is used, it is generally random search. To know if an algorithm is better than the simplest thing one
can do (i.e. random sampling), comparisons to baselines are crucial [39].

Since it is debatable whether powerful optimization algorithms are necessary to obtain a decent per-
formance on NAS, it is interesting to see whether simple algorithms are able to get a good performance.
This thesis will therefore look into alternative baselines next to RS, that are simple to use, perform
reasonably good and can be used to compare future NAS optimization algorithms against, in order to
address Research Question 1.

Additionally, this thesis will address Research Question 2, by focusing more specifically on which
parts of a state-of-the-art EA (MO-GOMEA) are vital for excellent optimization of architectures in a
multi-objective, macro-level NAS problem. To do so, many experiments are conducted, which make
efficiently used of a cached NAS benchmark dataset.

2.4. Reformulation of Research Objectives

The above background material taken as a basis, this thesis will zoom in on two particular topics, in
order to answer the research questions that come with these topics. The first topic involves the usage
of baselines in NAS (Section 2.4.1), while the second topic is concerned with the performance and
behaviour of EAs when applied on NAS (Section 2.4.2).

2.4.1. Baselines for NAS

As shown in recent works [83, 86], many NAS approaches do not perform better than random search.
Additionally, comparisons against such a simple baseline is often not even included in new works. In
order to truly make progress in research on NAS, baselines to validate approaches are required [39].
While only RS is sometimes considered as baseline, and sophisticated algorithms like EAs are usually
the least complex algorithms applied to NAS, there is a large range of heuristics algorithms (e.g. local
search) in between, which are, to the best of my knowledge, never considered for NAS. This thesis will
therefore explore whether there exist better performing, but still simple algorithms that can provide a
baseline for future NAS research.

Research Question 1. What simple, yet well-performing algorithms can provide a solid baseline in
multi-objective neural architecture search?

Chapter 4 is devoted to answering this research question.

2.4.2. Ablation of EAs on NAS

EAs are a class of algorithms often considered for NAS and while many different EA-based approaches
exist, few publications go into detail on which parts of the EA work well for the specific NAS problem at
hand [17]. Instead, the focus is often on just finding architectures with a new state-of-the-art prediction
accuracy. It is therefore interesting to see what the contribution of each mechanism of an EA actually
is and how they should be configured, such that we can design better and more efficient EAs for future
NAS problems. This thesis will focus mainly on MO-GOMEA and investigates which of its components
is responsible for its behavior and performance. Next to stating the second research question focusing
on this, also several sub-research questions are formulated that focus on the specific features of MO-
GOMEA, which are motivated in Section 5.1.

Research Question 2. What mechanisms make a state-of-the-art multi-objective evolutionary al-
gorithm perform well on a multi-objective macro-level neural architecture
search problem?

Research Question 2A.  How does an automatic population-sizing schedule affect the performance
of MO-GOMEA for NAS, compared to fized population sizes?
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2. Background

Research Question 2B.

Research Question 2C.

Research Question 2D.

Research Question 2E.

How does using clustering in objective space affect the performance of
MO-GOMEA for NAS?

How does an adaptive clustering schedule affect the performance of MO-
GOMEA for NAS, compared to fixred amounts of clusters?

How do extreme clusters affect the performance of MO-GOMEA for
NAS?

How does automatic learning of dependency structures in the problem
encoding affect the performance of MO-GOMEA for NAS?

Chapter 5 is devoted to answering these research questions.
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This chapter will describe the NAS search spaces used in this thesis and the methods that are shared
among all experiments. Since NAS is an expensive process that requires GPUs to run for hours on end,
the focus is first to find a suitable search space that has pre-computed performance indicators available
for each architecture in the search space. In that way, many experiments can be performed without
bearing the costs of training networks in each run. First, in Section 3.1, a brief overview of the current
state of NAS benchmark datasets (with pre-computed values) is given. Also, a motivation is provided
for the creation of a new benchmark, since the currently existing benchmark datasets do not suffice the
research goals of this thesis. In Section 3.2, MacroNAS-C10 and MacroNAS-C100 are presented, which
will serve as the main search spaces for the experiments in this thesis. Also a mapped encoding for
the commonly known micro-architecture NAS benchmark dataset NAS-Bench-101 [84] is presented in
Section 3.3, which is used in Chapter 4. At last, in Section 3.4, the common methods and experimental
setups for the experiments performed in this thesis are highlighted.

3.1. Cached NAS benchmark datasets in literature

With a core motivation of improving reproducibility and comparability for NAS approaches, the first
ever NAS benchmark dataset called NAS-Bench-101 [84] is created, which contains pre-computed values
for each architecture in its search space. This micro-architecture search space allows the optimization of
the composition of at most 7 nodes (excluding the input and output nodes, 5 nodes to be optimized) and
their types in cells that are repeated throughout the final architecture. So although the cells themselves
allow multiple parallel paths, the final architecture has a sequentially chained structure. The options for
the cells are limited to convolutional layers (33 and 1X 1) and max-pooling layers (3 X 3). This search
space is designed for CIFAR-10, is mainly used for single-objective NAS and contains 423K unique
architectures. The fact that the cells are encoded by an adjacency matrix results in infeasible networks
and choosing how to handle these can considerably change how a search algorithm behaves. Another
lab came up with an extension, named NAS-Bench-201 [12], in which the edges between the nodes are
the layers/operations in a cell (which in turn is stacked 5 times in the macro-architecture skeleton).
It allows for the optimization of edges between 4 nodes with 5 different types of operations. Next to
convolutional layers (3 X 3 and 1 X 1) and average pooling layers (3 X 3), also zeroize (identity) layers
and skip-connections are supported. All architectures in the search space are evaluated on CIFAR-10,
CIFAR-100 and ImageNet, so transferability of well-performing cells of one task to the other can be
verified with this benchmark dataset. Although more diagnostic information is provided, it supports
only 15,625 different cells. NAS-Bench-1Shot1 [88] transforms NAS-Bench-101, without any additional
training of networks, into three benchmark datasets that are specialized for one-shot NAS approaches.

Unfortunately these benchmarks do not suffice the research goals of this thesis. The focus of this
thesis is on multi-objective NAS, for which at least NAS-Bench-101 is not suitable, which is empirically
shown in Chapter 4. Additionally, all benchmarks with pre-computed values feature micro-architecture
search spaces. While this kind of search spaces reduce the size of the search space and allow trans-
ferability of well-performing cells between classification tasks, it also limits the flexibility of the final
architectures and still requires a practitioner to choose the macro-architecture skeleton. Instead, a
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macro-architecture search space is desired, which is also a competitive NAS approach, although no
NAS benchmark datasets with this structure exist yet. Additionally, it is desirable to have a large and
diverse enough search space (preferably without infeasible networks as in NAS-Bench-101), such that
thorough comparisons between search algorithms can be made in the early and in the late phase of the
search. The search space should also not be hand-crafted too much such that the majority of networks
is good, resulting in random search being a very competitive search strategy on it. For these reasons,
two new benchmark datasets are proposed, MacroNAS-C10 and MacroNAS-C100, for well-known image
classification tasks CIFAR-10 and CIFAR-100 respectively.

3.2. MacroNAS-C10 and MacroNAS-C100!

MacroNAS-C10 and MacroNAS-C100 feature the same macro-level search space and contain sequentially
connected architectures of different sizes. The variables of the encoding of length £ = 14 refer to the
cells in the network, which can have either option from two differently configured MBConv blocks [66]
and identity cells. The MBConv blocks are chosen to pursue networks that are also efficient, to allow
a sensible multi-objective approach. The identity cell propagates the input without altering it, and
can therefore be seen as a placeholder cell, enabling architectures of shorter length. Stacks of cells
are divided by (unsearchable) reduction cells at fixed positions, as shown in Figure 3.1. Note that the
encoding is redundant because of the identity cells: The search space of 3'* = 4,782,969 encodings
(of which none are infeasible) maps to 208,537 unique architectures. The networks are trained using a
one-shot approach; one supernet that contains all options for every cell is trained by training sampled
paths for each batch of training samples. After training the full supernet, each path is evaluated using
the same train/test/validation split. More details on the creation of these benchmarks can be found
in Appendix A. The benchmarks are not designed to contain state-of-the-art accuracies, as shown in
Table 3.1, but are designed to show differences in searching behaviors of NAS optimization algorithms.
More statistics and visual analyses of MacroNAS-C10 and MacroNAS-C100 can be found in Appendix B.
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Figure 3.1: Example network in the MacroNAS search space.

MacroNAS-C10 \ MacroNAS-C100
Size of search space 4,782,969
Size of objective Space (number of different networks) 208,537
Redundancy 95.64%
Best accyy 0.9249 0.7049
Best acciest 0.9190 0.7051
Correlation between accyq; and accies: 0.979 0.986

Table 3.1: Statistics of the MacroNAS benchmark datasets

3.3. NAS-Bench-101

Besides the MacroNAS benchmarks, also NAS-Bench-101 is used (in Chapter 4) to investigate how
algorithms fare on a micro-level NAS task. The encoding in the original paper combines a binary
triangular matrix as adjacency matrix to indicate how the nodes in the cells are connected, with a string
of length 5 that defines the type of each node. By unfolding the adjacency matrix and concatenating the
options, the encoding is mapped to a string of length £ = 26 with mixed symbols (the first 21 variables

T Although I was involved in the iterative design process of creating the new macro-level NAS benchmark, the final realization of
the MacroNAS benchmarks is not done me, so I cannot take credit for it. This section however briefly explains its characteristics
and how it is created
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are binary and the last 5 are ternary), such that it can be used by GAs (and MO-GOMEA in particular).
This mapping is visually displayed in Figure 3.2. Although there is not one straightforward ordering of
the variables, it does not matter for MO-GOMEA that variables indicating connections between similar
nodes may be spread out in the encoding: MO-GOMEA does not use point-wise (1-point, 2-point,
etc.) cross-over, but flexible masks that can contain any group of variables in the encoding. Using this
string-like encoding, it is possible to define infeasible networks, e.g., when there is no path from the
starting to the ending node of the cell, therefore the objective values of such encodings are set to 0.
The evaluation of infeasible networks is not counted towards the total number of evaluations of a search
strategy.

INPUT - 0 1 0 1 1 1 0
OUTPUT
CONV 1X1 0 0 0 0 0 0 0 1
CONV 3X3 1 0 0 0 1 0 0 0 CONV
3X3
CONV 3X3 1 0 0 0 0 0 1 0 CONV CONV MP
1X1 3X3 CONV 3X3
CONV 3X3 1 0 0 0 0 0 0 1 3X3
MAXPOOL 3X3 2 0 0 0 0 0 0 1 ¢
o olololelolele! PP LILTL ]
C ~ D —~
$ N o ,5\3’ ,-5\55 {5\3’ ,5\3’ S 21 binary variables 5 ternary variables
S SRS
R O O P

Figure 3.2: Translation of NAS-Bench-101 encoding to a linear encoding used by the algorithms in the experiments. On the right
the resulting (Inception-like) cell is shown for the given encoding.

3.4. Methods

First, Section 3.4.1 explains which objectives are optimized and how their different ranges are accounted
for. Section 3.4.2 explains how the redundant mapping from search to objective space is handled.
Finally, Section 3.4.3 provides specifics on the number of runs and termination criteria.

3.4.1. Objectives

Two objectives are chosen to optimize for; maximization of the prediction accuracy and minimization
of the model complexity. In all experiments the validation accuracy (acc,,) is chosen as metric for
the prediction accuracy. For the model complexity, the number of parameters is chosen as a proxy
when searching on NAS-Bench-101. When searching on MacroNAS, the number of Mega Multiply—
ACcumulate operations (MMAC) of a network is chosen as complexity metric, which represents the
number of operations a GPU performs when a forward pass is performed and is therefore related to
the number of parameters. The reason for different metrics is based on the availability in the datasets,
since MMAC information is not included in NAS-Bench-101, although it is better connected to the
complexity and efficiency of a network and therefore chosen for MacroNAS.

To assess the performance of search algorithms, the hypervolume of the enclosed obtained front is
calculated (using the origin as reference point) against the number of unique evaluations. Although
many other metrics for multi-objective optimization exist, hypervolume is used for multiple reasons:
1) it is the most commonly used metric in MO-optimization [61], 2) it is Pareto-compliant, i.e., when
new non-dominated solutions are found, the hypervolume always increases, 3) it combines spread and
proximity in one scalar value and 4) it does not require to know the full set of optimal solutions. Reasons
2) and 4) are advantages over metrics like (inverse) generational distance, spread and front occupation,
although the Pareto Front can be easily obtained for the benchmarks. To attribute both objectives an
equal contribution in the hypervolume, the number of parameters and MMACs are normalized to the
range of the validation accuracy, which is [0, 1], using the minimum and maximum occurring values in
the dataset. These are trivial to retrieve from these datasets, as they belong to the most simple and
most complex architectures and can be calculated without evaluating networks, which makes it also
possible to obtain them in a real-world scenario. Besides the hypervolume, also the achieved fronts over
time are observed, to inspect behavioral characteristics of different optimization algorithms.
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The all-identity network, i.e., the architecture with only identity layers and which has the least
complexity and the worst accuracy, significantly impacts the hypervolume, but it is arguably the least
interesting solution to actively search for. Therefore, it is included in the search from the beginning.
That means, for population-based algorithms it is inserted into the population as the first individual
and for other algorithms it is the first evaluated individual.

The choice to compare algorithms against the number of evaluations, instead of measuring against
(wall-clock) time, is motivated by multiple reasons: 1) We make use of the pre-computed values in
MacroNAS, that are obtained by a one-shot approach. It is not straightforward how to extract training
times for separate nets or how to deal with this one-time training cost. 2) The aim is not to find a new
SOTA NAS approach, but merely to analyze the search behavior of different NAS strategies from an
algorithmic perspective. 3) If it were possible to obtain training times, the cost of approaches would
also be highly dependent on the epoch/time budget for training networks. Analysis of the robustness
of algorithms on the trade-off between reliable estimations (fully-trained networks) and fast evaluations
(partially-trained networks) are outside the scope of this thesis. Nevertheless, Chapter 4 contains a
brief analysis of the complexity distribution of all evaluated networks by different algorithms, because
relatively simple networks take less time to train for a fixed epoch budget.

3.4.2. Caching of performance indicators
NAS is an overall expensive process, so in order to prevent unnecessary computations, the obtained
performance indicators of a trained and evaluated architecture can be cached and re-used when it
is evaluated by the optimization algorithm more than once. However, it could be argued that re-
evaluating networks could provide robustness against fluctuating validation accuracies that are the
result of stochastic training and network initialization. Nevertheless, it is still decided to evaluate each
network only once, for two particular reasons: 1) Training a network is costly, therefore preferably not
done more often than necessary. 2) Counting repeated evaluations would penalize algorithms that by
nature train the networks repeatedly more often, e.g., population-based algorithms like EAs.
Subsequently, since both MacroNAS and NAS-Bench-101 exhibit redundancy in their encoding, there
is a preliminary check before training and evaluation whether the resulting architecture has already been
trained before as result of querying another encoding (which maps to the same architecture). Therefore,
throughout all experiments, evaluating multiple encodings that all describe the same architecture are
treated as one evaluation.

3.4.3. Specifics of runs

Unless indicated otherwise, every algorithm or configuration is run 30 times for an experiment. Con-
vergence graphs show the medians and 25/75th percentile of the achieved hypervolume at different
numbers of evaluations, in order to account for (extreme) outliers that would otherwise (severely)
affect the mean value of the hypervolume. Although algorithms are terminated after 50,000 evalua-
tions (unless stated otherwise), both the early phase and the late phase will be inspected. Obtained
fronts are stored and the hypervolume thereof is calculated at fixed intervals in the following scheme:
[1,23,.,10,15,20,..,100,150, 200,..1000, 1500, 2000, .., 10000, 15000, 20000, ..., 50000]. This enables
showing meaningful results in graphs with both a linear scale and a logarithmic scale.
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Baselines and comparisons to them are essential in the proposition of new algorithms. They give meaning
to new algorithms and their performance. If a problem can be solved by a very simple algorithm, such
as random search, designing complex algorithms is pointless.

As already discussed in Chapter 2, there is a serious lack of comparisons with baselines in NAS
research [37, 39]. Multiple reasons exist: 1) NAS algorithms vary wildly and different parts of NAS
(search space, search strategy, performance estimation) make it difficult to compare approaches; 2)
Research on NAS has an expensive nature, therefore running more experiments is sometimes not feasible;
3) The general focus is on getting new state-of-the-art results, and once this is presented, people generally
accept the approach. In order to understand if complex algorithmic design endeavors are worthwhile,
research needs to be done on adequate baselines to compare against. Since this thesis focuses mainly
on the search phase of NAS, effort is spent on finding new (better) baseline algorithms to improve the
quality of research on NAS. Specifically, this chapter aims to answer the first research question:

Research Question 1. What simple, yet well-performing algorithms can provide a solid baseline in
multi-objective neural architecture search?

First of all, it is important to define what makes an algorithm a baseline. Although there is no
official definition of a baseline algorithm, multiple interpretations exist. In this thesis, we move away
from the idea of using SOTA algorithms as baseline, since SOTA algorithms on NAS are not always
validated properly against very simple algorithms themselves. The baselines that we look for should
have the following properties:

e A baseline is (algorithmically) simple and therefore easy to understand. It should be straightfor-
ward to know exactly how it performs the search on the problem at hand.

e A baseline is easy to use and implement, such that researches can effortlessly compare the perfor-
mance of their newly proposed algorithm with the baseline algorithm’s performance.

e A baseline is doing something right. Although obvious, the goal is still to get a good performance
on the task at hand, so it needs to show converging behavior.

To give some examples, a baseline for a regression problem might consist of returning the mean
value of the variable to regress. A baseline for a classification problem might consist of returning the
most occurring class in the dataset. In NAS research, if baselines are used, it is commonly random
search. Architectures are sampled uniformly from the search space and once the resource budget has
been exhausted, the best-found network(s) is/are returned (and fully trained if not done already).

The community however repeatedly finds new, typically complex algorithms to apply on NAS.
Between fully-fledged EAs and random search, lie a plethora of heuristic-based algorithms that are used
only scarcely for NAS. Simpler, greedy and/or locally searching algorithms might perform equally well
as complex algorithms, while still offering an easy-to-understand exploration of the search space.

As part of this thesis, an article has been written together with the supervisors (Arkadiy Dushatskiy,
Marco Virgolin and Peter A. N. Bosman), which is publicly available as arXiv preprint and proposes
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the use of a local-search (LS) algorithm as NAS baseline to the community [55]. The LS algorithm
and the most important experimental results are provided in Section 4.1, but the interested reader is
encouraged to read the full article in Appendix A. Additionally, another baseline called Uniform Size
Random Search (USRS) is proposed and applied on NAS benchmark datasets in Section 4.2. This
complementary baseline lies between RS and LS in terms of complexity and performance, and is not
discussed in the preprint.

4.1. Local Search

In this section, a simple LS algorithm is proposed as search strategy for NAS. Its performance is demon-
strated on NAS-Bench-101, MacroNAS-C10, MacroNAS-C100 and an enlarged version of MacroNAS.
This enlarged search space allows more options for the normal cells and makes also the reduction cells
optimizable, resulting in a space containing 673B encodings, mapped to 104B architectures. The reader
is referred to the preprint article in Appendix A for more details on this search space. The increased
size of the search space makes it infeasible to train and evaluate all networks beforehand, so no pre-
computed values are available. Therefore, the experiments are performed in real-time, which limits the
number of runs to 6 and evaluations to 2,500 for all algorithms.

In Section 4.1.2, the performance of the proposed LS algorithm is evaluated alongside the default
baseline RS, and two state-of-the-art multi-objective EAs; NSGA-IT and MO-GOMEA. NSGA-IT [11]
is used, because even though it has been around for almost 20 years, it is still by far the most popular
MO-EA. The other EA is MO-GOMEA[45], a powerful model-based EA, capable of automatically
learning and exploiting the underlying structure of a problem. Additionally, it employs an automatic
population-sizing scheme and clustering in objective space. In the same section also the behavior and
the generalization of the different optimization algorithms are analyzed.

4.1.1. Local Search Pseudocode

Algorithm 1: Local Search (LS)

Input: Q: the sample space of cell types; €: the f2“ i
Encoding
number of cells to search.
Output: Pr: the optimized front. C ‘8
Pp e InitializeElitistArchive() on ‘n
while resource/time budget is not exhausted do ol | & [l |
a < rand (0,1) f
S < randomlyInitialize (£,Q) ol | %
// cells are uniformly random sampled from Q { .?
fs < evaluate(s) B bR B |
Pr < UpdateElitistArchive (Py, S, fs)
for i € randomlyPermute ([1,...,#]) do >
:, « copy (5) @ Initial solution f1
o CS‘(E (EQC\ {s1}) do Q© Improved solutions
f;r « evaluate (s') © Non-dominated solutions
Py « UpdateElitistArchive (Py,s, fs) Obtained archive front
if scalarize (fy,a) > scalarize (fs,a) then
L SiecC Figure 4.1: Graphical description of one it-
fs< [y eration in the proposed LS algorithm. Eval-
L uations that do not enlarge the front are not

sh .
return Pf shown

The LS algorithm uses the structure of a linear encoding as input, together with the options for
each variable in the encoding. The pseudo-code is given in Algorithm 1 and a graphical description of
an iteration of the algorithm is given in Figure 4.1. LS first randomly chooses a scalarization factor a,
which is used to direct the search towards the part of the front with that specific trade-off in objective
values. An encoding is initialized at random and the resulting architecture is evaluated. Then, every
variable in the encoding is traversed in a random order. LS greedily searches the local neighborhood of
the architecture in the encoding space: For each of the variables, every option is tried, the network is
evaluated, and the best option (according to the scalarized fitness) is kept. Every variable is greedily
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optimized only once, because after the variables have all been traversed, a new network is randomly
initialized and a new scalarization factor is sampled. LS is designed for multi-objective NAS tasks, but
could also be used in the single-objective case by removing the scalarization (or simply setting a = 1)
and the elitist archive operations, thereby only keeping track of the best-performing network.

4.1.2. Experiments and Results!'

Results of initial experiments on NAS-Bench-101, MacroNAS-C10 and MacroNAS-C100 are shown in
Figure 4.2 by the convergence of the obtained archives to the true Pareto Front by all four algorithms
in terms of hypervolume against network evaluations. For NAS-Bench-101, differences between the
performance of the algorithms are very small. On the MacroNAS benchmarks, RS is clearly inferior to
the other algorithms, therefore leaving room for improvement over the default baseline.
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Figure 4.2: Convergence graphs on NAS-Bench-101 (left), MacroNAS-C10 (middle) and MacroNAS-C100 (right). Medians (solid
lines) and 25/75th percentiles (bands) of 30 runs are shown. Note that only the horizontal axes are the same, and are in
logarithmic scale in the zoomed-in views (insets).

In the subsequent experiment the performance of the algorithms on MacroNAS-C100 in terms of hy-
pervolume against the number of network evaluations (see Figure 4.4, MacroNAS-C10 provided similar
results), together with their achieved archives (see Figure 4.3), are studied in more detail. MO-GOMEA
performs overall best, but it is also shown that LS finds a diverse front quickly, by finding architectures
in sparsely populated areas in the objective space. The advantage of the LS algorithm is that interme-
diate steps of greedily improving the encoding according to its scalarization also provides architectures
for the elitist archive, therefore already finding multiple solutions in tuning only one encoding. NSGA-II
and RS struggle to find efficient networks in the beginning, but NSGA-II is later able to find similar
fronts as MO-GOMEA and LS.
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Figure 4.3: Evolving archives for one example run on the MacroNAS-C100 benchmark dataset. Gray points represent all possible
architectures.

I This section closely follows the results presented in the preprint in Appendix A.
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Figure 4.4: Convergence graphs regarding acc,,; (solid lines) and accys (dashed lines) on MacroNAS-C100 (left) and on CIFAR-
100 on the enlarged search space (right). Medians (lines) and 25/75th percentiles (bands) of respectively 30 and 6 runs are shown
for all algorithms. Note the different ranges for the vertical axes and the logarithmic scale for the horizontal axis in the zoomed-in
view.

NSGA-II 8
4 MO-GOMEA <
RS = 0.6
23 LS =
2 o
o, ﬂ‘-’ 0.4
g Wi v,(\
1 §0.2 Mot W A
%,o 0.2 04 0.6 0.8 1.0 0 500 1000 1500 2000 2500
normalized MMACs Network evaluations

Figure 4.5: Distribution of MMACSs of evaluated nets over 2500 evaluations on the large-scale experiment (left) and throughout
one example run (right), smoothed for readability (moving avg. filter of size 75).

The last experiment in the preprint involves real-time NAS runs on the enlarged version of the
MacroNAS search space. Again, as shown in Figure 4.4 (right), LS proves itself to be considerably out-
performing RS, and closely performing as good as NSGA-II and MO-GOMEA. The searching behavior
is analyzed in terms of complexity of the networks evaluated by the algorithms, as shown in Figure 4.5.
The right graph, which displays MMACs against the number of evaluations, visibly shows different it-
erations of LS (even after applying the moving average filter), since networks evaluated one after in one
LS iteration are quite similar. RS naively samples many complex networks, a result of relatively many
complex networks in the search space. NSGA-II steers its search towards simpler networks throughout
the NAS process, because of its crowding distance operator, therefore discovering networks at the top
of the front later than MO-GOMEA and LS. MO-GOMEA evaluates networks all over the place, due
to its clustering mechanism that searches at multiple parts of the front interchangeably. Although the
comparison between algorithms is not based on time, this analysis favors NSGA-II and LS, as they
sample more simple networks that take less time to train when given an equal number of epochs for
training.

A final look on generalization (shown in Figure 4.4 for both MacroNAS-C100 and the large-scale
experiment) gives us another important insight. As the architectures are only evaluated based on val-
idation accuracy, there will always be a gap towards the accuracy on the test set. The substantial
difference in performance between RS and the other algorithms stays, but even though the more pow-
erfully searching EAs achieve a better hypervolume w.r.t. validation accuracy than LS, the advantage
more or less disappears when the hypervolume w.r.t. test accuracy is compared. The less powerful search
ability of LS causes it to be less prone to overfitting on these NAS problems and therefore questions
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the value of developing even more complex search strategies for NAS.

The conclusion is therefore that the performed experiments provide evidence that LS can be consid-
ered a strong alternative to harder-to-implement algorithms like NSGA-IT and MO-GOMEA, without
considerably sacrificing in performance. Additionally, the currently most-used baseline RS is outper-
formed by LS, as RS struggles to overcome the distributional properties of the search spaces, therefore
not reliably covering the full front.

4.2. Improved RS: Uniform Size Random Search

Random Search can perform poorly on a multi-objective NAS problem if the density of different parts
at the front are skewed, because it samples from the search space uniformly at random. For example,
the choice for the encoding of the architectures in the MacroNAS-C10 and MacroNAS-C100 benchmark
datasets, as well as in the large-scale version of it, has as consequence that very few small networks
exist, as shown in Figure 4.6 (left). Since the RS strategy samples a different cell for each variable, the
chance of sampling a relatively small (with < 5 non-identity layers) network is only 1.8%. Figure 4.6
(right) shows that finding these networks is necessary to cover the upper part of the Pareto Front.
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Figure 4.6: Frequency (left) and scattered distribution (right) of two differently-sized groups of networks in the MacroNAS-C100
benchmark dataset.

In order to minimally upgrade RS to deal with this skewed distribution of architectures, Uniform
Size Random Search (USRS) is proposed. USRS is compared to LS, the naive baseline RS and the two
EAs NSGA-IT and MO-GOMEA on the search spaces NAS-Bench-101, MacroNAS-C10 and MacroNAS-
C100.

4.2.1. Uniform Size Random Search Pseudocode

USRS makes sampling networks of any size equally likely, by first uniformly sampling the size of the
architecture and then randomly sampling any network of that size. The pseudo-code is shown below in
Algorithm 2.

Algorithm 2: Uniform Size Random Search (USRS)
Input: €0, Pmax: the minimum and maximum size of architectures in the search space.
Output: the optimized front Py.

while resource/time budget not exhausted do
£ « SampleSize (Tmin, max);
S « SampleNetwork (¥);
fs < Evaluate (s);
Pr « UpdateElitistArchive (F,s, fs);
end
return Py
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4.2.2. Experiments and Results

MacroNAS-C10 and MacroNAS-C100

As shown in Figure 4.7, on both MacroNAS-C10 and MacroNAS-C100, USRS immediately starts ex-
panding its front of found solutions, quicker than any other algorithm it is compared to. It is however
quickly caught up by MO-GOMEA (around 10-20 evaluations) and LS (around 50-70 evaluations).
Nevertheless, as seen in all graphs of Figure 4.7, USRS outperforms plain RS markedly. This can also
be seen in Figure 4.8, as USRS quickly finds a nicely spreaded front in only 100 evaluations, whereas
RS struggles to find networks on the top part of the Pareto Front even at 1000 evaluations. The ability
of LS to improve upon found solutions during the subsequent steps in its algorithm obviously results in
finding architectures on the Pareto Front more quickly than USRS and RS (see e.g. the achieved fronts
at 100 evaluations). USRS lacks this ability, but still manages to find a good front regardless.

These results show that RS with a slight modification can be made more powerful than the naive
version of RS. However, the fact that USRS performs well on these search spaces is also a result of the
properties of the search space and the chosen performance metric (i.e., the hypervolume). First sampling
a size for the network to be evaluated makes it so that USRS searches more diversely throughout the
objective space, whereas the naive RS samples parts of the objective space proportional to the density,
which is not always favorable.

While the performance of USRS is not investigated for the enlarged search space, it is expected
that the results translate. USRS tackles the skewed distribution of the solutions in the objective space,
which is even more present in the enlarged search space: for each normal cell, there is one identity
option against four effective options (compared to one identity option against two effective options in
MacroNAS). It is considered future work to confirm this assumption.
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Figure 4.7: Medians and 25/75th percentiles of convergence for multiple algorithms on MacroNAS-C10 (top) and MacroNAS-C100
(bottom).
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NAS-Bench-101

First of all, as also discussed in the preprint article, NAS-Bench-101 can be considered to be not ideal for
multi-objective NAS. Figure 4.9 (right) shows a front that leaves few room for a practitioner to make a
deliberate trade-off between the two objectives. Compromising for top accuracy for just a little bit will
result in almost equally performing networks, but with far less parameters. While these architectures
can be desired solutions in practice, the networks are found quickly (e.g., RS and USRS find solutions
in this area after already 10 evaluations), making it hard to thoroughly analyze the search phase of
multi-objective NAS on this benchmark dataset.
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Figure 4.9: Medians and 25/75th percentile of convergence for multiple algorithms on NAS-Bench-101 (left and middle). Achieved
Fronts w.r.t. validation accuracy at different numbers of network evaluations by three baseline algorithms RS, LS and USRS on
NAS-Bench-101 (right).

Additionally, as also discussed in the article, differences between algorithms are small on NAS-Bench-
101. In fact, USRS does not even perform better than RS in terms of convergence of the hypervolume
(as shown in Figure 4.9, left and middle). Moreover, fronts discovered by all three baseline algorithms
look very alike for 100, 1,000 and 10,000 network evaluations (Figure 4.9, right). Solutions of the final
front are already found after 100 evaluations and in the remainder of the search this front is filled with
more solutions, but does not move a lot anymore. Next to the above statements about the benchmark
dataset itself, there are two reasons for the performance shown by USRS:

1. Although the macro-architecture is fixed for NAS-Bench-101, the micro-level cell structure, which
is optimized in the search phase, is graph-based. The current implementation of USRS on NAS-
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Bench-101 effectively removes some number of nodes from the final network (by setting variables
that control connections to and from them to 0), based on the sampled size. However, that does
not fix how the remaining nodes are connected, which can be connected sequentially, in parallel
or in any other way possible. Therefore, the sampled size does not directly control the depth
of the network, which is often an important factor for its prediction ability. Additionally, the
macro-architecture is fixed, therefore the sampled size in USRS does not modify this.

2. There is a more balanced objective space than with the MacroNAS benchmarks. Therefore, it is
not necessary to correct RS for sampling from every size, as this is done already naturally.

This experiment shows that the size-sampling upgrade on RS is not an improvement on every search
space.

4.3. Conclusion

In this chapter two new baselines for NAS are proposed. LS performs very well on the macro-architecture
search spaces of MacroNAS, even on the enlarged version where RS has increased difficulty to find a
decent front. It has also become apparent how different algorithms explore the search space in distinct
ways: MO-GOMEA and LS perform a balanced search and even though MO-GOMEA excels at finding
the networks with the best validation accuracy, LS finds nets that generalize better to the test set.
NSGA-II gradually changes the area in which it searches, and finds a good coverage of the front. RS
finds well-predicting networks, but is not well equipped to find simple networks.

Also USRS outperforms RS on these search spaces, as the skewed density in these search spaces are
efficiently combated. Positive results do not transfer to NAS-Bench-101, but the underlying idea is still
interesting: by tweaking and smartly aligning an remarkably simple algorithm like RS with the search
space at hand, the performance can be greatly improved.

In developing new (complex) NAS algorithms and approaches, comparing against baselines is a
necessity to make sure the added complexity and searching power results in improved performance.
Comparing against naive RS could be a first step. Then, to ensure that results are still worth noting,
comparisons could be made against the performance of slightly smarter baselines, like USRS or LS, which
can already offer adequate performances without adding too much complexity. Also, if a practitioner’s
goal is to just get a range of decent architectures to choose from, algorithms like USRS and LS can
be a first go-to without having to spend much effort on implementing complex search algorithms for
NAS. Admittedly, if the search space is encoded differently, the algorithms need to be tweaked to align
with it. But like RS, USRS and LS are both sufficiently simple to be understood, so this should be a
straightforward modification.



Ablation of MO-GOMEA on Macro-Level
NAS

Many articles in the field propose new search algorithms to apply on NAS problems, often with the
purpose of finding networks with new state-of-the-art performances. Nevertheless, ablation studies
showing which components of their newly proposed algorithm are necessary to get the demonstrated
performance, are often missing [37]. Especially for EAs, many combinations and configurations of op-
erators exist, with each mechanism delivering a specific property to the overall algorithm. For example,
mutation operators are crucial for EAs deployed on continuous problems, whereas deceptive problems
(like the artificial Trapb problem, see Section 5.1.2) require specific cross-over masks that mix entire
blocks of variables. The operators and their configuration that are required depend on the problem at
hand, and is not always straightforward to deduce beforehand. This chapter will research what effect
different components of an EA have on the performance when applied to NAS problems. Specifically,
this chapter aims to answer Research Question 2:

Research Question 2. What mechanisms make a state-of-the-art multi-objective evolutionary al-
gorithm perform well on a multi-objective macro-level neural architecture
search problem?

In order to answer this question, this chapter will more closely examine the performance of MO-
GOMEA, an MO-EA that performs well on NAS-Bench-101, MacroNAS-C10 and -C100 in the exper-
iments in Chapter 4. MO-GOMEA is a model-based EA, which relies on optimal mixing of learned
inter-dependencies that may exist between problem variables, an automatic population-sizing and clus-
tering schedule and clustering in objective space. The experiments in this chapter are aimed to perform
an ablation study on MO-GOMEA, in order to understand which components are vital to achieve a
good performance on NAS.

First, MO-GOMEA and its components are explained in more detail in Section 5.1. After this,
more detailed sub-research questions are formulated that work towards answering Research Question 2.
Section 5.2 explains the methods and problem setup that is used for the experiments, whereas Section 5.3
presents results of the experiments. Finally, a practical perspective and concluding remarks on the
results are given in Section 5.4.

5.1. Background

Generally speaking, two classes of EAs exist. One class are problem-specific EAs, which are tailored
to the problem at hand and perform very well on it. This class however also requires problem-specific
information, which is not always trivial to obtain. Another class of EAs that does not require problem-
specific knowledge are model-based EAs, that adapt to the problem at hand, by learning and exploit-
ing problem-specific properties during the optimization. This makes model-based EAs not necessarily
the best-performing algorithms, but they are versatile for a wide range of problems and applicable
without much tuning. One of such EAs is the Gene-pool Optimal Mixing Evolutionary Algorithm
(GOMEA) [76]. In this section, GOMEA and its multi-objective extension MO-GOMEA [45] will be
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explained.

5.1.1. GOMEA

GOMEA [76] is a state-of-the-art model-based EA that performs cross-over using a structure that is
learned during the optimization. The template structure, which is often a linkage tree in the case of
GOMEA, is configured based on the population of individuals, such that potential linkage that exists
between variables in the encoding is discovered and exploited during the search. This linkage, which
can also be called inter-dependency, may be non-trivial to know before optimization, therefore having
the algorithm detect it by itself is useful. Besides learning the hidden structures in a problem, GOMEA
makes use of Optimal Mixing (Section 5.1.1), Forced Improvements (Section 5.1.1) and the Interleaved
Multi-start Scheme (Section 5.1.2).

Optimal mixing

GOMEA is different than ordinary EAs in the sense that when evolving a new generation, multiple
cross-over operations are performed on an individual (the receiver) in the optimal mixing phase, which
is performed for every individual in the population. For each cross-over operation, a donor is randomly
picked from the population to supply genetic material to the receiver. The change is only accepted
if the receiver has an increased fitness with the updated genotype, otherwise the change is reverted
(see Figure 5.1). To specify which variables are exchanged during cross-over, some sort of structure is
required, which can be defined by a Family Of Subsets (FOS). Ideally, the structure of the FOS should
allow dependencies between variables to be modeled.

Receiver ‘ 1 0 1 0 0 1 0 1 1 0 ‘ f(x) =3 Accept

Donor
cross-over mask: [x4]
Receiver Revert
Donor
Receiver Accept
Donor

Offspring

Figure 5.1: Three cross-over operations in the Optimal Mixing phase of GOMEA, each with a randomly picked donor that supplies
genetic material in the mask specified by the blue borders.

Formally, a FOS is defined as a set F of subsets F; of a main set S. In this case, S is the set containing
all € variables in the encoding, i.e., S = {x4, x5, .., Xp}. An example is the univariate FOS, which is the
set that contains all variables as singletons, i.e., F; = {x;}. The univariate FOS cannot not model
dependencies between (groups of) variables, however.

The Marginal Product (MP) FOS allows some dependency between variables to be modeled. In the
MP FOS, every variable is present in exactly one of the subsets, such that for every subsets F, F;(i # j)
in F, FNF; =@ and U;—y oF; = §. The MP FOS can be configured by a greedy algorithm which
iteratively merges subsets that minimize the Minimium Description Length (MDL) of the individuals in
the population the most [20]. The MP FOS constrains a variable to be part of one group of dependent
variables only, though.

The Linkage Tree (LT) FOS, which is also used in GOMEA, allows modeling of dependencies between
variables on different levels. This hierarchical FOS contains every variable as separate subset, just like in
the univariate FOS. Additionally, merges of subsets exist in F, such that the final FOS is a hierarchical
tree of subsequently merged subsets, with the root containing all variables, i.e., it is equal to S. That
means, a set that is a subset of another set (as result of a merge) cannot be part of another merge. An
example of an LT is shown in Figure 5.2. Formally defined, for every set F; with |F;| > 1 in the LT,
there are exactly two sets F; and Fy that are mutually exclusive, i.e., F; N F, = @, but their union results
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in F, ie., F; UF = F. This LT FOS allows variables to occur in different subsets of different sizes,
therefore a richer dependency model can be captured and learned.

Figure 5.2: Example of a Linkage Tree FOS. The root is not considered in the final LT FOS.

Similarly to learning the MP FOS structure, the LT FOS is also learned through a greedy algorithm.
First, the mutual information is calculated between every pair of single variables with I(X; X;) =
H(X;) + H(X;) — H(X;, X;), in which H(X;) is the marginal entropy of variable X; and H(X;, X;) is the
joint entropy of variables X; and X;. The entropy values are calculated from the frequency of the
occurring values for the variables (single and combined) in the population. This procedure yields a
Mutual Information Matrix (MIM) that contains the mutual information for every pair of variables.
A high mutual information for a pair of variables means that certain values for the variables appear
together more often in the population, possibly as result of their improvement upon an individual’s
fitness, which in turn increased the likeliness of these individuals getting selected over other individuals.
The combination is therefore valuable and might suggest that there exists dependency between these
variables.

To circumvent the computational complexity of counting frequencies for large substructures in
the LT, a faster clustering technique called the unweighted pair group method with arithmetic mean
(UPGMA) is used, which is more efficient, because it only uses the mutual information between pairs
of single variables. The distance of two subsets can be efficiently calculated using the pre-computed
values in the MIM, by:

1
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Building the LT is done from the leaves up, so initially all elements from the univariate FOS are
added to the LT. Then, the two subsets that result in the lowest UPGMA distance are merged and
added to the LT. The merged subsets are replaced with the new subset in the pool of subsets available
for merging. This procedure is repeated until there are two subsets left; the root that contains all
variables (i.e., equal to S) is not added to the FOS, because applying cross-over using this mask results
in receiving all donor material, therefore the receiver becoming identical to the already evaluated donor.

The resulting Linkage Tree is traversed during the cross-over phase, each time taking a subset F; as
cross-over mask. Since the LT contains exactly 2¢ — 2 subsets, the cross-over phase for one individual
requires at most 2€ — 2 evaluations (if the genotype is unchanged after receiving donor genetic material,
no evaluation is performed).

In the context of NAS, it could be argued that since a neural network has multiple connected
layers that propagate information, a layer depends on the processed information by the layer before
it. Whether such dependencies exist and whether a model-based EA is able to discover and exploit it
is interesting to find out for the development of new NAS approaches. So, whether the usage of an
automatic linkage learning mechanism is beneficial to the performance and efficiency of search strategies
on NAS, is experimentally investigated in order to answer Research Question 2E (see Section 5.1.3).

Forced Improvements

The most recent version of GOMEA makes use of so-called Forced Improvements (FI) [7]. When a
solution is not improved by any cross-over in the optimal mixing phase, another round of optimal
mixing (using the same LT) is performed with the best solution found so far (the elitist solution) as
donor. The optimal mixing is terminated when a cross-over results in the first improvement of the
fitness. If no improvement of the fitness is observed throughout FI, the individual is replaced with
the elitist solution. Initially, tournament selection was performed in GOMEA after optimal mixing,



34 5. Ablation of MO-GOMEA on Macro-Level NAS

but this results in the diversity decreasing too quickly. FI replaces the tournament selection without
increasing the selection pressure continuously, but only does this when no improvement can be found
in the ordinary optimal mixing procedure.

5.1.2. MO-GOMEA

In order to approach multi-objective optimization problems with GOMEA, the multi-objective variant
MO-GOMEA [45] was invented. Similarly to GOMEA, MO-GOMEA uses the LT FOS for optimal
mixing, but also makes use of clustering in objective space and an elitist archive to keep track of
solutions.

Elitist Archive

To keep track of the best solutions found so far, an elitist archive is used. This archive follows the
definition of a non-dominated set §: Ax,y € S, s.t. x > y, so the archive can only contain non-
dominated solutions. After every evaluation in MO-GOMEA that led to an improvement, the elitist
archive is updated with the new solution, by adding it to the archive if it is not dominated by any
solution in the archive and potentially deleting the dominated solutions from the archive. At the end of
the optimization, the elitist archive is the returned set of solutions. In this thesis, only an elitist archive
of unlimited size is considered.

Clustering

Another mechanism used by MO-GOMEA is clustering. The individuals of the population are clustered
in the objective space by an adapted k-means-clustering algorithm, which allows for overlapping clusters
to improve the probability of obtaining an evenly-spread set of solutions. Since solutions can have
different characteristics at different regions of the front, different dependency models may be required
to effectively recombine individuals. Therefore, an LT is learned for every cluster separately. The
optimal mixing is also restricted to individuals within a cluster, so the donor is always randomly picked
from the cluster of the receiver. A cross-over is accepted when 1) the new solution dominates the
old one, 2) the fitness for all objectives stays the same, or 3) the new solution is not dominated by
any solution in the elitist archive. Forced improvements are also applied in MO-GOMEA, and the
donor is randomly chosen from the elitist archive. If FI does not yield any accepted solution, the
individual is replaced by a random solution from the elitist archive. Furthermore, when optimizing for
m objectives, m clusters that emerge on the extreme ends of the objective space are designated to be
extreme clusters, one for each of the m objectives. Cross-over in extreme clusters is the same as in
GOMEA, i.e., individuals are only compared on the basis of their fitness in one objective. This can
help improving the proximity on the extreme ends of the front more efficiently. The solution with the
best fitness in the corresponding objective is used as donor in the Fl-phase in the extreme clusters.
Figure 5.3 illustrates the clustering-based approach of MO-GOMEA.
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Figure 5.3: Clustering mechanism in MO-GOMEA when 5 clusters are used. Note the distinction between regular and extreme
clusters. The arrows display the direction of the optimization for each cluster.

The importance of clustering in objective space and the usage of extreme clusters for NAS is inves-
tigated by experiments to answer Research Questions 2B and 2D (see Section 5.1.3).
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Parameter-less
Two crucial parameters still need be set before we can get a satisfactory performance, but those are
very problem dependent: the population size and the number of clusters. The population size needs
to be large enough to be able to find solutions of the desired quality, but should not be too large to
prevent overly diversifying the search, which results in the evaluations budget being exhausted before
solutions of the desired quality are found. The number of clusters is also important, since there need
to be enough individuals in a cluster to learn a sensible dependency model, but too many individuals
in a cluster prevents it from thoroughly exploring specific parts of the front. Predicting the required
population size and cluster number can be very hard. On artificial problems a preliminary analysis can
be done to find the optimal population size and number of clusters, but this is often infeasible in a
real-world scenario, when it is very expensive to run the EA multiple times. This especially holds for
NAS, for which the optimization routine should ideally be executed only once for a desirable result.
To overcome this issue and to make MO-GOMEA easier to use, a mechanism is employed that
removes the requirement of setting the population size and the number of clusters: the Interleaved
Multi-start Scheme (IMS), first proposed in [21]. Populations with different population sizes n are
scheduled to evolve generations in MO-GOMEA in an interleaved fashion. Small populations are evolved
for a base number of generations (default generation base = 2) before the next population (usually
of doubled size) is allowed to evolve a generation. Figure 5.4 visualizes such a schedule, in which
every round some populations get to evolve a generation, smaller populations more often than larger
populations. Additionally, to prevent inefficient populations from performing evaluations, a population
P, is terminated if all points on its front are either covered or dominated by the points of the front of a
larger population P;.
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Figure 5.4: Interleaved Multi-start Scheme (IMS) with population base 2, starting exponent e = 3 and generation base 2.

The number of clusters is also a hyperparameter that should be set differently depending on the
problem, but it is also clearly connected to the population size. Therefore, it can be set together with
the population size in the IMS. This is done by a scheme that sets the number of clusters to (m + 1)
(for m objectives) in the initial population, and increases it with 1 for every subsequent population size.

To combine the results of different populations, the elitist archive is shared among the populations.
Therefore also obtained knowledge is shared between populations, since the donor in FI is one of the
solutions in the elitist archive, which can be beneficial to “revive” populations that are stuck.

The effect of the population sizing scheme compared to fixed population sizes, as well as the effect
of the configuration of the number of clusters on the searching performance on NAS, are both examined
by experiments that aim to answer Research Questions 2A and 2C (see Section 5.1.3).

Performance

GOMEA and MO-GOMEA perform and scale well on artificial problems that contain linkage, like
Trap5 [76] and Trap5-Inverse Trapb [45] respectively. The binary representation of solutions for Trap5
contains deceptive groups of 5 linked bits: the bits of the optimal group all have value 1, while all
suboptimal groups increase in fitness when more bits in the group have the value 0. For the multi-
objective optimization problem Trap5b-Inverse Traph, the fitness is inverted for the second objective
(i.e., the all-0 group is optimal). The fact that incremental, non-informed steps in improving groups
often leads to a local optimum (i.e., the all-0 solution) that is encoding-wise very different from the
global optimum (i.e., the all-1 solution), makes these optimization problems deceptive. For example,



36 5. Ablation of MO-GOMEA on Macro-Level NAS

ordinary GAs that fall for these deceptive traps require larger population sizes and more evaluations to
solve these problems to optimality, compared to GOMEA and MO-GOMEA. These model-based EAs
tackle the deceptive Trap problems more efficiently, by learning the underlying dependency model and
subsequently mix entire groups of variables as building blocks.

However, it is also observed that MO-GOMEA performs poorly on Leading-Ones-Trailing-Zeros
(LOTZ) without mutation operators [45]. In LOTZ, consecutive leading 1’s in the encoding contribute
to one objective, while consecutive trailing 0’s contribute to the other objective. As a result, a 1 as last
bit and 0 as first bit will not contribute to the fitness for each objective if all remaining bits are not 1
and 0, respectively. Solutions with a trailing 1 or a leading 0 are therefore likely to be discarded from
the population in the beginning of the search, but these bits are crucial for finding the extreme solutions
(i.e., the all-0 and all-1 solutions) on the Pareto Front. The LT in MO-GOMEA is unable to capture this
kind of conditional dependency. Mutating bits from Pareto-Optimal solutions (i.e., no non-contributing
bits in-between leading 1’s and trailing 0’s) is therefore a more effective strategy. For example, LOTZ
is better tackled by NSGA-IT and MOEA /D, which both contain mutation operators [45].

These results point out that problems with a different problem structure require different mechanisms
to efficiently solve them and that the learning of a dependency model is ineffective when the problem
structure exhibits a different type of linkage, or none at all, but this is often hard to know beforehand
for real-world problems. Nevertheless, since the most recent version of MO-GOMEA also features two
types of mutation that can be switched on and off, it is a versatile MO-EA that has been proven effective
for real-world problems as well [46, 50].

5.1.3. Formulation of Sub-Research Questions

In total, 5 sub-research questions are formulated, focusing on the population sizing scheme, objective
space clustering and the learning of dependency structures. These questions will be addressed in order
to answer Research Question 2.

Research Question 2A.  How does an automatic population-sizing schedule affect the performance
of MO-GOMEA for NAS, compared to fized population sizes?

Research Question 2B.  How does using clustering in objective space affect the performance of
MO-GOMEA for NAS?

Research Question 2C.  How does an adaptive clustering schedule affect the performance of MO-
GOMEA for NAS, compared to fixred amounts of clusters?

Research Question 2D. How do extreme clusters affect the performance of MO-GOMEA for
NAS?

Research Question 2E.  How does automatic learning of dependency structures in the problem
encoding affect the performance of MO-GOMEA for NAS?

5.2. Methods

The macro-architecture search spaces MacroNAS-C10 and MacroNAS-C100 are used for the experiments
in this chapter. The experimental setup is similar to the setup for the experiments in Chapter 4
and is largely explained in Chapter 3. Every experiment will have forced improvements enabled and
mutation disabled in the configurations of MO-GOMEA. Other aspects are varied in each experiment.
When populations of fixed size are almost (prematurely) converged, MO-GOMEA tends to perform a
tremendous number of evaluations of architectures it has already evaluated before, while evaluating
only very few newly discovered architectures. So especially for Experiment 1 in Section 5.3.1, an
extra termination criterion of 10 minutes is implemented, because the limit of 50,000 unique network
evaluations is often never reached. Note that this is only the time the search algorithm needs, since
for evaluation of networks the pre-computed values of the benchmark dataset are used (in comparison,
MO-GOMEA with IMS takes ~5 seconds to reach 50,000 unique network evaluations).

For testing whether results are significantly different, a nonparametric Mann Whitney U test is
performed, from which p-values® are reported in tables and shown in figures. The hypervolumes of all
runs are compared between different configurations of MO-GOMEA, at multiple points in time (different

Tt is left to the reader to draw conclusions of significance based on the reported p-values.
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number of evaluations), by testing for the hypotheses:
Hy:  The distribution of hypervolume convergence of configuration A is equal to the distribution
of configuration B at X evaluations
Hy: The distribution of hypervolume convergence of configuration A is different/better/worse
than the distribution of configuration B at X evaluations
During the experiments, the attention is drawn away from the discussion on whether the generaliza-
tion of found networks to the test set influences the final performance of MO-GOMEA, although this
is addressed in Section 5.4. Instead, the emphasis is put on the actual search phase, i.e., searching for
architectures with the best trade-off on validation accuracy and model complexity.

5.3. Experiments

In total 5 experiments are performed, each with the purpose of answering a specific sub-research ques-
tion, as shown in Table 5.1. Each of the experiments will be covered in a separate section, continued
by a section that will explain what the results mean from a practical perspective.

Experiment | RQ | Designed to show ...
1 2A | The effect of using the IMS compared to fixed population sizes
2 2B | The effect of clustering in general
3 2C | The effect of the number of clusters used
4 2D | The effect of extreme clusters
5 2E | The effect of automatic model learning

Table 5.1: Experiments and their goals

5.3.1. Experiment 1: Effect of IMS compared to fixed population sizes

The population size can be a determining factor for the performance of an EA [21], as also explained
in Section 5.1.2. It is therefore interesting to investigate what effect the IMS has when solving a NAS
problem. In this experiment, MO-GOMEA with IMS enabled is compared to MO-GOMEA with various
fixed population sizes. The number of clusters, however, is linked to the IMS and increases together
with the population size. From here on out, this clustering schedule linked to the IMS is referred to
as adaptive clustering. In order to make the comparison as fair as possible, for each fixed population
size the number of clusters is set similar to the value in the adaptive clustering scheme, as shown in
Table 5.2.

Population size |

| 16 | 32 | 64 | 128 | 256 | 512 | 1024
Number of clusters ‘

45|67 ] 8] 9] 10

| oo

Table 5.2: Number of clusters for each population in the IMS. Bold values indicate the fixed population sizes and number of
clusters used in the experiment.

Results Figure 5.5 shows a clear and logical trade-off: smaller fixed-size populations dominate the
optimization early, while large populations excel at a later stage in the optimization, also achieving a
better hypervolume ultimately. MO-GOMEA with IMS enabled seems to perform similarly to small
fixed populations in the beginning, which makes sense, because it is only optimizing small populations
then. In the long term, MO-GOMEA with IMS is slightly lagging behind compared to fixed-size
populations in terms of evaluations needed to reach a certain value for the hypervolume, which is
caused by overhead. Nevertheless, it is able to reach the same hypervolume as fixed (large) populations,
without requiring larger populations: After 17,500 evaluations on average, MO-GOMEA performs
the first optimal mixing phase of evolving the population of size 512, and the population of size 1024
is initialized only after 28,000 evaluations on average. At this point, negligible differences between
MO-GOMEA with IMS and population size 512 are observed, as also shown in Figure 5.6 (at 10,000
evaluations already) and in the MacroNAS-C100 table in Figure 5.7. Nevertheless, if a larger, more
complicated search space requires higher population sizes, MO-GOMEA with IMS would always be
able to improve upon its results eventually.
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Figure 5.5: Experiment 1: Medians and 25/75th percentiles for 30 runs of MO-GOMEA with varying population sizes on
MacroNAS-C10 (top) and MacroNAS-C100 (bottom). The number of clusters is chosen according to Table 5.2. Both graphs
display the same data, left has a logarithmic scale, right zooms in with a linear scale.

MacroNAS-C10

100 evaluations

1.0 =N L

1 - normalized MMACs

Pareto front
+ IMS
v pop8
+ pop32
x pop128
+ pop512

0.6

0.2

5000 evaluations 10000 evaluations

0.7 0.8 0.9 0.7 0.8 0.9
Validation accuracy

MacroNAS-C100

1,0 EEETE e
— L I
o A

0.6
2]
(&)
<
2 02 ]
E 100 evaluations i 1000 evaluations
g i
© 1.0 v, T — c—
% S =——
=
- Pareto front
+ IMS
0.6 e
+ pop32
x pop128
+ pop512
02 PP g
5000 evaluations 10000 evaluations |
0.5 0.6 0.7 0.5 0.6 0.7

Validation accuracy

Figure 5.6: Experiment 1: Achieved fronts for one example run of MO-GOMEA for varying population sizes on MacroNAS-C10

(left) and MacroNAS-C100 (right).
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Figure 5.6 shows that MO-GOMEA with fixed large populations (128 and 512) at both MacroNAS-
C10 and MacroNAS-C100 struggle to find simple networks in the early search phase (100 evaluations).
This is certainly caused by the random initialization phase, in which sampling small networks is unlikely,
as shown by RS in Chapter 4. At 1,000 evaluations, the large populations still have not discovered
some solutions on the Pareto Front, contrary to smaller populations. At 5,000 and 10,000 evaluations,
differences are not really visible anymore in Figure 5.6, but from Figure 5.5, we know that MO-GOMEA
with IMS and with fixed large populations will be able to find the last remaining undiscovered solutions,
thereby covering the full Pareto Front.

The p-values from significance tests (Mann Whitney U) shown in the heatmap tables in Figure 5.7
indicate that MO-GOMEA with IMS performs overall best on MacroNAS-C100 throughout the course
of the search, as almost all cells are either red (IMS is better than the fixed population size) or white
(there is no significant difference). On MacroNAS-C10, MO-GOMEA with IMS performs generally
equally as MO-GOMEA with population size 32, except during the initialization phase. Furthermore,
MO-GOMEA with fixed population sizes 128 and 512 seem to do better than IMS just before their
search is concluded (because of convergence, or exceeding the time limit of 10 minutes). But bear in
mind, that if the objective function still allows for improvement, MO-GOMEA with IMS will always
continue to improve, since new, larger populations will be used. However, as it is hard to decide
beforehand which population size is most suited for the resources available without doing extensive
preliminary analysis, using the MO-GOMEA with IMS would be the overall best choice.

MacroNAS-C10

Evaluations 50 100 500 1,000 5,000 10,000 20,000 30,000 40,000 50,000
Pop 8 p=02367 p=0.3314  p=0.0001 p=0.0496 | p=0.0000 p=0.0000  p=0.0000 na. na. na. -0
Pop 32 p=02367 p=0.2102 p=0.0251 p=0.4094 p=0.0141 p=0.0696 p=0.4970 p=0.0134 na. n.a. -0.01
Pop 128 | p=0.0000 p=0.0000 p=0.0015 p=0.0000 p=0.0747 p=0.0004  p=0.0000 na. na. na. - 0.001
Pop 512 p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0000  p=0.0036 na. na. na.
-0.0001
MacroNAS-C100
Evaluations 50 100 500 1,000 5,000 10,000 20,000 30,000 40,000 50,000
Pop 8 p=0.1005 p=0.0630 = p=0.0000 p=0.1976 | p=0.0000 p=0.0000  p=0.0000 na. na. na. -0
Pop 32 p=0.1085 p=0.2018 | p=0.0005 p=0.4853 p=0.0108 p=0.0527 | p=0.0000  p=0.0000 n.a. n.a. -0.01
Pop 128 | p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0015 p=0.0010 p=0.2186  p=0.0020 na. na. -0.001
Pop 512 | p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0000 p=0.0411  p=0.4196 na. na. 00001

Figure 5.7: P-values of Mann Whitney U tests are shown for comparisons between optimizations of MO-GOMEA using fixed
populations and MO-GOMEA using IMS, on MacroNAS-C10 (top) and MacroNAS-C100 (bottom). Red indicates that the results
of the fixed population are worse than IMS results, green indicates that the results are better than IMS results.

Conclusion The automatic population-sizing scheme is therefore attractive for when “anytime” results
are desired. That means, if the optimization budget is unknown beforehand, MO-GOMEA with IMS
will always be able to deliver results close to when the optimal (fixed) population size had been used.
This is an important insight for a routine with a particularly expensive nature like NAS, in which it is
undesirable to run the optimization more than once.

In further experiments, the IMS is always enabled and is not considered a changing factor anymore.

5.3.2. Experiment 2: Effect of (adaptive) clustering in objective space

The first clustering-related experiment is designed to show whether the same performance can be
achieved without any form of clustering. MO-GOMEA with adaptive clustering and without any clus-
tering (i.e., the number of clusters is set to 1) is applied on MacroNAS-C10 and MacroNAS-C100, using
the IMS, Forced Improvements and learned LT cross-over.

Results Figure 5.8 shows the results. There is a slightly better performance by MO-GOMEA using
clustering, which is (visually) apparent throughout almost the entirety of the search for both MacroNAS-
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C100 and MacroNAS-C10, except for a the window between 300 and 600 evaluations on MacroNAS-
C10. For both search spaces, some of the runs of MO-GOMEA without clustering are eventually
able to get an equally good hypervolume as with clustering, although this happens only after 25,000
evaluations. However, the bands of MO-GOMEA without clustering in Figure 5.8 show that not every
run is guaranteed to fully cover the Pareto Front.

The confirmation that the results of MO-GOMEA without clustering are inferior to those with
clustering until at least 50,000 evaluations is shown by the p-values of Mann Whitney U tests between
the two configurations. This is displayed by the green segments underneath the graphs in Figure 5.5
when the clustering algorithm has a (significantly) better hypervolume at that number of network
evaluations, whereas gray segments mean no significant differences. For MacroNAS-C10 there is a
slightly (significantly) better hypervolume between 150 and 300 evaluations, and consistently from 650
evaluations onward. For MacroNAS-C100, the significantly better hypervolume is already achieved at
15 evaluations and apart from a few small windows (70 to 90 and 350 to 600 evaluations), it stays better
with a low p-value (high significance).

The corresponding achieved fronts of both versions of MO-GOMEA, as shown in Figure 5.9, display
what areas of the objective space are explored throughout the search. When clustering is used, the
front is pushed at all positions, such that there is always a diverse front. Despite the fact that this
has a positive impact on the hypervolume, networks at the Pareto Front with a roughly equal trade-off
between accuracy and complexity are discovered later than when not using clustering. Conversely, when
no clustering is used, MO-GOMEA fails to discover some efficient networks (i.e., networks on the top
of the front) early, but those are still discovered later on.
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Figure 5.8: Experiment 2: Medians and 25/75th percentile of 30 runs of MO-GOMEA with (adaptive) clustering compared to
no clustering on MacroNAS-C10 (top) and MacroNAS-C100 (bottom). Both configurations use IMS, forced improvements and
learned LT cross-over. The bars underneath the graph show the p-values of significance tests between the two configurations
by means of the color scale on the right. Grey means no significant difference, green/red means MO-GOMEA with clustering
is better/worse than MO-GOMEA without clustering, with certain p-values. Both graphs display the same data, left has a
logarithmic scale, right zooms in with a linear scale.
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Figure 5.9: Experiment 2: Achieved fronts for one example run of MO-GOMEA for adaptive and no clustering on MacroNAS-C10
(left) and MacroNAS-C100 (right).

Conclusion This trade-off therefore makes it hard so say whether clustering should be used on these
search spaces. In terms of hypervolume, it is advised to use it, since there is always either a significant
improvement, or no significant difference when using clustering compared to no clustering. But as the
achieved fronts display different objective space exploration behaviors, there is no conclusive answer, at
least not on these NAS search spaces.

However, this experiment compared only the adaptive clustering variant to not using clustering. The
number of clusters used, as well as the usage of extreme clusters might also influence the performance
of MO-GOMEA, something that is investigated in upcoming Sections 5.3.3 and 5.3.4 respectively.

5.3.3. Experiment 3: Effect of the number of clusters

The third experiment shows the result of using a fixed number of clusters, compared to the (adaptive)
clustering scheme tied to the IMS. Therefore, the number of clusters is varied and fixed, while other
factors, like IMS (enabled), forced improvement (enabled) and the cross-over operator (learned LT
are fixed. There is however one particular detail of the clustering mechanism that needs attention and
that is the usage of extreme clusters. Using only two clusters will result in two extreme clusters in this
NAS problem (as there are two objectives), therefore there is no cluster that optimizes the front for the
objectives in a combined way. Since this interferes with results focused on the number of clusters, the
extreme clusters are disabled in this experiment (this experiment but with extreme clusters enabled is
shown in Appendix C.1).

Results Figure 5.10 shows the convergence of the different configurations of MO-GOMEA on both
MacroNAS-C10 and MacroNAS-C100. Apparently, any number of clusters works well, as all lines and
their bands overlap each other. One observation can be made though, which is that MO-GOMEA
with only 2 clusters appears to have the worst hypervolume for its 25th percentile for a large part of
the search after 5,000 evaluations (for both MacroNAS-C10 and -C100), giving the impression that
preferably more than 2 clusters should be used for a more stable search. This presumption is weakly
confirmed by significance tests; the only few p-values < 0.01 resulting from Mann Whitney U tests on
all pairs of configurations suggest that the configuration with 2 clusters is inferior?. Nevertheless, these
significance results also tell that there are generally not any differences between the configurations.
Pareto fronts are shown in Appendix C.1, but any visually interesting searching behavior can basically

2MacroNAS-C100: Adaptive clustering compared to 2 clusters, at 40,000 (p-value=0.0077) and 50,000 (p-value=0.0086) evalu-

ations. MacroNAS-C10: Adaptive clustering compared to 2 clusters, at 40,000 (p-value=0.0066) and 50,000 (p-value=0.0055)
evaluations, and 8 clusters compared to 2 clusters, at 5,000 evaluations (p-value=0.0045). In all cases, 2 clusters is inferior.
Significance tested at [50, 100, 500, 1000, 5000, 10000, 20000, 30000, 40000, 50000] evaluations
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be attributed to noise, as the fronts show the achieved fronts for one run of each configuration only,
and taking different runs results in seemingly different orders of discovery of solutions.
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Figure 5.10: Experiment 3: Medians and 25/75th percentile of 30 runs of MO-GOMEA with different numbers of clusters on
MacroNAS-C10 (top) and MacroNAS-C100 (bottom). Both configurations use IMS, forced improvements and learned LT cross-
over. Extreme clusters are disabled. Both graphs display the same data, left has a logarithmic scale, right zooms in with a linear
scale.

Conclusion It does not really matter how many clusters are used, as long as clustering is enabled,
although it seems that using more than 2 clusters is advised to get a more predictable hypervolume as
result. Therefore, adaptive clustering might as well be used, because it does not perform worse than
fixed numbers of clusters and gives a more stable cluster sub-population size for different population
sizes.

This experiment does not take into account extreme clusters. The next experiment will therefore ex-
amine whether extreme clusters improve the performance of MO-GOMEA on the MacroNAS benchmark
datasets.

5.3.4. Experiment 4: Effect of extreme clusters

This experiment zooms in on the effect of using extreme clusters within the clustering mechanism of
MO-GOMEA. These clusters optimize only single-objectively in the corresponding objective, and so
there is one per objective. Two versions of MO-GOMEA are compared, one with the extreme clusters
enabled and one with the extreme clusters disabled. Both configurations of MO-GOMEA make use of
the IMS, adaptive clustering, forced improvements and a learned LT cross-over.

Results Figure 5.11 shows the convergence of both configurations on MacroNAS-C10 and MacroNAS-
C100. At first glance, it seems to pay off to make use of extreme clusters, as the green line (extreme
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clusters enabled) is under the red line (extreme clusters disabled) at all times, except for when both
configurations have discovered all solutions on the Pareto Front. This is confirmed by the p-values of
statistical testing (Mann Whitney U), which are shown in the graphs by the colored bar underneath.
On MacroNAS-C10, most of the bar before convergence has a green color, indicating that hypervolumes
obtained by MO-GOMEA runs using extreme clusters are better with low p-values (high significance)
at that number of evaluations. Regarding MacroNAS-C100, there are several windows in which there
is no significant difference between the two configurations, although if there is any, it is MO-GOMEA
with extreme clusters enabled that produces a better hypervolume. Just briefly after initialization of
the first population (of size 8), MO-GOMEA without extreme clusters does better on MacroNAS-C100.
There is no fixed cluster that is always optimized first, so apparently optimizing a non-extreme cluster
first (which clearly always happens when extreme clusters are not used) results in improving upon the
hypervolume most. Nevertheless, this pattern is not visible on MacroNAS-C10 and the small advantage
very quickly vanishes (within a few evaluations), therefore this observation can be disregarded.
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Figure 5.11: Experiment 4: Medians and 25/75th percentile of 30 runs of MO-GOMEA with extreme clusters enabled and disabled,
on MacroNAS-C10 (top) and MacroNAS-C100 (bottom). Both configurations use IMS (together with adaptive clustering), forced
improvements and learned LT cross-over. The bars underneath the graph show the p-values of significance tests (Mann Whitney
U) between the two configurations by means of the color scale on the right. Grey means no significant difference, green/red
means MO-GOMEA with extreme clusters is better/worse than MO-GOMEA without extreme clusters, with certain p-values.
Both graphs display the same data, left has a logarithmic scale, right zooms in with a linear scale.

When looking at the achieved fronts by both configurations in Figure 5.12, expected but interesting
behaviour can be observed. Logically, MO-GOMEA with extreme clusters enabled finds the solutions
on both ends of the Pareto Front earlier than when disabled. However, at 50 and 100 evaluations this
seems to be at the cost of finding good balanced solutions, which are discovered earlier when no extreme
fronts are used. Later on, at 1000 and 5000 evaluations, the difference between both configurations is
not visible anymore, as both configurations are able to discover the full Pareto Front. This is also visible
in 5.11, where both configurations achieve the optimal hypervolume, although the version with extreme
clusters does so faster.
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Figure 5.12: Experiment 4: Achieved fronts for one example run of MO-GOMEA for extreme clusters enabled and disabled on
MacroNAS-C10 (left) and MacroNAS-C100 (right).

Conclusion Enabling or disabling the usage of extreme clusters in MO-GOMEA leads to different
searching behavior, so deciding whether or not to use extreme clusters can be based on the importance
of the extreme ends of the front. Disabling extreme clusters leads to a faster coverage of balanced
solutions in the front, which might be preferred by a practitioner, since multi-objective NAS is aimed
at finding solutions with a good trade-off. Nevertheless, using extreme clusters leads to a more diverse
front in the first part of the search, therefore giving a practitioner a more diverse range of architectures
to choose from. Therefore no universal advice can be given, as both enabling and disabling extreme
fronts lead to different front discovery behaviors by MO-GOMEA.

5.3.5. Experiment 5: Effect of linkage learning

The last experiment is concerned with the model-based characteristic of MO-GOMEA. Dependencies
that exist between variables should be captured and exploited by MO-GOMEA, but if the encodings
in the search space exhibit very little dependency, the automatic model learning in MO-GOMEA is
pointless. In this experiment, the default MO-GOMEA with the learned Linkage Tree (LLT) is compared
to MO-GOMEA with a randomly initialized Linkage Tree (RLT) and with a univariate structure (in
randomized order) for optimal mixing. Forced Improvements, IMS, adaptive clustering and extreme
clusters are enabled for all configurations.

Results Figure 5.13 shows the convergence of the different configurations, with the univariate FOS
lagging behind on both LLT and RLT between 10 and 100 evaluations. The reason for this is likely that
it mixes too slow, because it will be optimizing at most 7 individuals (recall, 14 cross-over operations
for each individual) with only small single-variable modifications, which are not always accepted. The
LLT and the RLT seem to perform alike, both on the short and the long term, on both MacroNAS-C10
and -C100. The bars underneath the graphs shows p-values for the differences of MO-GOMEA with
the LLT compared to the RLT FOS (top bar) and to the Univariate FOS (bottom bar) by means of the
colors. Although the LLT FOS and Univariate FOS trade off better performances during the search,
the RLT FOS is almost never (significantly) outperformed by the LLT FOS. Nevertheless, the many
gray areas in the bar indicate that there are mostly no significant differences throughout the search.
Perhaps differences are visible in the behavior of both configurations.

Figure 5.14 shows the achieved fronts of one run of each configuration. The univariate FOS causes
the slower convergence in the beginning of the optimization by making MO-GOMEA struggle to find
balanced solutions, although the efficient and reasonably accurate networks are found fast. The LLT

FOS seems exploit learned information by approaching the front of balanced solutions earlier than the
RLT FOS.
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To more thoroughly understand what is happening, the ratio of successful mixing attempts for
differently sized FOS elements are shown for the LLT FOS and the RLT FOS on MacroNAS-C100 in
Figure 5.15, separately for the two extreme clusters and the mixed clusters®. The differences between
the LLT FOS and the RLT FOS are small for the extreme MMACs cluster, likely because the few
efficient networks are found quickly and do not possess interesting dependency structures. For the
mixed clusters, the LLT seems to have found groups of variables of size 10 (so almost entire solutions)
that mix well, probably causing the quicker approach of the front.
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Figure 5.15: Experiment 5: Heatmap of success rates of FOS element exchange for the LLT (left) and the RLT (right) on
MacroNAS-C100, against the generations in MO-GOMEA. The results are split into the two extreme clusters and mixed clusters.
Results are combined from 100 runs. Results from mixing in the forced improvements phase are not included. Pattern of
generations 15-25 continues after 25 generations, as shown in Appendix C.2.

The largest difference between the LLT and RLT FOS can be observed in the extreme cluster that
single-objectively optimizes for accuracy. Apparently, the LLT contains groups of variables that result
in an improved accuracy when mixed. The most dependencies seem to be captured at generation 7, for
which the groups of elements that resulted in the most successful cross-over are shown with green bars
in Figure 5.16. Additionally, the ratio of a specific FOS element being present in the final LLT, out of all
LTs that are learned, is shown by the orange bars. FOS-elements that contain only one variable do not
contain interesting patterns, but for higher sizes the results become more interesting. The last variables
of the encoding [13,14] do not mix well independently, but together they mix well and are detected
frequently. Variables 13 and 14 also appear in almost all other successful FOS elements of size higher
than 2. Also the group of variables [5, 7, 8] appear to share dependency, because they have a high mixing
success ratio in both FOS elements of size 3 and 5 (combined with [13, 14] reaches even a 100% mixing
success rate). Furthermore, the graph displaying FOS elements of size 8 shows a very high mixing success
rate (but unfortunately a low detection rate) for the FOS element [1,2,3,5,7,8,13,14], by combining
[5,7,8] and [13, 14] with [1, 2, 3], an element that, although not very successful when mixing on itself, is

3Since the clusters change over time in terms of position and the individuals they cover, it is not possible to inspect every mixed
cluster separately
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still relatively frequently detected for size 3 FOS elements. Note all groups [1, 2, 3, (4)], [5, (6),7,8] and
[13,14] are groups of variables denoting cells that appear in blocks separated by reduction layers from
other cells (see Figure 3.1). The element [1,2,3,5,7,8,13,14], with the addition of variables 4 and 6 for
size 10, and subsequently variables 10 and 11 (also a reduction-layer-separated tuple) for respectively
size 11 and 12, leads to FOS elements that are all detected more frequently and still have around 50%
success ratio. In Appendix C.2, graphs are shown with the FOS elements sorted on detection rate, in
which a trend becomes visible: many tuples and triplets of variables that appear between the same
reduction layers are detected more frequently.

Knowing this, it makes sense to focus on mixing full blocks between reduction layers, although it
restricts MO-GOMEA from delicately mixing single variables that might be necessary to find the final
solutions on the front. In that case, a combination of MO-GOMEA mixing only full blocks and a
subsequent iteration of local search (as presented in Section 4.1.1) to fine-tune the solutions might be
an interesting combination to investigate. If optimizing single variables turns out to be unnecessary,
removing the univariate structure from the LT FOS, such that only non-singleton are mixed can be
an interesting option as well, as it cuts the evaluations needed for optimal mixing in half, thereby
accelerating the search. A third option is to start with only tuples as leaves of the LT, and using the
same procedure to build the rest of the LT. The performance of the latter option, although not learned,
but in different orders assembled tuple trees, is shown in additional experiments in Appendix C.2.
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Conclusion Some structure is learned by MO-GOMEA, although the existing dependencies between
variables are mostly present in the region of the front containing highly accurate networks. These
networks are harder to find than efficient networks, for which linkage learning seems ineffective. The
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latter can be partly the result of much redundancy in the encodings of solutions in this region of the
front, which causes noise in the linkage learning routine (recall that the identity layers necessary for
finding efficient networks cause multiple encodings to map to the same Pareto-Optimal architecture).
Additionally, and more importantly, these architectures are simply easier to find and do not require
learned dependency models to be discovered.

Overall, linkage learning does not result in great improvements, but it also does not hurt to use it,
also because the resources consumed for learning the structure by the search algorithm are almost always
negligible compared to the resources consumed by training and evaluating the networks. Possibly bet-
ter, more efficiently mixing cross-over masks can be designed, although these would then only hold for
this search space. Other NAS search spaces might encode the architectures in an entirely different way,
therefore also requiring differently configured cross-over masks. The advantage of model-based architec-
tures is that if there is any underlying dependency present, it is captured and exploited automatically
(provided a correctly configurable structure is used), so no manual modeling of the cross-over mask
is required. Therefore, it is required to include it in the search algorithm to find new state-of-the-art
networks, although undemanding practitioners can safely ignore it if the effort required to implement
it is too high.

Using the knowledge obtained from this automatic linkage learning analysis to construct a better,
more MacroNAS-tailored FOS structure is considered future work, although involving blocks in-between
reduction layers might provide a first step in the right direction.

5.4. Concluding remarks on results

There is one thing that the results of all experiments have in common: The differences and their
significance hold in theory, but one could question what the results would mean in practice. In other
words, how substantial are the effects of the different configurations of MO-GOMEA in the experiments.
The convergence of the hypervolume of 30 runs of MO-GOMEA with IMS, adaptive clustering, forced
improvements and learned LT cross-over is once again measured against the number of evaluations.
To get the hypervolume with respect to the test accuracy, the elitist archive for a certain number of
evaluations is taken and the test accuracy for every solution in it is looked up in the NAS benchmark
dataset. Since the validation accuracy is not necessarily perfectly correlated with the test accuracy, the
non-dominated solutions are filtered out. Then, the hypervolume of the resulting front is calculated
with test accuracy and the number of MMACs of every solution as input. The consequence is that
if the Pareto Front w.r.t. test accuracy contains different solutions than the Front w.r.t. validation
accuracy, algorithms that converge and cover the Pareto Front during the search, will never possess the
maximally achievable hypervolume for test accuracy. Figure 5.17 shows that on both MacroNAS-C10
and MacroNAS-C100 the optimal hypervolume for test accuracy is never reached, even though the
optimal hypervolume for validation accuracy is achieved.

Before further discussion of the results, one clarification is needed. In Figure 5.17, the median hyper-
volume of MO-GOMEA w.r.t. the test accuracy is better until roughly 100 evaluations on MacroNAS-
C100. A possible explanation for this is that since the networks in the benchmark dataset have been
trained with a one-shot approach, which makes use of just one specific train/validation/test-split of the
data, the resulting test dataset turned out to be easier to classify than the validation dataset. The
validation set possibly contains more images that deviate from the average images (i.e., outliers) in
CIFAR-100, therefore harder to predict as accurate. Figure 5.18 (right) shows that this circumstance
is mostly present for efficient networks, whereas well-performing (but complex) architectures seem to
suffer less from this manifestation. Most likely these networks are complex enough to be better equipped
of dealing with outliers.

This observation does not affect the point that will be made in this section. As shown in Figure 5.17,
there is a clearly visible gap between the hypervolume convergence w.r.t. validation accuracy and test
accuracy. Note that the zoomed-in graphs on the right side of Figure 5.17 have a larger hypervolume
range (vertical axis) than other convergence graphs in this chapter. Therefore, this gap is much larger
than any gap between different configurations in the experiments in this chapter. Additionally, in both
MacroNAS-C10 and MacroNAS-C100, there comes a number of evaluations where the test hypervolume
gets slightly worse, even though the validation hypervolume is still increasing. At this point, overfitting
on the search space happens. The few networks with better validation accuracy take much effort to
find, but turn out to have worse test accuracy compared to earlier found architectures. This is a result
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of the stochasticity in the initialization, training and evaluation of the networks and the unpredictable
discrepancies between the validation and the test data.

This raises the question, when to stop searching? At some point in time, the gain of finding even
better architectures are not worth the computational resources needed for this search. This depends of
course on the domain and the requirements, but the actual performance (test accuracy) of the produced
set of solutions should absolutely not deteriorate by searching further. Although this is an important
issue, it is a different objective to improve upon this issue, compared to improving the search phase
of NAS by analyzing and tweaking the optimization algorithm. This will further be discussed in the
discussion in Chapter 6.
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Discussion and Future Work

The meaning of most results have already been discussed in their respective section. This chapter
will however take a slight step back to discuss a higher-level view on the results and the experiments
performed in this thesis.

6.1. Substantiality of results

As already mentioned in Section 5.4, some of the differences between configurations are significant in
theory, but the substantiality is small compared to the gap between the validation accuracy and test
accuracy, therefore questioning the practical usefulness of further optimizing the search phase of NAS
(within the scope of the type of benchmarks considered in this thesis). In Chapter 4 it is already shown
that even with simple random and locally searching algorithms a good front can be obtained. In fact,
using LS, which is a less powerful optimization algorithm than the EAs NSGA-II and MO-GOMEA,
a front is found with better generalizing networks. Overfitting is therefore also for a meta-learning
problem like NAS an aspect that needs to be taken into account when developing new NAS approaches.
The chosen optimization algorithm should only be sufficiently complex and/or powerful, in contrast to
the increasingly complex search strategies that are proposed for NAS nowadays.

On the one hand overfitting can be seen as a separate issue that is inherent to every machine
learning technique when test data is absent (which is usually the case in real-world scenarios): the best
an approach can do is optimize for models that perform a task well on the training and validation data.
Although the discrepancy between train/validation data and test data is an important aspect to keep
in mind when developing new NAS approaches, it is one that falls outside the scope of this thesis.

On the other hand, the search strategy is just one part of NAS, which raises the question with
what margin the results can be improved when all NAS components are optimized simultaneously.
The performance estimation component is also crucial for a good NAS performance: the better the
networks are trained, the more reliable the performance estimation of an architecture will be. The
result is a more smooth and reliable fitness landscape (for as far as that is possible in NAS), at the
cost of expensive evaluations. At the other end are very quick and rough architecture performance
estimations that can be obtained by shortly training a network. This allows the search strategy to
do more evaluations within the same time, but a noisier, less accurate fitness landscape needs to be
searched. The simultaneous optimization of the performance estimation component together with the
search strategy also falls outside the scope of this thesis.

6.2. Comparisons based on evaluations versus time

This thesis only makes comparisons based on the number of evaluations an algorithm requires to achieve
its front of networks. Although it is interesting to inspect the search strategies from an algorithmic
point of view, it does not take into account training times of networks. Differently sized networks can
have higher or lower training times depending on their size (while still using an equal epoch budget for
training each network) and should therefore not be treated equally. An algorithm that trains relatively
many small networks (but uses more evaluations) could be superior to algorithms that train relatively
many large networks, if the comparison is based on (wall-clock) time. To see how the conclusions
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translate to time-based comparisons is considered future work.

6.3. Mainly MacroNAS

The experiments in this thesis focus mainly on the proposed macro-level search space MacroNAS.
Although the networks in the search space can be of variable size, all networks are sequentially connected
and only allow multi-branched structures within the cell options. For networks with state-of-the-art
accuracy performance, skip-connections are required between different parts of the network, which
are not supported in MacroNAS. Although it would be interesting future work to investigate how
the differently configured search algorithms behave on search spaces that allow more freedom in the
structure of its networks, it also requires intricate design of the encoding of such a space to make it
searchable by algorithms. Macro-level NAS benchmarks with pre-computed values that include these
options do not exist yet, so performing a search in real-time would be an expensive endeavor. Without
applying efficient, but ranking-affecting NAS techniques like weight-sharing and one-shot that ease the
computational burden, this is not yet feasible for academics without access to immense computational
resources.

Apart from more intricate search spaces, there is also no guarantee that the results from compar-
ing different configurations of MO-GOMEA on MacroNAS translate one-to-one to other, similar but
differently-encoded search spaces, as also reported in [77]. However, changing the encoding is in some
sense similar to changing the operators of the EA; the cross-over mask that works best for a search
space is the best-aligned one. For example, the artificial problem Trap5 with tightly encoded trap
functions requires a different cross-over mask than when variables for a trap function are spread out in
the encoding. Although it is considered future work to confirm transferable performances of different
configurations of MO-GOMEA, it is expected that MO-GOMEA, due to its general applicability by
the IMS, adaptive clustering and automatic dependency model learning cause it to behave well also on
other search spaces.

6.4. Robustness

Although most results are combined from 30 differently-seeded runs, the evaluations of networks are not
stochastic, because of the usage of NAS benchmarks with pre-computed values. The result therefore is
that for each run, the Pareto Front contains the same solutions. Also peculiarities in the benchmarks,
e.g., the interesting train/validation/test-split in MacroNAS-C100 that cause the test accuracy to be
higher than validation accuracy for some networks (see Section 5.4), are affecting all runs of every
algorithm (so in that sense the comparison is still valid), but it does not show how different search
strategies deal with other peculiarities in different data splits. Though it is possible to assess the
robustness of different algorithms w.r.t. differently seeded runs (so, different solutions that an algorithm
considers first), it is hard to assess their robustness w.r.t. varying noise in the performance estimation
part of NAS.

Additionally, even though the range of MMACs of networks is normalized to the range of [0, 1],
there is a discrepancy compared to the range of validation accuracies; for MacroNAS-C10 it is (roughly)
[0.70,0.93] and for MacroNAS-C100 (roughly) [0.45,0.71].

The result is that the MMAC range is roughly 4 times larger 4 5% of ange |
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Conclusion

7.1. Baselines for NAS

In Chapter 4, two new baseline algorithms, Local Search (LS) and Uniform Size Random Search (USRS)
are proposed, in order to answer Research Question 1:

Research Question 1. What simple, yet well-performing algorithms can provide a solid baseline in
multi-objective neural architecture search?

These algorithms are meant to facilitate research on NAS, by providing good performance on multi-
objective NAS search spaces while still being simple and easy to implement. LS performs close to
state-of-the-art EAs MO-GOMEA and NSGA-II, even on an enlarged search space containing 673 Bil-
lion encodings (mapped to 104 Billion architectures), by performing one round of greedy optimization
for each variable in an initially randomly sampled encoding. USRS on the other hand is an improve-
ment upon naive RS by first sampling the size of the network to evaluate, as RS falls victim to the
skewed distribution of the objective space. Both LS and USRS are easy to understand and implement
and therefore provide accessible alternatives to RS for comparing new NAS approaches against. Also
practitioners that quickly want to assemble and perform a NAS approach can benefit from the proposed
algorithms, by trading off only a slight decrease in performance for a huge increase in usability.

In addition, the first ever macro-architecture NAS benchmark datasets called MacroNAS-C10 and
MacroNAS-C100 are proposed, which allow for multi-objective optimization of variable-length archi-
tectures with regard to validation accuracy and model complexity and provides pre-computed values
for all architectures in the search space. Hopefully this benchmark will support the developments in
the research area of NAS, by allowing academics to compare optimization algorithms for NAS in a
computational power friendly way.

7.2. Effectiveness of EA mechanisms on NAS

In Chapter 5 an ablation study of MO-GOMEA on the MacroNAS benchmark datasets is performed,
in order to answer Research Question 2:

Research Question 2. What mechanisms make a state-of-the-art multi-objective evolutionary al-
gorithm perform well on a multi-objective macro-level neural architecture
search problem?

The automatic population-sizing scheme offers a welcome anytime-performance configuration, min-
imizing the random search in the initialization phase and sacrificing only negligible performance which
would be gained by selecting the optimal population size; something that is very hard to know be-
forehand without doing expensive analysis. While the performance gained by employing clustering in
objective space is not huge, the behavior of MO-GOMEA is affected in that a more diverse front is
achieved over not using clustering, although both configurations discover an equally good front when
allowing the search to continue for an extensive number of evaluations. The precise number of clus-
ters used does not matter on MacroNAS-C10 and -C100, so using the adaptive clustering scheme tied
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to the IMS is advised. The utilization of extreme clusters depends on the focus of the practitioner;
extreme clusters explore the extreme ends of the front more thoroughly, but also endures a slightly
slower discovery of balanced solutions compared to not single-objectively optimizing a cluster for each
objective. At last, although there is not much improvement by using a learned LT over a random LT,
it can help to align cross-over masks with the search space at hand, which is advantageous if other
search spaces exhibit linkage that is unpredictable beforehand. The LLT picks up on the presence of
dependencies between variables that denote cells in-between reduction layers, but this linkage is mainly
present in sub-populations in the highly-accurate networks range. For efficient networks, architectures
with low MMACGCs in this case, automatic model-learning is not necessary. For approaching the front
containing networks that balance the two objectives, automatic dependency-learning mechanisms can
accelerate the search, although it is uncertain how exactly. Still, model-based EAs can provide an
effective approach to NAS problems that does not require much problem-specific tuning.

7.3. Prospects on NAS

Although many impressive results have been published in the field of NAS in the recent years, it is still
in its early days, therefore it is uncertain where exactly the field of research is headed. After working
on this thesis and plunging myself into the field of NAS, the possibilities and limitations of NAS have
become more clear. In my opinion, NAS will ultimately be used for three purposes:

1. Finding new state-of-the-art performing neural networks, by tuning the search space to include
structures that are known to perform well on the task at hand and applying powerful search
algorithms, possibly combined with hyper-parameter tuning. For some domains, e.g., logistics or
medical, pushing for every percentage of accuracy can be worth it, and NAS can help to achieve
it.

2. Discovering very innovative networks and novel architectural feats, by widening the search space
rigorously to allow lots of freedom in architectures. Finding the next “residual connection” or
“inception module” that will result in the next DL breakthrough, does not come without challenges.
Defining the search space will be the most challenging task, because it should allow for structures
that we, as biased researchers, cannot think of yet. Moreover, performing a sensible search on such
a vast search space is also not straightforward and the computational requirements might be a
bottleneck, so smart tricks and work-arounds in this direction need to be (further) developed. Still,
this purpose of NAS is one that has the largest potential to have an exceptional and long-lasting
impact on the field of DL.

3. Refining existing well-performing architectures, by finding alternative structures that have a
(slightly) different shape, but are at least or almost as powerful as the original architecture.
One example of this is the improvement of LSTM-modules [57]. In this direction lie also the
goal of redesigning networks for so-called edge-devices, like mobile phones and Internet-Of-Things
devices, which typically have limited resources (memory, CPU, GPU) and might not have reliable
internet connections to access resources in the cloud. These limitations cause the devices to be
unable to train and/or utilize large and powerful networks. NAS can therefore be used to find
architectures that perform the same task but require less resources, thus enhancing the potential
of these devices.

Besides these purposes, there are a few topics within NAS that are gaining more interest very
recently, of which the entirety of the fields of NAS and DL can profit.

Optimizing performance estimation Since the time and resources needed for training and evaluating
networks are the largest bottleneck of doing NAS, effort will be spent on trying to reduce or circumvent it.
Next to optimization and developing an understanding of the search phase, as is the focus in this thesis,
scientists have already put in work to improve upon the evaluation part of NAS as well. For example,
as mentioned in Section 2.3, weight sharing between networks already greatly decreases the time spent
on training networks, although this is suspected to influence the (outcome of the) search [86]. Recent
works have tried to assess the performance of a network by its initialized state, without even training
them [51]. Although the scoring of the CNNs is not perfectly accurate, this method can still be used
to weed out poor architectures in order to prevent unnecessary evaluations. Another work [42] trains
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candidate architectures on unsupervised tasks on the training data (e.g., predicting the reconstruction
of a patch-shuffled image). Both the works [51] and [42] therefore suggest that the potential of an
architecture might be inferred from its relation to the dataset. This is something that, once better
researched and understood, could take NAS to the next level, thereby compressing a procedure that
takes hours into something that takes seconds. This makes NAS increasingly accessible for a many more
interested parties (e.g., practitioners), that do not have access to dozens of GPUs. Additionally, this
would make exploring gigantic search spaces tractable, and this would improve the chance of finding
truly novel architectures and architectural feats. The design and encoding of such an open search space
will remain a challenge.

New types of layers The invention of convolutions, one of the most crucial components in computer
vision, was a breakthrough in Deep Learning, though it was a handcrafted idea. That raises the question,
can we discover such structures automatically? Recent work [53] attempts to learn convolutions from
scratch. This will definitely spark other scientists to focus on discovering novel layers and/or building
blocks, not only for computer vision, but perhaps also discovering the “convolutional layer” for other
deep learning areas, say natural language processing tasks for example.

Other DL domains The majority of existing research on NAS has focused on finding good performing
architectures for image processing tasks, which are mostly convolutional neural networks. However, the
interest grows for applying NAS on other DL tasks, e.g., to optimize the architecture of recurrent neural
networks (RNNs), LSTMs, and generative adversarial networks (GANSs). Since the first approaches for
these other DL tasks have surfaced already, it is not a question of whether they will be competing with
state-of-the-art, but when.
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for Neural Architecture Search
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2 Delft University of Technology, Delft, the Netherlands

Abstract. Neural Architecture Search (NAS), i.e., the automation of
neural network design, has gained much popularity in recent years with
increasingly complex search algorithms being proposed. Yet, solid com-
parisons with simple baselines are often missing. At the same time, recent
retrospective studies have found many new algorithms to be no better
than random search (RS). In this work we consider, for the first time, a
simple Local Search (LS) algorithm for NAS. We particularly consider
a multi-objective NAS formulation, with network accuracy and network
complexity as two objectives, as understanding the trade-off between
these two objectives is arguably the most interesting aspect of NAS.
The proposed LS algorithm is compared with RS and two evolutionary
algorithms (EAs), as these are often heralded as being ideal for multi-
objective optimization. To promote reproducibility, we create and release
two benchmark datasets, named MacroNAS-C10 and MacroNAS-C100,
containing 200K saved network evaluations for two established image
classification tasks, CIFAR-10 and CIFAR-100. Our benchmarks are de-
signed to be complementary to existing benchmarks, especially in that
they are better suited for multi-objective search. We additionally con-
sider a version of the problem with a much larger architecture space.
While we find and show that the considered algorithms explore the search
space in fundamentally different ways, we also find that LS substantially
outperforms RS and even performs nearly as good as state-of-the-art
EAs. We believe that this provides strong evidence that LS is truly a
competitive baseline for NAS against which new NAS algorithms should
be benchmarked.

Keywords: neural architecture search - local search - evolutionary al-
gorithm - random search - multi-objective NAS - NAS baseline

1 Introduction

Deep learning has achieved excellent results for machine learning tasks in hetero-
geneous fields, including image recognition [23], natural language processing [21],
games [27,31], and genomics [26]. While the availability of large amounts of
data [16] and hardware advancements (e.g., tensor parallel processing units [14])
have been key enabling factors for deep learning, the success of the field is also
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due to the ingenious design of competent neural network architectures (consider,
e.g., the invention of residual connections [12]).

Proper and innovative architecture design requires experience, intuition, and
expensive trial-and-error. This has sparked research on techniques to automate
this task, i.e., the field of Neural Architecture Search (NAS) has emerged [10,
33]. NAS research is quickly gaining popularity: 2019 alone counts almost 250
publications®. Most NAS proposals present new, typically increasingly complex,
NAS algorithms. However, recent work questions whether the need for many
of these algorithms is actually justified: [25] and [35] showed that several NAS
algorithms are no better than Random Search (RS) when validated properly.

While RS can be considered perhaps the simplest form of a baseline, it is also
by far the worst form of heuristic search in many cases, with the worst scalability.
For this reason, it is often not even considered in many modern heuristic design
studies. Yet, from RS to more complex search heuristics such as EAs, is still
quite a leap. In the gap for instance lie almost equally simple and classical, yet
far less random in nature, Local Search (LS) techniques. Still LS has, to the best
of our knowledge, not been applied to NAS before, except for in [32], a work
that happened independently and concurrently to ours (see Sec. 2).

In this paper, we consider LS for NAS and in doing so, we make three con-
tributions: (1) We propose a simple and parameter-less LS algorithm for multi-
-objective (accuracy vs. architecture complexity) NAS. (2) To enable quick and
easy benchmarking, we release* two datasets containing cached performances for
over 200,000 Convolutional Neural Network (CNN) architectures for CIFAR-10
and CIFAR-100. Our datasets, named MacroNAS-C10 and MacroNAS-C100, are
designed to be complementary to similar existing proposals [8,36]. We remark
that we designed these datasets to be able to compare NAS approaches, and not
necessarily to obtain State-of-the-Art (SotA) neural networks. (3) We provide
evidence on the validity of LS being a superior baseline for NAS by conducting
several experiments. In particular, we consider NAS in different search spaces;
We compare LS with RS as well as with a classic and a SotA Evolutionary
Algorithm (EA); We include an experiment on CIFAR-100 where the possible
architectures are less constrained, leading to a large search space containing over
104 Billion possible neural architectures.

In this work, we consider NAS in a multi-objective setting. Single-objective
NAS; i.e., searching only for good accuracy-networks, has already been amply in-
vestigated in [25,35], where it was found that very different search algorithms, in-
cluding RS, actually perform very similar. Nevertheless, additional experiments
that show the performance of LS for single-objective NAS are included in the
Appendix and provide similar insights to those found in [32]. Multi-objective
NAS on the other hand has been studied less (see Sec. 2), and is arguably a
more interesting setting, where sophisticated search algorithms may potentially

3 https://www.automl.org/automl/literature-on-neural-architecture-search/
4 Benchmark datasets: https://github.com/ArkadiyD/MacroNASBenchmark
Source code for reproducibility: https://github.com/tdenottelander/MacroNAS
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be needed. Alongside RS, we consider EAs, since they are a natural fit for multi-
objective optimization, and are often used for NAS.

2 Related work

NAS can be broadly categorized by the level at which the search is performed,
i.e., macro-level and micro-level [10] (different nomenclatures exist [33]). Macro-
level search aims at composing (wiring) atomic cells of different type. A cell
is a computational graph (a sub-net) composed of different operations/layers
(convolutions, activation functions, etc.). In micro-level search, the position of
cell types within the architecture is pre-decided (often a same cell type is re-
peated in multiple places), while it is the cells’ internal wiring that is optimized.
Both levels can also be searched at the same time [17,19], potentially along with
hyper-parameter settings [19,34]. In the remainder of the paper, we will refer to
“architecture” and “network” (for brevity, “net”) interchangeably.

Search algorithms considered for NAS vary wildly. Reinforcement Learning
(RL), Bayesian optimization approaches, and EAs are among the most pop-
ular [10]; the latter being typically employed in multi-objective scenarios. In
this paper, we mostly focus on performing multi-objective NAS at macro-level.
Therefore, in the following we report on recent works in this direction, and focus
on whether comparisons against a baseline (i.e. RS) were made.

The work in both [6,15] builds upon NSGA-IT [7] to obtain a front of nets
that trade off accuracy and compactness. Although nets with SotA performance
are ultimately obtained, the search algorithm is not compared with any baseline.
In [9], a multi-objective EA is proposed that includes Lamarckian mechanisms:
instead of training nets from scratch, child nets inherit the weights of their par-
ents and are only fine-tuned. Although the method is shown to outperform RS,
it is unclear whether this is due to a difference with the way the EA searches,
or solely because of weight inheritance. In [17], NSGA-Net is presented, which
evolves fixed-length architectures at both macro- and micro-level. The authors
show, through experimental analysis, that NSGA-Net is superior to RS. Sum-
marizing, most of the literature work considers only RS as a baseline (sometimes
in not entirely equal conditions), or no baseline at all.

Importantly, the only work we are aware of that investigated the use of an
LS algorithm is [32], which appeared on arXiv shortly after the first version of
our paper appeared on the same platform. The work shares strong similarities
with ours, as it investigates the use of a simple LS algorithm for NAS, and
reaches the same conclusion, i.e., that LS is a strong baseline for NAS. Despite
these similarities, our works can be considered complementary to each other: the
authors of [32] focus on single-objective NAS benchmarks and provide interesting
theoretical underpinnings; we instead focus on multi-objective NAS, and, among
other contributions, propose new NAS benchmark datasets.

Since we release benchmark datasets of saved net evaluations for macro-
level NAS, we also refer to important related works of this nature. NAS-Bench-
101 [36] contains cached performance indicators for 423,000 nets on CIFAR-10,
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while NAS-Bench-201 [8] does the same also for CIFAR-100 and ImageNet, but
for far less architectures (15,625). Both datasets are built for micro-level NAS.
We did not consider NAS-Bench-201 because the limited number of possible
architectures can limit the analysis of the search behavior for long run-times. We
built new benchmark datasets for three reasons. First, we intended to provide the
community with a macro-level search benchmark dataset for better reproducible
NAS: we are not aware of other works proposing this. Second, NAS-Bench-101
includes infeasible solutions (the MacroNAS datasets do not), and choosing how
to handle them substantially changes the search behavior of an algorithm. Lastly,
for NAS-Bench-101 it has already been shown that RS is a competitive baseline
in a single-objective setting [36]. We will show however that, in fact, in the
search space of NAS-Bench-101 it is hard to do any better than RS, even when
considering a multi-objective setting (see Sec. 5.1).

3 Objectives, Encodings, Search algorithms

We now present the objectives to optimize, the encoding schemes we use, and the
algorithms we consider in the experimental analysis. For a detailed description
of the MacroNAS datasets we introduce, we refer the reader to the Appendix.

3.1 Objectives

The first objective f; is to maximize accuracy (fraction of correct net predic-
tions). Particularly, we set f1 to the validation accuracy (accyar), i-e., the accu-
racy of the net for a set of data that is not used for training the net, to assess
whether the net generalizes. Because the validation set is still used in the NAS
optimization loop, we consider the ability of nets with good acc,q; to generalize
to a second set of completely held-out data, i.e., the test set, in Sec. 5.4.

The second objective fo is to maximize a net’s efficiency, i.e., to minimize
the Mega Multiply~ACcumulate operations (MMACs, 1 MMAC ~ 2 FLOPs),
which is the number of GPU computations a net requires to make a prediction.
MMAG s is a popular complexity metric [28] and is deterministic (in contrast
to actual time taken). Because large differences in scale of the objectives can
influence search mechanisms (e.g., the crowding distance [7]), we set MMACs to
be in the same range as accyq, i-e., we normalize MMACs to lie in [0, 1]. The
min/max MMAC values for the normalization are trivial to determine as it suf-
fices to consider the smallest/largest achievable nets. For the sake of a consistent
optimization direction in both objectives, the secondary objective fo becomes
maximizing 1 — normalize(MMACs). Since no MMACs were reported for NAS-
Bench-101, for the experiment in Sec. 5.1 we use 1 — normalize(#parameters).

3.2 Encodings

We use a direct encoding that represents feed-forward CNNs. The encoding is
an array of discrete variables [z1, ..., x|, where each x; takes values (cell types)
in §2;, a position-dependent alphabet.
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Fig. 1: Best accyq; net on CIFAR-10 (left) and cell types (right). For MacroNAS, 3
types are possible for normal cells (types 1, 2 and 5) and reduction cells (positions
5, 10, and 15) are fixed to type 1. For the large-scale experiment, 5 types are
available for all cells. For details on cell types see the Appendix.

In the MacroNAS datasets, the number of searchable cells (length of the
encoding) is £ = 14. In particular, only normal cells, i.e., cells that maintain the
height and width of the input they receive [37], can be optimized. Conversely,
cells that reduce spatial dimensions (reduction cells) are fixed. The alphabet (2;
is identical for each position i and contains 3 options. One option is the identity,
i.e., a placeholder cell that forwards information as is. The other two options are
commonly used convolutional blocks from literature (described in the Appendix).
Fig. 1 shows an example of an encoding. Even though the encoding has a fixed
length, it can represent variable-length architectures by means of identity cells.
Note that the mapping from encoding to (computationally unique) architecture
is redundant. The size of the search space (total number of encodings) is 3'4 =
4,782,969, which maps to 208,537 architectures. The latter number is sufficiently
small to allow us to evaluate all architectures and save their performances to
create the benchmark datasets.

For the large-scale experiment, we increase the number of variables ¢ to 17
by including the optimization of reduction cells, and also increasing the alphabet
size |§2;| to 5, Vi. Here, the position 7 influences what (2; is used, as options for
normal cells are different from options for reduction cells (see Fig. 1). The total
search space of 517 = 762,939,453,125 maps to 104,086,030,125 architectures.

The encoding for NAS-Bench-101 [36] (micro-level) is different. Here, both
the type of operations in a (repeated) cell, and their connections, can be opti-
mized. The encoding is a binary string of length 21 that represents connections,
concatenated with a ternary string of length 5 that represents operations.

3.3 Search algorithms

The first algorithm we consider is NSGA-II [7]. It is by far the most popular
multi-objective EA in general. We use most commonly adopted parameter set-
tings of NSGA-II: 2-point crossover, single-variable mutation with probability
pm = 1/£, tournament size 2 and population size npop = 100.

Fundamentally better algorithmic design is foundational to EA research. This
means building better problem-specific EAs or ones capable of doing better at
large classes of interesting problems. In the latter direction lie linkage learning
EAs that attempt to automatically detect and exploit building blocks of non-
trivial sizes [20,30]. To the best of our knowledge, such algorithms have not
yet been tried for NAS. Studying if they have merit here as well is interesting.
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Thus, we consider the Multi-Objective Gene-pool Optimal Mixing Evolutionary
Algorithm (MO-GOMEA). MO-GOMEA mostly differs from a classic genetic
algorithm in that every generation it computes a model of linkage, i.e. the es-
timated strength of interdependency between variables, and uses this model to
propagate potential building blocks during variation [30]. If the NAS search space
exhibits any linkage, this algorithm can likely exploit it. Also, MO-GOMEA uses
clusters to partition the population in objective space, so it is generally able to
improve upon specific parts of the front by recombining within niches. We use
one of the latest implementations for discrete optimization [18], which includes
the Interleaved Multi-start Scheme (IMS). The IMS allows to avoid the manual
setting of population size parameter by evolving populations of increasing sizes
in interleaved fashion. For the initial population size, we use npo, = 8 (default).

We further consider RS as a standard baseline. RS
generates new nets repeatedly by sampling each cell f,
uniformly at random from the alphabets (2;.

Finally, we consider a simple random restart LS
algorithm:

s
Encoding

BEEEE

. e

1. Initialize a random architecture (as in RS);
2. Sample a scalarization coefficient o ~ U(0, 1);
3. Consider all variables in random order, as follows:
3.1. For each variable x;, evaluate the net obtained Initial solution
by setting x; to each option in (2;. Keep the LS
best according to a x fi + (1 —a) x fa; e
4. Repeat step 1 until the computation budget (eval-
uations / time) is exhausted. Fig.2: Example itera-
tion on one random
scalarization coefficient
a in LS. Only solu-
tions that improve the
scalarized objective are
shown.

o I A |

|2

ococe

In other words, we perform one round of first-
improvement LS at the level of variables, but best-
improvement LS at the level of options for one vari-
able. Fig. 2 illustrates one iteration of our LS algo-
rithm (from now on, we simply refer to it as LS).

4 Experimental setup

All search algorithms store an archive A of best-found nets according to (strict)
Pareto domination. Formally, it is: > y (“x dominates y”) iff f;(z) > fi(y) A
f(x) # f(y), for each objective f;. The archive thus satisfies fz,y € A: x = y.
We use no size limitation for the archive, and update the archive each time a
new net is discovered (the time cost is insignificant compared to evaluating a
net’s performance, see below).

To compare algorithms, we consider the improvement of the hypervolume
enclosed by A, using the origin as reference point. For the experiments of Secs. 5.1
and 5.2 (where the Pareto front is known), we also investigated the inverse
generational distance [4], and obtained very similar results (omitted for brevity).
We only count the evaluations of unique architectures as evaluating a net is
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typically costly (minutes to hours). Caching is used to not re-evaluate a same
architecture twice.

We handle the net with identity cells for all variables differently from the
others. This trivial net can be considered fundamentally uninteresting to search
for, but it still influences multi-objective metrics. We therefore set NSGA-IT and
MO-GOMEA to include one instance of it in the population at initialization.
Similarly, we include it in the archive of RS and LS from the beginning.

For experiments concerning the benchmark datasets, i.e., where performances
for different architectures are pre-stored, we perform 30 runs for each algorithm.
For the large-scale search space, where pre-evaluating all nets is simply unfea-
sible and a single evaluation takes on average 6.5 minutes on Nvidia RTX 2080
Ti GPU, we perform 6 runs for each algorithm. To assess whether differences
between algorithms are significant, we adopt pairwise non-parametric Mann-
Whitney-U tests with Bonferroni correction.

5 Results

First, we compare the algorithms on NAS-Bench-101 and on MacroNAS-C10/
C100. Next, we analyze the performance on MacroNAS-C100, and on the large-
scale version for this task, in more detail. Lastly, we discuss what the observed
differences mean when considering the nets’ ability to generalize.

5.1 Preliminary experiments

We begin by analyzing the results for NAS-Bench-101 (Fig. 3 left). For this
benchmark, differences among the algorithms are negligible. This can also be
seen in Fig. 4, where fronts obtained by the algorithms are similar at differ-
ent points in time. These results are in line with the ones reported for the
single-objective experiments conducted in [36]: differences among fundamentally
different algorithms are relatively small.

Regarding the macro-level search spaces, i.e., on MacroNAS-C10 and Macro-
NAS-C100 (Fig. 3 middle and right, respectively), a notable difference is found

NAS-Bench-101: CIFAR-10 Benchmark: CIFAR-10 Benchmark: CIFAR-100

0.10 . 0.14 0.37
0.12 i\ — NSGA-lI — NSGA-I — NSGA-II
|\ — MO-GOMEA — MO-GOMEA — MO-GOMEA
@ 0.09 0.10 \ RS ©0.13 RS 036 RS
5 T W—1s £ — s 5 — s
008 gog W\ So12 ] 0.35 !
g \ g g
2007 0.06 > o1 03 N
- 1 100 10000 100 10000 - 0.33 100 10000
0.06 k 0.10
0
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Fig. 3: Convergence graphs on NAS-Bench-101 (left), MacroNAS-C10 (middle)
and MacroNAS-C100 (right). Medians (solid lines) and 25/75th percentiles
(bands) of 30 runs are shown. Note that only the horizontal axes are the same,
and are in logarithmic scale in the zoomed-in views (insets).
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between RS and the other algorithms. There are however also small differences
between the EAs and LS. In the zoomed-in views it can be seen that, for the first
100 evaluations, NSGA-II performs as good as RS: this is because the initial pop-
ulation (n,0, = 100) is evaluated. Meanwhile, MO-GOMEA already performed
optimization on the small initial populations instantiated by its IMS.

The hypervolume obtained for CIFAR-100 is not as good as the one obtained
for CIFAR-10. This is not surprising because CIFAR-100 is considered a harder
classification task. On the MacroNAS benchmarks, the best acc,q; for CIFAR-10
is 0.925, the one for CIFAR-100 is 0.705. Furthermore, note that the fact that
the hypervolumes for NAS-Bench-101 reach better values, is mainly because fo
is different here (based on number of net parameters instead of MMACs). Still,
NAS-Bench-101 contains nets with slightly larger acc,q; (vet easily found by all
algorithms), up to 0.951. Since CIFAR-100 is the harder task, we focus on this
task in the next sections.
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Fig. 4: Evolving archives for one example run on NAS-Bench-101.
5.2 MacroNAS-C100

Fig. 3 (right) shows that, particularly for the EAs, the hypervolume increases
rather quickly in the beginning, and not notably afterwards. Covering the entire
Pareto front is however hard (e.g., only 21 out of 30 runs of MO-GOMEA cover it
within 100,000 evals). Overall, MO-GOMEA performs best, followed by LS until
~ 700 evaluations. At this point, differences between MO-GOMEA, NSGA-II
and LS are not significant at the 99% confidence level.

We remark that what these differences truly mean is discussed in terms of
generalization in Sec. 5.4. RS is clearly the inferior approach.

To obtain a better understanding of the search the algorithms perform, we
present the fronts discovered for CIFAR-100 at different time steps in Fig. 6 and
Fig. 11 (left) (we found very similar results for MacroNAS-C10). The plots for 10
and 100 evaluations confirm the fact that MO-GOMEA and LS are the quickest
at approaching the front. Note that the archive at 10 evaluations (Fig. 6 left) of
LS is already obtained during the very first iteration of LS.

Compared to MO-GOMEA, LS is especially quick at finding the less-densely
populated areas in the objective space (low MMACs). This is likely because
making networks with less MMACs is straightforward, as more layers can be
set to identity, which is effectively searched by the LS (with the proper objec-
tive weighting) that tries every option in each cell. Moreover, the EAs need
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to rely on the encodings present in the initial population, where an identity
cell is sampled in position ¢ only with chance 1/|2]. As shown in Fig. 5,
evaluating small architectures is necessary to cover the
part of the Pareto front containing efficient nets, as the
number of nets there is smaller.

It is clear that RS is inferior to the other algo-
rithms, as it struggles to find efficient nets that occur
only sparsely in the search space. This issue is due to
the fact that RS does not build up from efficient nets Network size = 51
and thus solely relies on the way it samples: sampling - Networksize > 5 | i
a net with many identity cell is rare. For example, the Validation accuracy o
probability of sampling the full-identity net is 1/[2;]° Fig.5: Distribution of
(recall that this net is pre-inserted in the archive be-
cause uninteresting).

1 - normalized MMACs

two classes of nets and
their Pareto fronts.
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Fig. 6: Evolving archives for one example run on the MacroNAS-C100 benchmark

dataset. Gray points represent all possible architectures.

5.3 Large-scale NAS: CIFAR-100

Fig. 10 (right; consider only accyq, i.e., solid lines) shows how the hypervol-
ume improves over time for the large-scale experiment on CIFAR-100. MO-
GOMEA and LS obtain a good hypervolume similarly quickly, as observed for
MacroNAS-C100. NSGA-IT converges more slowly than MO-GOMEA and LS,
but it is capable of outperforming them in terms of hypervolume towards the
end. Nonetheless, both LS and MO-GOMEA do appear to improve again near
the end of our total evaluation budget.

Fig. 8 shows the way the algorithms discover solutions over time, and Fig. 9
shows the density of architectures obtained at 2500 evaluations. Notably, MO-
GOMEA discovers nets with the largest acc,q; (bottom-right points, consistent
for all 6 runs). This may be because of two reasons. First, MO-GOMEA ex-
ploits linkage, which may be useful to recombine complex building blocks and
obtain better performing nets. Second, MO-GOMEA restricts recombination to
solutions that are similar.

Regarding RS, from Figs. 7, 9 it can be seen that RS mostly samples complex
nets. Yet, as RS lacks any mechanism to refine and exploit solutions, it cannot
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match MO-GOMEA'’s capability of discovering the most accurate nets. The main
issue of RS is, as aforementioned, that it samples efficient nets too rarely.

NSGA-IT exhibits a very interesting behavior: it searches progressively from
more complex to simpler architectures (Figs. 8, 7). This happens because in the
beginning it is more likely to generate complex nets (as RS does), while later on
NSGA-II's crowding distance operator steers the search towards the areas where
points are most scattered, i.e., where efficient nets are located. Moreover, it is
likely that its non-linkage informed operators are less likely to generate the best
performing nets.

LS is found to be slightly inferior to the

EAs in terms of final hypervolume (Fig. 10 éo.e

right, solid lines), and it does not ultimately 2

obtain the best front (Figs. 8, and 11 middle- %0'4
right). Having only 6 repetitions, statistical Eoz2 i “"‘wwswmjxy:[}vkﬂ

testing results in no significant differences for
the hypervolume at the end of the runs (i.e.,
at 2500 evaluations). What we believe is most
important is that LS is remarkably quick at
obtaining fairly good nets (Fig. 8), with rather

0 500 1000 1500 2000 2500
Network evaluations

Fig.7: MMACs of evaluated
nets throughout one example
run, smoothed for readability

uniform spread in terms of trade-offs (Fig. 7). (moving avg. filter of size 75).
Moreover, LS has no issues similar to RS, in
fact, it outperforms it markedly.
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Fig. 8: Evolving archives for one example run of the large-scale NAS for CIFAR-
100. Gray points represent all architectures ever discovered.
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of the nets. The colored cells correspond to the ones displayed in Figure 1.
Heatmaps display the distribution of nets evaluated by the algorithms.
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5.4 Generalization

Because the validation is used during the search, a risk exists to implicitly start
overfitting to it [2]. Hence, a second held-out set is used, i.e., given (a front of)
best-acc,q; nets, their accyesy is measured.

As can be seen from Figs. 10 (left) and 11 (left-most two), on MacroNAS-
C100 RS clearly remains the worst performing algorithm when considering gen-
eralization to the test set. However, MO-GOMEA and NSGA-II lose the lead to
LS, between 100 and 18,000 evaluations. This is a consequence of the aforemen-
tioned phenomenon: despite the fact that nets are not trained on the set of data
on which acc,q is measured, acc,q is used to select what nets are best, hence
the EAs’ better search translates to more overfitting to this set. LS is slightly
less powerful at searching (worse hypervolume in terms of accyq), yet the nets
generalize well to the test set. Crucially, there are no significant differences (at
99% confidence) among LS and the EAs at 100,000 evaluations.

The findings for the enlarged search space reflect the ones found for Macro-
NAS-C100: the difference in performance between LS and the EAs becomes
smaller when considering accies; (see Fig. 10 right). Fig. 11 (right-most two) dis-
plays this especially well, as the most accurate nets discovered by MO-GOMEA
turn out to be less accurate when tested again. Again, no statistical differences
are observed at the end of the runs between LS and the EAs.
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Fig. 10: Convergence graphs regarding acc,q; (solid lines) and acciesy (dashed
lines) on MacroNAS-C100 (left) and on CIFAR-100 on the enlarged search space
(right). Medians (lines) and 25/75th percentiles (bands) of respectively 30 and 6
runs are shown for all algorithms. Note the different ranges for the vertical axes

and the logarithmic scale for the horizontal axis in the zoomed-in view.

6 Discussion

While several works compare algorithms in terms of time, we preferred a com-
parison in terms of number of evaluations. Using a time budget is reasonable
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(resp. first and second from the left) and 2500 evaluations on large-scale NAS
(resp. second and first from the right). Archives are from one example run.

for practical applications, but has its limitations: particularly, time-based exper-
iments are influenced by hyper-parameter choices (e.g., network training bud-
gets), and can put some algorithms at disadvantage (e.g., see [22] for RS).

In our macro-level comparisons, we systematically found that RS performed
much worse than the other algorithms. This boiled down to the fact that RS has
a very low probability of sampling efficient nets. This simple result is important
when considering RS as a baseline to benchmark against: if the sampling process
of RS is not well-aligned with the desired objectives, RS can hardly beat an
algorithm that includes optimization, even if as simple as LS. Note that on NAS-
Bench-101, where the encoding and sampling process is such that small nets are
not extremely rare, RS performed similar to the other algorithms. Carefully
setting RS to sample solutions in a way that is well-aligned with the objectives
may be non-trivial, and in fact harder than using LS.

We showed that the fact that different EAs include different search mecha-
nisms, such as linkage learning and cluster-restricted mating for MO-GOMEA,
and non-dominated sorting and crowding distance for NSGA-II, does lead to
notable differences in what nets are found at what point in time. This is impor-
tant to consider in practical applications where the evaluation budget is limited.
LS was found to be competitive in this respect, as it quickly obtained a rather
uniform scattering of nets with different trade-offs. Moreover, LS proved capa-
ble of ultimately competing very well when generalization is accounted for: the
capability of SotA EAs to optimize at a very refined level with respect to accyq
does not always translate to better accies: due to implicit overfitting.

7 Conclusion

With several experiments, we have shown that a simple, parameter-less local
search algorithm can be a competitive baseline for NAS. We found that the
proposed local search algorithm competes with state-of-the-art EAs, even up to
thousands of evaluated architectures, in a multi-objective setting. By a greedy
single-variable search mechanism and a random scalarization of the objectives,
LS discovers nets with rather uniform trade-offs between accuracy and com-
plexity in few evaluations. Performance gaps with EAs evident at search time
are often lost when generalization is assessed. Importantly, we found that lo-
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cal search outperforms random search consistently and markedly. We therefore
recommend to adopt local search as a baseline for NAS.
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Appendix

In this section we describe in detail the procedure we used to create the bench-
mark datasets (for CIFAR-10 and CIFAR-100), and the changes introduced for
the large-scale NAS experiment (of Sec. 5.3).

Design of the MacroNAS benchmark dataset

We consider feed-forward CNNs, consisting of 17 sequentially connected cells.
Similarly to [36], each net includes two auxiliary components: the stem convo-
lution prior to the first cell, and a classifier after the last cell, which maps the
output of the last cell to a prediction score for each class. The stem convolution
is implemented by a 3 x 3 convolutional layer which converts the input image
to 32 feature maps. The classifier is implemented by a 1 x 1 convolutional layer,
followed by global average pooling and the final linear layer. Fig. 1 shows an
example of our NAS setting.

Similarly to [36], we pre-set certain positions to ensure a feasible memory
consumption for all nets. Specifically, cells at positions 5, 10 and 15 (reduction
cells) reduce the spatial input dimensionality and increase the number of chan-
nels: for an input of size D x H x W (D is number of feature maps, H and W are
the spatial dimensions) they return an output of size 2D x H/2xW/2. This is im-
plemented by means of a 1 x 1 convolutional layer, followed by max-pooling. The
remaining 14 positions are subjected to search with cells that preserve spatial
dimensionality (i.e., normal cells).

As options for the searchable cells, we use differently parameterized inverted
bottleneck convolutional blocks (MBConv) [24], which are widely used in NAS
and known for their efficiency [5,11,29]. We allow a total of 3 cell types: MBConv
with expansion factor 3 and kernel size 3; MBConv with expansion factor 6 and
kernel size 5; and the identity cell. The latter option performs no operation
and effectively acts as a placeholder to represent smaller nets, i.e., nets with
fewer cells. If two nets are identical except for the position of identity cells in-
between reduction cells (i.e. from positions 1 to 4, 6 to 9, and 11 to 14), they
are computationally equivalent (an example is shown in Fig. 12).

N
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333 ‘
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333 ‘
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356 |

H

Position: 1 2 3 4
Fig. 12: Two computationally equivalent networks (left) and legend of cell types
(right)

To evaluate all nets in a feasible time, we relied on an approach that approx-
imates training from scratch: the one-shot NAS [1,11]. The approach trains a
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supernet, i.e., a massive net that contains all possible nets of the search space
as sub-nets. We follow the training procedure described in [11]: for each batch
of training samples, one path, i.e., a sequence of cells that represents one of the
possible architectures (see Fig. 13), is sampled from the supernet, and weights in
the cells that belong to that path are trained. We use standard training settings:
cross-entropy loss and stochastic gradient descent. We use stochastic weight av-
eraging (SWA) [13] for robustness. For both CIFAR-10/100, we use a stratified
data split as done in [36]: 40K samples for training, 10K for validation, 10K for
testing. Further details on the training process are summarized in Table 1.

To evaluate a single architecture, we follow the approach also described
in [11]: 1) Take the weights from the trained supernet corresponding to the ar-
chitecture evaluated; 2) Recalculate parameters of all batch normalization layers
using a subset of the training data (we use a fixed random stratified subset of
10K samples); 3) Calculate validation and test accuracies.

Choice 3
Choice 3
Choice 3
Choice 3
Choice 3

Choice 2
Choice 2
Choice 2
Choice 2
Choice 2
Choice 2
Classifier
L}
Output

Reduction cell

Input
1
stem convolution

Choice 1
Choice 1

1 2 3 4 5 6 . ¢

Fig.13: Graphical description of the supernet with a randomly sampled path
highlighted. In our case, the choices correspond to the cells of Fig. 12.

Large-scale experiment

In the large-scale experiment, we make both normal and reduction cells search-
able. The options for normal cells are now 5, and consist of MBConv blocks
with all four possible combinations of the aforementioned expansion factors and
kernels sizes ({3,6} x {3,5}), and the identity cell. We now further allow for the
search of reduction cells, again with 5 options. These options are the same MB-
Conv blocks but with stride 2 and number of channels multiplication, and the
same simple reduction cell as used in our benchmarks. Recall that the positions
of reduction cells are fixed (at indices 5, 10 and 15).

For this experiment we adopt the one-shot NAS approach again to speed-up
the search, but include a refinement step, to better approximate the accuracy
that nets would achieve if trained from scratch [1]. In particular, to evaluate an
architecture, we finetune the weights obtained from the supernet for 20 epochs
before calculating validation and test accuracies. Further hyperparameter set-
tings are summarized in Table 1.
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Setup Benchmarks Large-scale experiment
creation

Hyperparameter Supernet Supernet Single net
training training finetuning

Optimizer SGD with SGD with SGD with
momentum 0.9, |momentum 0.9, |momentum 0.9,
weight decay 10*|weight decay 10~*|weight decay 10~*

Initial learning rate 0.1 0.1 0.01

Learning rate schedule|Cyclic cosine Cyclic cosine Cosine
annealing annealing annealing

Using SWA v v X

Number of epochs 370 500 20

Batch size 128 128 256

Table 1: Training hyperparameters

Single-objective NAS experiments

To provide further evidence that our proposed LS algorithm can be considered a com-
petitive baseline in a single-objective setting as well, its performance is evaluated again
on NAS-Bench-101 (CIFAR-10) and on the proposed MacroNAS-C10 and MacroNAS-
C100 benchmark datasets, by optimizing for validation accuracy only.

Experimental setup. For these experiments LS is even simpler than before
(Sec. 3.3), as we are exclusively interested in maximizing validation accuracy and
thus no longer need to sample the scalarization coefficient « (i.e., we fix a = 1). We
compare again to RS, the latest single-objective version of GOMEA [3], and a basic GA
that uses uniform cross-over, tournament selection of size 2 upon joint parent—offspring
pool, single-variable mutation with probability p,, = 1/£ and population size 100.

Similarly to Sec. 4, unique architectures are evaluated only once and their accuracy
is cached and re-used during the search. Besides showing the convergence of each
algorithm across the NAS search spaces, we also show their performance on achieving
near-optimality. We do this because finding nets with optimal validation accuracy can
potentially be a considerable but pointless effort: obtaining the global optimum can be
much harder than finding adequate local optima, and performance can anyhow drop
when a net generalization is assessed on test data (as confirmed in Sec. 5.4). Therefore,
we particularly investigate what is the effort needed for the algorithms to reach:

accyq — € - (aCChy — ACCyal), (1)

where accj,; is the optimal validation accuracy, € is a small number (we consider ¢ €
[0,0.1]), and accyq represents a ‘bottom-line’ accuracy, as it is the average accuracy
obtained by randomly sampling 1,000 architectures. We particularly compute (acc, —
GCCyal) toO re-scale the contribution of € based on the accyy range of the search space
in exam. Chosen an €, the more acc,q is large, i.e., the more is relatively easy to have
good nets by random sampling, the more € - (acc},; — aCCyar) Will be small, i.e., Eq. 1
induces more proximity to the optimum.
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Results. Fig. 14 shows convergence plots, where it can be seen that GOMEA per-
forms best on all three search spaces, and our proposed LS algorithm is second-best.
Both are consistently able to find the optimum. The GA performs similarly to RS on
MacroNAS-C10 and MacroNAS-C100, and outperforms RS on NAS-Bench-101. We
found mutation to be essential, as without it the GA can get stuck by converging to
all-identical architectures, subsequently being unable to discover a never-seen architec-
ture. We also found that increasing the population size by a factor of 5 still results
in similar performance to RS. Ultimately the GA is not capable of competing with
GOMEA and LS.

In Fig. 15, the gap in performance between GOMEA and the other algorithms
becomes smaller when ¢ is larger. On these NAS search spaces, using a sophisticated
search algorithm like GOMEA will result in finding the optimum (in terms of accyar)
faster and more reliably. However, finding a ‘good’ architecture instead of the optimal
one is typically sufficient in NAS: the gains in acc,q can lack substantiality (see the
vertical axis of Fig. 14), and generalization gaps (accya - acciest) can be of relatively
large magnitude (Sec. 5.4). All in all, our single-objective results confirm that simpler-
to-implement algorithms like LS and RS remain strong competitors.
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Fig. 14: Convergence on NAS-Bench-101 (left), MacroNAS-C10 (middle) and
MacroNAS-C100 (right). Medians (solid lines) and 25/75th percentiles (bands)
of 100 runs are shown. Horizontal dashed lines indicate acc,, —€-(acc},,; —aCCyar)

for e € {0%, 5%, 10%}.
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Analysis of the MacroNAS benchmark
dataset

The creation of the benchmark is described in detail in the appendix of the paper in Appendix A. This
section provides a brief (visual) analysis of MacroNAS-C10 and MacroNAS-C100.

Figure B.1 shows the distribution of architectures in the objective space. Figure B.2 displays the
correlation of acc,, and accyy of all networks. The distribution in terms of acc,,; and MMACs of
differently sized networks is shown in Figure B.3. Table B.1 provides general information about both
benchmark datasets. Tables B.2 and B.3 provide a statistical view on the objective values and encoding
properties present in the benchmark datasets.
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Figure B.1: Objective space and corresponding Pareto Front of MacroNAS-C10 (left) and MacroNAS-C100 (right). Note the
different ranges on the horizontal axis.
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Figure B.2: Correlation between accyg; and acciesy in MacroNAS-C10 (left) and MacroNAS-C100 (right).
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Figure B.3: Boxplots of accyg; (top) and MMACs (bottom) separated by number of cells in the encoding for MacroNAS-C10
(left) and MacroNAS-C100 (right).

MacroNAS-C10 ‘ MacroNAS-C100
Size of search space 4,782,969
Size of objective space (amount of different networks) 208,537
Redundancy 95.64%
Best accyqy 0.9249 0.7049
Best acciest 0.9190 0.7051
Correlation! between acc,q; and accees; 0.979 0.986

Table B.1: Statistics of the MacroNAS benchmark datasets
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acCyqr accrese MMACs norm(MMACs) #parameters cells in architecture
mean | 90.796% 90.326%  126.576 0.483 1,951,519 9.33
std 1.038%  1.044% 24.018 0.110 515,000 1.76
min 71.41%  71.20% 21.31 0.0 547,146 0
25% 90.47%  89.98% 110.14 0.408 1,578,570 8
50% 91.09%  90.62% 126.37 0.482 1,951,082 9
75% 91.44%  90.99% 142.90 0.558 2,318,570 11
max 92.49% 91.9% 239.28 1.0 3,400,010 14

Table B.2: Statistics of objective values and encoding characteristics in MacroNAS-C10

ACChqr  ACCrese MMACs norm(MMACs) #parameters cells in architecture
mean | 68.423% 68.554%  126.807 0.483 2,066,809 9.33
std 1.491%  1.358% 24.018 0.110 515,000 1.76
min 45.18% 45.80% 21.54 0.0 662,436 0
25% 67.97%  68.22% 110.37 0.4075 1,693,860 8
50% 68.92% 69.01% 126.60 0.4820 2,066,372 9
5% 69.36%  69.38% 143.13 0.5578 2,433,860 11
max 70.49% 70.51% 239.51 1.0 3,515,300 14

Table B.3: Statistics of objective values and encoding characteristics in MacroNAS-C100



Additional experiments

This appendix contains additional results for (alternative) experiments in Sections 5.3.3 and 5.3.5.

C.1. Experiment 3: Effect of the number of clusters

Obtained fronts Figure C.1 shows the obtained fronts for MO-GOMEA when different numbers of
clusters are used. There is hardly a pattern to be recognized, because the results change when runs
with other seeds are displayed.
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Figure C.1: Experiment 3: Achieved fronts for one example run of MO-GOMEA with different numbers of clusters on MacroNAS-
C10 (left) and MacroNAS-C100 (right). Extreme clusters are disabled

Extreme clusters enabled As shown in Figure C.2, there is a visually significant difference between
MO-GOMEA with 2 clusters and the other configurations of MO-GOMEA. This is the result of the 2
clusters being assigned as extreme clusters, therefore there is no other cluster that performs a multi-
objective search on this problem. Obviously, this results in poorer performance than when actual
multi-objective search is performed alongside single-objective search. Obtained fronts of single runs are
shown in Figure C.3.
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Figure C.2: Experiment 2: Medians and 25/75th percentile of 30 runs of MO-GOMEA with different numbers of clusters on
MacroNAS-C10 (top) and MacroNAS-C100 (bottom). All configurations use IMS, forced improvements and learned LT cross-

over. Extreme clusters are enabled. Both graphs display the same data, left has a logarithmic scale, right zooms in with a linear
scale.
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Figure C.3: Experiment 3: Achieved fronts for one example run of MO-GOMEA with different numbers of clusters on MacroNAS-
C10 (left) and MacroNAS-C100 (right). Extreme clusters are enabled

C.2. Experiment 5: Effect of linkage learning

Figures C.4 and C.5 show hypervolume convergence for some extra FOS structures. In particular,
Figure C.4 includes the Incremental LT FOS, the reversed version and a Triplet FOS. Figure C.5

includes ordered variants of the Tuple Tree FOS. The specification for each of the shown FOS elements
can be found in Appendix D.
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Figure C.4: Experiment 5: Medians and 25/75th percentile of 30 runs of MO-GOMEA with different FOS schemes in the
Optimal Mixing phase, on MacroNAS-C10 (top) and MacroNAS-C100 (bottom). All configurations use IMS (together with
adaptive clustering) and forced improvements. Both graphs display the same data, left has a logarithmic scale, right zooms in
with a linear scale.
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Figure C.5: Experiment 5: Medians and 25/75th percentile of 30 runs of MO-GOMEA with different FOS schemes in the
Optimal Mixing phase, on MacroNAS-C10 (top) and MacroNAS-C100 (bottom). All configurations use IMS (together with
adaptive clustering) and forced improvements. Both graphs display the same data, left has a logarithmic scale, right zooms in
with a linear scale.

Figure C.6 shows heatmaps for success ratios for differently sized FOS elements of the LLT for 50
generations.
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Figure C.6: Experiment 5: Heatmap of success rates of FOS element exchange for the Learned Linkage Tree (left) and the
Random Linkage Tree (right) on MacroNAS-C100, against the generations in MO-GOMEA. The results are split into the two
extreme clusters and mixed clusters. Results are combined from 100 runs. Results from mixing in the forced improvements phase
are not included.
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Figure C.7 shows detection and success ratios of specific FOS elements in the LLT, sorted on detection
rate.

Detection and cross-over success ratio for differently sized FOS elements
only from accuracy cluster in 7th generation of Learned LT FOS
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Figure C.7: Experiment 5: Success and detection rate of differently sized FOS elements, of generation 7 of MO-GOMEA with
learned LT FOS on MacroNAS-C100. Success ratio: # of mixes with FOS element result in accepted change / # of total mixes
using this FOS element mask. Detection ratio: # FOS element appearances in Learned LT / # of LT’s learned. Results are
combined from a 100 runs. Only the 12 most detected FOS elements that appear in = 50 cross-over operations are shown.



Implemented framework for NAS
experiments

During the thesis, a significant effort is spent on developing a framework for running optimizations and
NAS experiments quickly. This section describes which objective functions, optimization algorithms
and other useful features are included in the framework. The code of the framework (mainly C++ and
some Python) can be found at https://github.com/tdenottelander/GA.

D.1. Objective functions

In order to make sure that the search algorithms were implemented correctly, I implemented some toy
problems on which I could compare the scalability of algorithms to known results [76]. It also allowed
me to see the performance of algorithms (and different FOS structures) on problems like leading-ones-
trailing-zeros, which served as a starting point to approach NAS. Next to these artificial problems, of
course also actual NAS tasks are implemented. Besides MacroNAS-C10 (ARKS8) and MacroNAS-C100
(ARKYT), the process of their creation involved creating many prototypes of NAS search spaces on
CIFAR-10 and CIFAR-100 (ARK1-6). NAS-Bench-101 is also included, although it requires messaging
between C++ and Python. The large-scale version of MacroNAS is available too, which involves a
connection with Python as well.

e Toy problems (number of variables can be varied)
— Single-objective: One-max, Leading-ones, Leading-ones-trailing-zeros, Trap-N** NK-land-
*%
scapes

— Multi-objective: Trap-inverse-trap**, MAXCUT, Zero-max-one-max
e NAS

— ARKI*, ARK2*, ARK3*, ARK4*, ARK5*, ARK6, ARK7 (MacroNAS-C100), ARKS (Macro-
NAS-C10), ARK Online (NAS-Bench-101 and large-scale MacroNAS)

*) only available for single-objective search.
**) can be configured with more parameters besides the number of variables.

D.2. Algorithms

For comparison and to find well-performing configurations of (evolutionary) algorithms, multiple are
implemented. For EAs, different selection and variation operators are implemented as modules, making
it easy to modify and combine different operators within an EA. For selection operators, (configurable)
tournament selection and proportionate selection are implemented. For cross-over operators, univariate,
one-point, two-point, three-point and FOS-based cross-over are implemented. Besides the Learned LT
FOS, also some pre-specified FOS schemes (see Table D.1) are implemented to use for (MO-)GOMEA.
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D.3. Miscellaneous
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To develop a better understanding of algorithms, most are implemented by myself. The implemented
optimization algorithms are:

e Single-objective: Random Search, (Stochastic) Local Search, Genetic Algorithm (SimpleGA),

GOMEA!

e Multi-objective: MO Local Search, MO Random Search, NSGA-II, MO-GOMEA?

Name Configurable FOS
Incremental LT N/A {x1} {x1, %2}, oo {1, -0 X3}
Incremental LT (Reversed) | N/A {{xe} {xoy xp—1} o {X0, 0 x1 3}

Univariate FOS
Triplet FOS
Triplet Tree FOS
Tuple Tree FOS

ARK6 FOS
Random Tree FOS

Combinations

Order (asc, desc, rand)
Order (asc, desc, rand)
Order (asc, desc, rand)

Order(asc, desc, rand)

Order (asc, desc, rand)
N/A

Order(asc, desc, rand)

{{x1} {2} oo {203}

{1 x2, %3}, {2, X1, %03}

{1 x2, %3}, {02, X1, X0}, {X1, X2, X3, X4,

X5, xﬁ}' R {x{’—S’ Xo—4)Xp—3,Xp—2,Xp—1, x?}}

{le1 %23 {x3, %0}, o {21, X2, X3, X4}, o {X 03, Xp—2,
Xo—1,Xe}}

{{x1, x2, %3, %4}, . {X9, X10, X11, X123, {X13, X143}
{{Xi}, {X]'}, ey {Xg}, {xi, Xj}, . {Xg_l, x,[}, ey {xl-, ey
%p}} (consider indices i, j, etc. shuffled)

e.g. FOSicrementairt||FOSunivariate

Table D.1: Pre-specified FOS schemes

D.3. Miscellaneous

Some notable aspects of the framework include:

Different convergence criteria are implemented: Based on time, (unique) evaluations, optimum
(based on fitness or on genotype), covering entire or a percentage of pareto, (epsilon) Pareto
distance, or none at all.

A configurable RoundSchedule class is created for applying the IMS for the population-based
algorithms.

An elitist archive is implemented for all multi-objective optimization algorithms, which contains
all non-dominated solutions found so far and is updated with every evaluation.

The framework is designed solely for discrete domains, but allows for non-binary problem encod-
ings. On NAS-Bench-101, an adaption is made such that the encoding is partly binary and partly
tertiary.

A solution library is implemented that contains a mapping to transform encodings into unique
architectures, in order to keep track of unique evaluations (note that e.g. in MacroNAS, multiple
encodings describe the same architecture)

A pipeline is created for writing optimization results and statistics as JSON files.

In order to parallellize real-time training and evaluations of architectures on the different servers
available at CWI, some shell scripts are written to distribute the required evaluations via SSH.

The program can be called from the command line. Almost 30 different command line arguments
can be passed when executing the program, allowing for many different configurations.

IThe

linkage learning part is from https://github.com/marcovirgolin/GP-GOMEA/blob/master/GOMEA/

GOMEAFOS . cpp.
2Fully taken from https://homepages.cwi.nl/~bo sman/source_code.php, but adapted to the framework.


https://github.com/marcovirgolin/GP-GOMEA/blob/master/GOMEA/GOMEAFOS.cpp
https://github.com/marcovirgolin/GP-GOMEA/blob/master/GOMEA/GOMEAFOS.cpp
https://homepages.cwi.nl/~bosman/source_code.php

Literature overview of single-objective
NAS approaches
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