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Figure 1: The concept of a virtual reality operating room

ABSTRACT

Immersive Virtual Reality (VR) laparoscopy simulation is emerg-
ing to enhance the attractiveness and realism of surgical procedural
training. This study analyses the usability and presence of a Virtual
Operating Room (VOR) setup via user evaluation and sets out the
key elements for an immersive environment during a laparoscopic
procedural training.

In the VOR setup, a VR headset displayed a 360-degree
computer-generated Operating Room (OR) around a VR laparo-
scopic simulator during laparoscopy procedures. Thirty-seven sur-
geons and surgical trainees performed the complete cholecystec-
tomy task in the VOR. Questionnaires (i.e., Localized Postural Dis-
comfort scale, Questionnaire for Intuitive Use, NASA-Task Load
Index, and Presence Questionnaire) followed by a semi-structured
interview were used to collect the data.

The participants could intuitively adapt to the VOR and were
satisfied when performing their tasks (M=3.90, IQR=0.70). The
participants, particularly surgical trainees, were highly engaged to
accomplish the task. Despite the higher mental workload on four
subscales (p < 0.05), the surgical trainees had a lower effort of
learning (4 vs 3.33, p < 0.05) compared to surgeons. The partic-
ipants experienced very slight discomfort in seven body segments
(0.59-1.16). In addition, they expected improvements for team in-
teraction and personalized experience within the setup.

The VOR showed potential to become a useful tool in providing
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immersive training during laparoscopy procedure simulation based
on the usability and presence noted in the study. Future develop-
ments of user interfaces, VOR environment, team interaction and
personalization should result in improvements of the system.

Keywords: Laparoscopy simulation, Virtual reality operating
room, Surgical training, Presence, Usability, User evaluation

Index Terms: Human-centered computing [Virtual Reality]—
Human computer interaction—User evaluation—; Human-centered
computing—[Applied Computing]—Life and medical science

1 INTRODUCTION

Laparoscopic surgery, also known as minimally invasive surgery
(MIS) or keyhole surgery, is a surgical procedure which allows sur-
geons access to the inside of the body cavity without making a
large incision in the skin. This technique has obvious advantages
over open surgery, as patients experience less pain and bleeding, a
shorter hospital stay and quicker recovery. Laparoscopic surgery
is undergoing a fast development and is becoming a standard treat-
ment for many surgical therapies, e.g. cholecystectomy (gallblad-
der removal surgery) [39]. Robotic surgery is among the latest ad-
vances in the laparoscopy field.

Nevertheless, the skills required to perform laparoscopic surgery
are largely different from open surgery. During laparoscopic proce-
dures, the surgeons must perform with movements that are more
restricted and must work with a narrower field of vision. They
must acquire proficiency on non-intuitive motor skills and hand-eye
coordination, as well as deal with the ever-changing instruments
throughout the procedure [26, 37]. Thanks to the introduction of
virtual reality (VR) surgical simulators, the surgeons are able to im-
prove laparoscopic skills without subjecting the patients to unnec-
essary risk or pain during this learning process [35]. Many reasons
along with psychomotor skill and procedural knowledge influence
the performance and the mental well-being of surgeons in the oper-
ating room (OR) [42]. Research has revealed that distractions are
common in the OR and have obvious negative impacts on surgeons’
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performances and emotions [29, 31]. Hence, training surgeons to
handle these challenges requires equally advanced tools that repli-
cate the actual intraoperative distractions.

2 RELATED WORKS

2.1 VR laparoscopy training

Virtual Reality laparoscopy (VRL) simulation, replicating haptic
feedback during procedure-specific tasks, has been proven to ac-
celerate the acquisition of skills of laparoscopic trainees [6]. The
main drawback of current VRL simulation is the lack of true repre-
sentation of the operating theatre experience [17]. Most VRL simu-
lators use a 2D display interface that replicates the tasks but not the
environment of busy and often chaotic operating theatres [22, 41].
Numerous distractions occurring in a surgical surrounding, which
have been identified and broadly classified into equipment factors,
environmental factors, social factors and organizational factors [29].
These distractions increase the task demand and stress level of the
surgeons. As Mentis et al stated, residents should be trained both to
achieve proficiency and to exercise self-management with distrac-
tions in an Operating Room (OR) [23]. Immersive training, repre-
senting distraction factors that closely mimic the clinical practice,
helps surgical trainees to adapt effectively to their work environ-
ments [32].

2.2 VR operating room simulation

To create such a surrounding, the required amount of spatial, finan-
cial, personal and technological resources is demanding and can
hardly fit into daily clinical routines [1, 17]. Since the upsurge of
high-end VR headsets in 2016, it became accessible and affordable
to virtually generate an immersive environment of an OR. That
environment reproduces distractions as well as generates a good
sense of presence, meaning the perception of “being there” in a
real OR [15, 24, 34]. Clinical pilot studies have investigated sev-
eral immersive VR laparoscopic simulators, revealing the face va-
lidity and the users’ preference of these setups [13, 14, 34]. As no
differences in performances appeared between immersive and reg-
ular setups, these studies are limited to apparent usefulness or the
preferences relating to these immersive environments. However, a
key challenge in developing VR-based surgical simulations is to
establish usability and a sense of presence from the surgeon’s per-
spective [18]. This topic rarely has been investigated in previous
studies.

2.3 User evaluation of VR simulator

It is essential to analyse usability in virtual environments as this
analysis demonstrates how intuitively and proficiently users can uti-
lize a product to achieve their objectives [3]. Additionally, men-
tal workload and ergonomic assessments should be incorporated in
the evaluation of new laparoscopic training tools, as laparoscopic
surgery involves a higher level of mental and physical stress than
the open surgery [2, 5, 38]. In medical device development, user
evaluation is a common method to identify the usability issues of
current setups and indicate potential improvements in future use
[43].

A Virtual Operating Room (VOR) setup connecting a VRL sim-
ulator and a VR headset was explored in this study. This study
analyses the experience of VOR by surgeons and surgical trainees
regarding usability and presence in order to identify its potential
benefits and improvement opportunities in laparoscopic procedure
training.

3 MATERIALS AND METHODS

3.1 Participants

Thirty-seven Dutch surgeons and surgical trainees were invited to
participate in this study between June and August 2018. All par-

Figure 2: The setup of the VOR simulator. a) The replicated OR
surrounding in the VOR and b) An external view of the setup of the
VOR simulator.

ticipants voluntarily enrolled in the study and signed informed con-
sents. The hospital ethics committee has approved the study. The
inclusion criterion for surgical trainees was their prior experience
in laparoscopic simulators or box trainers or real operations. The
mean age of the participants (male/female = 22:15) was 32.4 years
(SD=11.6). The sample was composed of eight experienced sur-
geons (more than 200 cases) and twenty-nine residents and trainees
(two had 101 to 200 cases; three had 51 to 100 cases; twenty-four
had 50 or fewer cases). In this article, we refer to the surgeon as
“expert” and to the surgical trainee as “novice”. Twelve participants
had experience on VR or AR technologies (4 for high-end VR, 4 for
cardboard VR, 2 for AR Apps, 4 for simulators).

3.2 Platform

The VOR setup we applied comprised three components: a VR la-
paroscopic simulator, a VR headset and a virtual OR environment
(Figure 1).

The VR laparoscopic simulator was a LapMentor III (Sim-
bionix™, 3D Systems Corporation, USA) with MentorLearn Soft-
ware. LapMentor III contains two integrated modules: 1) the in-
terface module is an operation table that simulates the patient’s
abdomen, the trocars, two instruments, a camera, and a double
footswitch. The instruments have five DOF and haptic feedback.
The footswitch activates electrosurgical coagulation during the
training. A freeze mode of the camera allows trainees to navigate
it by themselves during operations. The entire module is adjustable
in height from 62.99” at the lowest position to 70.86” at the highest.
2) The processing module houses a two-unit industrial PC with a
24” touch-screen monitor (1920*1080 dpi): (a) the simulation unit
is a 3.1-GHz Intel Core i7-4770S and an Intel™ Motherboard; (b)
the VOR unit is an NVIDIA GeForce GTX 1060 graphic card and
an Intel™ SHARKBAY Motherboard. Both units run on Windows
7 Professional (x64) operating system.



The software includes a basic skills trainer and a procedural
skills trainer. The basic skills trainer allows trainees to practice
tasks that are abstractions of those performed during surgery. The
procedural skills trainer is a simulation that allows trainees to per-
form an entire laparoscopic cholecystectomy with virtual patients.
The trainee could see a computer-generated body cavity during op-
erations through the monitor. If trainees want to change tools in
LapMentor, they need to: 1) pull out an instrument to see a pop-up
menu on the screen, 2) hold and pull the instrument left or right to
choose one, and then 3) clip the instrument to select and insert it
again.

The VR headset was a 2016 Oculus Rift model, providing stereo-
scopic images (1080 * 1200 per eye, 110° field of view), integrated
3D audio and 6 DOF head-tracking. The virtual OR was a 360-
degree computer-generated environment that replicates a real OR,
including a full setup of instruments and equipment and as a new
feature, a surgical team and various distractions. The distractions
covered three most frequently occurring types: door movements,
phones/pagers/bleepers, and radio, as well as one most distracting
type: case-related communication (Figure 2a) [23].

The VR headset displays the virtual OR around the simulator
while a trainee is practising the cholecystectomy, and a virtual in-
structor talks to the trainee throughout the procedure (Figure. 2a
right-hand side). If the trainee changes a tool in VOR, there are
several differences from the LapMentor: 1) the tool menu is float-
ing at eye level; 2) turn a knot at the front of the handle to choose
tools instead of pulling the instrument. To simulate the electrosurgi-
cal coagulation, a footswitch is displayed underneath the simulated
monitor.

3.3 Procedure

Participants performed a task (LapMentor III: complete cholecys-
tectomy) after a standardized introduction from the researchers [4].
Researchers informed participants that the purpose of the study is
to investigate the use of VOR in surgical procedural tasks for im-
mersive training. A pre-test protocol limited the time of the task to
15 minutes according to the empirical duration to complete it. Af-
ter completing the task, participants answered four questionnaires
regarding the usability and presence. A semi-structured interview
allowed collecting the surgeons’ narratives.

In this study, the usability of the VOR was evaluated with a com-
bination of three questionnaires. First, intuitiveness, in other words
subconsciously applying prior knowledge, was evaluated via the
Questionnaire for Intuitive Use (QUESI) [25]. The QUESI was ap-
plied across multiple professions, including healthcare, to quantify
intuitiveness of virtual environments [21, 33]. The validated assess-
ment asked if the VOR appears intuitive and satisfying using a 5-
point Likert scale (1= fully disagree, 5=fully agree). Second, the
mental workload of performing the task in the VOR was measured
using the NASA-TLX [11]. This validated tool has already exten-
sively been used for assessing the task demand of surgeons when
performing laparoscopic surgeries or training [20, 46]. The partic-
ipants gave a score to the levels of mental, physical and temporal
demands they perceived, as well as their effort, performance and
frustration during the task. The Raw Task Load Index (RTLX) and
subscales were calculated into a score between 0 and 100 (0=low,
100=high) [11]. Third, to assess the physical stress, perceived as
discomfort, we used a validated assessment - Localized Postural
Discomfort (LPD) [10, 19]. The participants rated the symptoms
of discomfort in every segment of their body via a 10-point scale
(0=no discomfort, 10=extreme discomfort). The answers were cat-
egorized as insupportable discomfort when participants marked the
value as more than 2 according to the ISO/FDIS 11226 [16].

The factors influencing the perception of presence were investi-
gated via a questionnaire followed by an interview. The Presence
Questionnaire, a known assessment instrument, was modified and

Table 1: The level of intuitive use of the VOR (1= “Fully disagree”, 5=
“Fully agree”).

QUESI Total

Mean(IQR)

Novice

Mean(IQR)

Expert

Mean(IQR)

Low subjective mental

workload

3.67 (1.33) 4.00 (1.17) 3.67 (1.17)

High perceived

achievement of goals

4.00 (1.33) 4.00 (0.50) 3.67 (1.75)

Low perceived effort of

learning

4.00 (1.00) 4.00(0.83)* 3.33 (1.25)

High familiarity 3.67 (0.50) 3.67 (0.50) 3.67 (0.83)

Low perceived error rate 4.00 (0.50) 4.00 (1.00) 3.25 (1.75)

Total 3.90 (0.70) 3.90 (0.53) 3.38 (1.33)

Note:*Statistically significant results with p<0.05.

previously validated [44, 45]. In this study, we added two items
(i.e. accuracy of gestures, realistic resistance of tissue) on “haptic”
and one item on “sound” (realistic sound effect) according to the
features of the VOR, and applied a 21-point scale (1= not at all,
21=completely) to survey the presence in fine gradients [7].

The semi-structured interview consisted of two questions: (1)
How satisfied are you with the Virtual OR experience? (2) Which
factors were not compelling or not realistic in the Virtual OR expe-
rience?

3.4 Statistical Analysis

The data were analysed using SPSS v.25. Descriptive statistics of
each questionnaire were calculated, including mean and standard
deviation (SD), or median and interquartile range (IQR). The com-
parison of means used one-sample t-test (normally distributed) or
Wilcoxon signed-rank test (non-normally distributed). The differ-
ences between novices and experts were tested using a classical
independent-sample t-test; otherwise, non-parametric tests such as
the Kruskal-Wallis test and the Mann-Whitney U test were utilized
where appropriate. A p-value of <0.05 was considered as statisti-
cally significant.

4 RESULTS

4.1 Intuitive Use

The participants, at a minimum, agreed (>score 3 “neutral”)
that the VOR appeared intuitive and satisfying to perform laparo-
scopic procedural training (M=3.90, IQR=0.70). The perceived
achievement of goals (M=4.00, IQR=1.33) and error rate (M=4.00,
IQR=0.50) seemed to be the most intuitive factors, related to a
highly effective interaction;the perceived effort of learning is also
intuitive (M=4.00, IQR=1.00), related to applying prior knowledge
for the first-time use. The novices rated four subscales more intu-
itive than the experts, while the perceived effort of learning was sig-
nificantly different (4.00 vs 3.33, p <0.05, Mann-Whitney U test)
(Table 1).

4.2 Mental Workload

Thirty-seven participants rated the overall mental workload (RTLX
Mean=39.96, SD=14.53) lower than the midpoint of the full range
(0-100), indicating the VOR imposed a moderate demand on the
users. The subscales varied from 51.49 on effort to 27.30 on frus-
tration (Table 2). It seemed that the mental demand (M=52.16,
SD=22.66) and effort (M=51.49, SD=19.43), i.e. intellectual work
and required proficiency, were the key components of the mental
workload in the VOR. The novices had a significant higher work-
load on mental demand (56.72 vs 35.63, p= .019), physical demand
(40.17 vs 20.63, p= .011), temporal demand (37.93 vs 18.13, p=
.006), effort (55.34 vs 37.50, p= .019), and overall workload (43.16
vs 28.23, p=.008) than the experts (Mann-Whitney U Test).



Table 2: Self-reported mental workload after training in the VOR
(0-100, the higher score means higher mental workload)

NASA-TLX Total

Mean(SD)

Novice

Mean(SD)

Expert

Mean (SD)

Mental Demand 52.16(22.66) 56.72(20.76)* 35.63(22.75)

Physical Demand 35.95(21.40) 40.17(20.68)* 20.63(17.41)

Temporal Demand 33.65(21.62) 37.93(20.24)* 18.13(20.34)

Performance 39.05(19.03) 40.34(19.36) 34.38(18.21)

Effort 51.49(19.43) 55.34(18.51)* 37.50(16.90)

Frustration 27.30(20.97) 28.45(18.28) 23.13(29.99)

RTLX 39.93(14.53) 43.16(13.10)* 28.23(14.11)

Note:Statistically significant results with p<0.05.

Table 3: Localised Postural Discomfort (LPD) of body segments
(0=“No Discomfort”, 10=“Extreme Discomfort”)

Body segments Total

Mean(SD)

Novice

Mean(SD)

Expert

Mean (SD)

Neck 0.78 (1.29) 0.79 (1.35) 0.75 (1.16)

Lower neck (L/R) 0.59 (0.93) 0.62 (0.94) 0.50 (0.93)

Hand(L) 1.16 (1.77) 1.34 (1.93) 0.50 (0.76)

Hand(R) 0.70 (1.22) 0.86 (1.33) 0.13 (0.35)

Eye(L/R) 0.97 (1.57) 1.00 (1.56) 0.88 (1.73)

4.3 Comfort

The average discomfort in each body segment ranged from 0.05 to
1.16, corresponding to almost no discomfort to very low discom-
fort. The scores of seven body segments out of all twenty-three
parts (30.4%) were above the slightest discomfort level (score 0.5)
(Table 3), while only the left hand had a significantly higher discom-
fort (1.16 vs 0.5, p<0.05, one-sample t-test). In the left hand and
both eyes (n=6, 16.2%), as well as the neck (n=7, 18.9%), some
participants experienced insupportable discomfort. No significant
difference was found between novices and experts regarding the
physical comfort (p >0.1, Mann-Whitney U Test).

4.4 Presence

In the VOR, Self-evaluated performance seemed most important to
presence, as participants adjusted to the environment very quickly
(M=16.39, SD=1.90), and could move and interact proficiently at
the end of the task (M=16.17, SD=2.10) (see Table 4 and Supple-
mentary Table). The Sound (M=14.79, SD=2.69) appeared mainly
to contribute to presence as well, in that participants could easily
recognize and localize sounds and viewed the sounds as realistic.
The Quality of interface seemed to facilitate the presence perception
the least, and the instrument interface had the lowest rank (M=9.97,
SD=3.81, see Supplementary Table). Both novices and experts had
similar presence level across the subscales (p >0.2, independent-
sample t-test).

Table 4: Average rate on subscales of Presence Questionnaire
(1=“Not at all”, 11=“Somewhat”, 21=“Completely”)

Presence Total

Mean(SD)

Novice

Mean(SD)

Expert

Mean (SD)

Realism 14.02 (2.75) 14.15 (2.95) 13.55 (1.97)

Possibility to act 14.24 (2.42) 14.08 (2.55) 14.84 (1.92)

Quality of interface 11.70 (3.38) 11.64 (3.55) 11.92 (2.95)

Possibility to examine 14.24 (2.70) 14.67 (2.77) 12.75 (1.88)

Self-evaluation of

performance

16.28 (2.10) 16.55 (2.13) 15.31 (1.79)

Haptic 13.33 (2.78) 14.82 (2.90) 14.66 (1.88)

Sound 14.79 (2.69) 13.49 (2.82) 12.75 (2.72)

4.5 Interview

Thirty-five participants reported that they felt actually had been
present in an OR and were engaged by the scenario. The major-
ity (25/37) of the participants mentioned the talk and the sounds
enhanced their presence. The participants, particularly the surgical
trainees, were highly engaged and excited to complete the proce-
dure. We broadly categorized participant’s narratives on the pres-
ence of VOR into user interfaces, VOR environment, team interac-
tion and personalization considering the factors of distractions [29].

4.5.1 User interfaces

Trocar: eight participants, especially surgeons, struggled with many
slips and were annoyed by the way of switching instruments. The
surgeons and experienced trainees(>100 cases) reported the haptic
resistance as too low. A delay in changing instruments was found.
Headset: especially for people with corrected vision, participants
often encountered a problem to see a clear image from one or both
eyes. The low graphic resolution was also reported. The partici-
pants with eyewear (4 in total) had difficulty to put on the VR head-
set correctly on top of their glasses. The VR headset could press on
the glasses and caused a high level of discomfort or even pain in the
face.

4.5.2 VOR environment

OR setup: two participants noted that they could not find the
footswitch in the VOR because the feet were missing. The addi-
tional factors included the incorrect OR layout, disproportionate el-
ements and unrealistic rendering, e.g. the wrong direction of mon-
itor towards the patient’s bed, or the size of the monitor. Surgery
steps: two participants commented that the procedures of the la-
paroscopy would vary slightly from case to case, while the steps in
the VOR seemed to be more rigid. Sounds: three participants stated
that the sound seemed too loud considering the space of the VOR.

4.5.3 Team interaction

Instructions: four participants were confused by the repetitive in-
struction from the avatar when the action had already been per-
formed. Camera assist: most participants noticed that teamwork
was missing, so they had to lay down the instruments carefully and
navigated the camera by themselves. The participants who had real
OR experience suggested that an assistant should hold the camera
and follow the surgeon’s manoeuvre throughout operations. Mood:
two participants remarked that the communication was impersonal
and needed some added emotion. An additional comment was that
the team was mainly motionless; in reality, the team would move
around, if only slightly.

4.5.4 Personalization

Nine participants said they ignored the instructions as background
noise because the other surgeon’s name was called. Two surgeons
asked for background music that they could switch it on or off. Four
surgeons expected communication in their native language.

5 DISCUSSION

Training procedural tasks under immersive virtual contexts are al-
ready in widespread use in military and aviation industry [27, 28].
Immersive training simultaneously facilitates the acquisition of
technical and non-technical skills (e.g. communication and team-
work) owing to distraction simulation [8]. Creating immersive train-
ing in skills labs is crucial in acquiring skills and intellectual abili-
ties to optimize patient safety and preserve surgeons’ resources es-
sential to the laparoscopy process [31, 36]. The VOR outlined and
evaluated in this study built on the advantages of VR laparoscopy
simulation, and integrated the immersive experience of an OR. The
results demonstrated clearly that immersive training via a VR head-
set heightens the motivation of trainees and demonstrated a new



dimension to integrate immersive OR context in surgical procedu-
ral training. The surgical trainees in most European countries were
kept from simulation-based training by various external demotivat-
ing factors, such as long working hours, limited free time, the over-
load of clinical work [17]. It is therefore relevant to develop a
training setup to boost and sustain trainee’s motivation, which is
a key element of a successful delivery of laparoscopy training cur-
ricula [17].

5.1 Usability and Presence

The results of the usability questionnaires indicated a good sense
of intuitiveness, little physical stress and moderate mental work-
load when performing tasks in the VOR. The simulation of audi-
tory distractions, such as radio, phone-call, pagers and bleeps, most
frequently occurring in the OR, enhanced participant’s sense of fa-
miliarity as they commented. Auditory distractions might result in
increased mental effort on inexperienced trainees, which has been
suggested by several experimental studies [23]. In this study, we
also found that the mental workload was perceived significantly
higher by the novices than the experts. The visual stimuli, such
as door movement, either in real OR or in simulated conditions, did
not obviously affect the flow of procedures [23, 29]. The mental
distraction, i.e. case-related communication, was perceived as less
annoying when the participants were highly absorbed [31]. The
participants rated mental demand as high and frustration as low, in-
dicating that they tended to enjoy intellectual challenges created by
the VOR, which also confirmed by their narratives [32].

As we expected, the novices recognized effort as the main source
of mental workload, indicating that the distractions in the VOR in-
fluenced their flow of performing. The increased mental workload,
triggered by the integrated tasks and distractions, created the condi-
tion for novices to perform better in a real work environment. This
also has been suggested by a previous study, which investigated the
role of distraction and mental load during a VRL simulation [32].

Most factors of presence questionnaire revealed that the VOR
was perceived as adequately immersive. The participants were sat-
isfied with their quick adaption and proficiency of interaction in the
VOR as shown by the QUESI as well. The sound aspect was com-
pelling to the participants in that they could easily recognize and lo-
calize different sounds. In addition, the sound effect was perceived
as realistic like in a real OR.

5.2 The improvements of the VOR

The presence questionnaire and the participant’s comments pin-
point the user interfaces as the most salient limitation of current
VOR. The haptic interface provided accurate feedback on gestures,
but less realistic experience on interaction and the resistance of tis-
sues. This appeared to relate to the intuitiveness of the experts and
the discomfort in hands. As we observed, the surgeons slowed
down and made most of their errors during instrument switching.
The surgeons also reported their struggling to adapt to the unnat-
ural way of switching tools. The fatigue on the left hand might
attribute to a tight hold of the instrument caused by low fidelity of
the haptic feedback, which is well recognized in VR surgical sim-
ulators [18]. Considering the visual interface, the participants with
corrected vision often experienced insupportable discomfort in the
eyes due to the incompatibility of the headset for glasses or contact
lens. The discomfort in the neck may be associated with the weight
of the headset.

The environmental setup such as OR layout and team placement
was viewed to be fundamental for a realistic OR experience. To
match the VOR to a real OR, we assume that panoramic video
or volumetric video is a promising alternative or complement as
it regenerates OR scenarios by filming them in a real OR [12, 15].
These technologies could therefore accurately replicate what hap-
pens within a real OR including distraction factors.

The creation of an immersive team interaction largely attributes
to mimicking mental distractions happening throughout the surgical
procedure. These distractions range from procedural distractions,
such as camera manipulation, procedure-related conversations, to
social distractions, like case-irrelevant or medical-irrelevant com-
munication. Novices needed a considerable amount of mental re-
sources to construct cognitive schemata of the surgical procedure;
and accomplishing tasks with additional distractions required ex-
tra mental resources, which is even more demanding [32]. Social
distractions, like patient-irrelevant and case-irrelevant conversation,
play a role to reduce stress, particularly when the task engagement
is high. We may thus infer that introducing a virtual team with
better-designed distractions reduces required mental resources and
helps novices to concentrate on their flow. In this way, the trainees
would accelerate the construction of these schemata [30]. This ap-
proach might contribute to the transfer from conscious competences
to unconscious competences. As the Crew Resource Management
(CRM) strategy is missing in current laparoscopy curricula, the vir-
tual team might offer a potential to integrate CRM into procedural
laparoscopy training curricula in the near future [40].

Additionally, the semi-structured interview showed a strong em-
phasis on user’s (surgical trainees and surgeons) needs for person-
alization. It was viewed as as a main factor to enrich a realistic
and immersive experience. Personalization pertaining to instruction
and language, instrumentation, and background music is expected
to match user’s needs, wishes and expectations in a real OR. The
potential of customizing the environment should be given some se-
rious thought, taking into account specific demands, related to the
region, the country or even the institution where the training takes
place.

5.3 Limitations

The outcome of this study demonstrates the effectiveness of a VR-
based distractive environment as a whole for laparoscopic proce-
dural training. This explorative analysis has the following limita-
tions that point out chances for future studies. (1) We deliberately
avoided comparing the VOR with either regular VR laparoscopic
simulators or real cholecystectomies. The next step will involve
analysing and comparing experiences in both settings. (2) The cur-
rent study mainly included self-assessment, while participants pos-
sibly over-assess their performance in a new immersive training [9].
Hence, we suggest that future studies may include self-assessment,
objective measurements and expert assessment to triangulate the
evaluation on the performance. (3) Future studies should also in-
vestigate and compare how the different types of distractions would
influence usability, presence and performance.

6 CONCLUSION

The VOR showed potential to become a useful tool in providing
immersive training during laparoscopy simulation based on the us-
ability and presence analysed in this study. We suggest four im-
provements for a higher level of presence: 1) optimize haptic and
visual interfaces; 2) create a virtual OR environment applying alter-
native solutions, such as cinematic technologies; 3) include a virtual
team facilitating non-technical skills training and stress-reducing;
4) investigate the needs of the surgeons for personalized training.
We believe that these improvements will increase the effectiveness
of the VOR for laparoscopy training, increase the motivation and
speeding up the process of adaption of the trainees to the real OR
setting.
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