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Summary

Strategic traffic assignment (TA) models assess long-term effects of policies on 

route choices of travelers. To meet stability requirements, current strategic TA 

models lack modelling of queues. This thesis develops two TA models that include 

queue modelling whilst satisfying stability requirements along with a method to 

fuse observed link flows, congestion patterns and -delays. All methods are shown 

to be applicable in the large-scale strategic application context. 
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“Adding car lanes to deal with traffic congestion is like loosening your belt to cure obesity." 

 

Lewis Mumford (1956) 
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thank you for the fun times and your internship contributions to the development and 

valorization of the methods developed in this thesis.  
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Chapter 1 
 
Introduction 

Since the late 1950s, strategic transport model systems are used to support decision making by 

assessing the long-term impact of transport policies and land-use scenarios (Castiglione, 2015; 

Ortuzár and Willumsen, 2011). Strategic transport model systems provide (forecasted) travel 

patterns by mathematically modelling the underlying behavioral decisions made by travelers 

before and during their travels. Subsequently, expected long-term impact of scenarios are 

derived by comparing forecasted travel patterns of the scenarios with a reference (do-minimum) 

scenario.  

Strategic transport model systems consist of different submodels, one for each type of 

behavioral decision that is included (black boxes in Figure 1.1, left). Only the most important 

decision types influencing the key indicators used in strategic applications are included. Most 

model systems only include models for trip or tour frequency, destination, mode and route 

choices, whereas some of them are extended to include models on e.g. departure time choice, 

public transport and mobility service subscriptions, car and driver’s license possession and 

relocation.  

This thesis focuses on traffic assignment (TA) models that describe route choices of car traffic. 

TA models confront the travel demand with network supply (digitized networks), determining 

the routes that travelers choose as well as the resulting traffic state on the network (i.e., traffic 

conditions, including congestion). A strategic TA model usually imposes user equilibrium (UE, 

Wardrop, 1952) conditions on its outcomes to facilitate fair comparison of model outcomes for 

different scenario’s. The TA model is often the most computationally expensive component of 

a strategic model system because an iterative approach is required to impose UE conditions. 

 

 
 

Figure 1.1: the role of a TA model in strategic transport model application (left) and travel demand 

estimation (right) 

There are two use cases for TA models in strategic transport models systems, both of which are 

subject of this thesis. The primary use case (Figure 1.1, left) is the application of a strategic 

transport model system to evaluate (policy) scenarios. The secondary use case (Figure 1.1, 

right) is the estimation of travel demand from observed network data, which is only conducted 

for a base year (reference scenario) when constructing a new (version of a) strategic transport 

model system.  
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In the application context of strategic transport model systems (Figure 1.1, left), TA models are 

used to determine traffic states (e.g. link flows, congestion patterns, travel times) under UE 

conditions, given a travel demand profile that is determined by all other choice models in the 

system, together referred to as ‘the travel demand model’. Although in practice often omitted 

or simplified for computational reasons, travel times from the TA model are fed back into the 

travel demand models in an iterative fashion, such that (changes in future) network delays are 

also considered in the choice models within the travel demand model. 

In the travel demand estimation context (Figure 1.1, right), TA models provide information to 

a solver that alters the travel demand, such that it better fits observed flows. In this context, the 

TA models are used to determine the relationships between the travel demand and link flows 

(referred to as ‘assignment matrices’) under UE conditions. The travel demand estimation 

method proposed in this thesis extends the application range to also include observed (route) 

delays and observed congestion patterns in the estimation. This requires that also the response 

of the assignment matrices to changes in demand need to be determined by the TA model.  

1.1 On the creation of this thesis 

This thesis is a result of part-time research conducted by the author between 2013 and 2023 as 

part of the innovation program of Goudappel mobility consultants, the Netherlands. Before the 

start of this research  in 2013, the concept behind STAQ was already developed by Michiel 

Bliemer (also a Goudappel employee at that time) and the author. Furthermore, the first 

prototypical implementation of STAQ had already been implemented by the author (Brederode 

et al., 2010). After Michiel Bliemer moved to the University of Sydney, the work with respect 

to the positioning of the model (ultimately resulting in Chapter 2) was continued in close 

collaboration, whereas the research described in the other chapters of this thesis was conducted 

by the author, apart from minor research contributions by Goudappel interns on the semi-

dynamic version of STAQ (Chapter 4) and the matrix estimation method (Chapter 6). To further 

clarify the contributions of the (co-)authors to this thesis, a CRediT author statement is added 

to the title page of chapters 2 through 6.  

This thesis represents only part of the research output, the software implementations of STAQ 

(Chapter 3), its semi-dynamic counterpart (Chapter 4) and the demand estimation method 

(Chapter 6) are an equally, if not more important result. At the time of writing, STAQ is 

included in OmniTRANS transport planning software and is used in eight different Dutch 

strategic transport model systems, while its semi-dynamic counterpart and the travel demand 

estimation method have already successfully been applied in pilots on full scale Dutch strategic 

transport model systems. 

To increase value of this thesis for practitioners that are more interested in the capabilities of 

the software than the methods behind it, subsection 1.4.3 contains a provisional positioning of 

STAQ compared to TA models with similar functionalities, as a side note to Chapter 2, which 

methodologically positions STAQ in the field of strategic TA models.  

1.2 Background and motivation 

For TA models, there is a clear trade-off between model accuracy and model complexity, 

whereas for application in the strategic context, model stability (i.e.: the satisfaction of UE 

conditions) is conditional (Table 1.1). This trade-off is discussed below; a more thorough 

description of the underlying model properties (which are in line with Bliemer et al., 2013; 

Flötteröd and Flügel, 2015; Flügel et al., 2014) is given in sections 3.1 and 4.1, where these 

properties form the argumentation for the development of the static capacity constrained traffic 
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assignment (SCCTA) model and semi-dynamic capacity constrained traffic assignment (S-

DCCTA) model proposed in this thesis. 

In general, TA model accuracy should be maximized to increase model applicability, whilst at 

the same time, complexity should be minimized to attain low calculation times, input 

requirements and high model accountability. Specific to the strategic application context, model 

stability is a requirement, because when comparing model outputs of different scenarios, we 

aim to single-out differences only caused by or related to the different scenario inputs. In the 

context of TA models, this means that (scenario specific) differences due to a lack of UE 

conditions and/or differences caused by random variables should be negligible or non-existent. 

 
Property Role in the trade-off Derivative model properties 

Accuracy Should be maximized Model applicability 

Complexity Should be minimized 
Computational- and input requirements, model 

tractability and accountability 

Stability Required in strategic context Comparability of model outputs 

Table 1.1 trade-off between desired model properties for strategic TA models. 

Driven by e.g., cost-benefit analysis and spatial accessibility studies, the field of use of strategic 

TA models has shifted from solely forecasting traffic volumes on networks with relatively little 

detail towards forecasting both traffic volumes as well as travel times on networks with much 

more detail. Most strategic transport models in use to date use static capacity restrained traffic 

assignment (SCRTA) models. These models have a low complexity and satisfy the stability 

requirement but are insufficiently accurate on congested networks as they cannot model queues, 

leading to inaccurate travel time estimates and flow patterns on congested networks.  

Given the structural occurrence of congestion on transport networks around the world, the 

‘abuse’ of SCRTA models as a source for flow and travel time estimates on highly detailed 

networks has contributed to (legitimate) doubt about the use and even right of existence of 

transport models and model systems as a whole (e.g., Erhardt et al., 2020; Gordon and Lalanne-

Tauzia, 2020; Kager, 2007; L, 2020; NM Magazine, 2015). 

With the rise of activity based travel demand models (Castiglione, 2015) some strategic 

transport model systems have switched to microscopic simulation or macroscopic dynamic 

capacity and storage constrained traffic assignment (DCSTA) models (Tajaddini et al., 2020) 

that are sufficiently accurate on congested networks, but have a high level of complexity and 

do not satisfy the stability requirement (Chiu et al., 2011; Peeta and Ziliaskopoulos, 2001; Szeto 

and Lo, 2006). 

To conclude, the level of accuracy of SCRTA models is no longer sufficient, whereas the 

complexity and instability of DCSTA models renders them unsuitable for use in strategic 

applications. At the same time, although the paradigm behind policy making is changing from 

a predict and provide towards a vision and validate philosophy (e.g., Filippi, 2022; Givoni and 

Perl, 2020; Lyons and Davidson, 2016; Soria-Lara and Banister, 2018), practitioners argue that 

the need for strategic TA models with sufficient accuracy in congested conditions, sufficient 

stability and low complexity will remain (Clerx, 2022; de Graaf, 2021; Hofman, 2018; van 

Vuren, n.d.). 

1.3 Research objectives 

The first research objective is to develop a TA model that provides better accuracy in congested 

conditions compared to SCRTA models, whilst maintaining a relatively low complexity and 

satisfying the stability requirement for strategic applications. This objective affects both the 
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model application as well as the travel demand estimation context in (Figure 1.1) 

Figure 1.1. 

The second research objective is to embed the developed TA model from the first objective in 

a travel demand estimation methodology that exploits the improved TA model accuracy in 

congested conditions, such that it allows to include observed travel times and congestion 

patterns. Inclusion of travel times and congestion patterns is relevant for three reasons. Firstly, 

it allows to identify the conditions in which flows are observed (i.e.: it distinguishes cases where 

low flow is caused by low demand from cases where flow is reduced due to active bottlenecks), 

removing the need to impose (possibly incorrect) assumptions with respect to these conditions 

(Brederode and Verlinden, 2019). Secondly, adding more datapoints reduces the under-

specification of the mathematical problem that the travel demand estimator solves (Frederix, 

2012); especially observed route queuing delays may reduce the under-specification as it relates 

different links (as opposed to observed link flows). Thirdly, additional datapoints may improve 

spatiotemporal coverage and/or density of the observations.  

1.4 Scope 

This research is scoped by the requirement that both the TA model and the travel demand 

estimation method should be applicable on real world strategic transport model systems. Further 

specification of the research scope is derived from the adverb ‘real world’ (in subsection 1.4.1) 

and the adjective ‘strategic’ (in subsection 1.4.2) in this single sentence scope formulation, 

summarized in Table 1.2. 

 

(derived) model property # Criterion 

Accuracy Applicability 

R1 
TA model is accurate on congested networks containing both 

highways and urban roads and for different road user classes. 

R4 
Demand estimator can handle different data sources and aggregation 

levels 

S5 Demand estimator is an off-line model 

Complexity 

Computational 

requirements 

R2 
TA model and demand estimator are scalable up to 1.5 million links 

and 13000 zones 

R3 
Computation time for TA model below 16h, Computation time for 

demand estimator below 3 days 

Input 

requirements 
S6 

May be slightly higher than for static capacity restrained TA models, 

but much lower than macroscopic dynamic TA models 

Accountability S7 
Each model (component) solves an explicitly formulated mathematical 

problem with known assumptions 

Tractability 
S8 TA model consistent with (simplified) kinematic wave theory  

R5 Demand estimator is suitable to identify data inconsistencies 

Stability 

S1 TA model should adhere to UE conditions  

S2 TA model should not contain randomness 

S3 TA model should be macroscopic 

S4 Demand estimator has a unique solution 

Table 1.2: criteria per model property. Subsections 1.4.1 and 1.4.2 discuss criteria with references numbers 

starting with ‘R’ and ‘S’ respectively 
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Criteria R1 and R4 presented in the table serve, within the model accuracy property, as the 

objectives to be maximized, whereas the other criteria need to (at least) be met. All criteria 

values for the (maximum) model complexity and (minimum) stability are specified such that 

they are at least still acceptable for users that currently employ static capacity restrained TA 

models. 

1.4.1 Real world application criteria 

Below, the criteria (R1-R5) that are required for real world applicability are briefly discussed:  

• R1 - Strategic transport model users today are mostly interested in measures targeting 

different road user classes on networks in or around urban regions where congestion occurs. 

This means that the TA model needs to be accurate on congested networks for both 

highways and urban roads and for different road user classes. This requires that the TA 

model explicitly models queues, uses an accurate link model and an explicit junction 

modelling component (see e.g.: Bezembinder, 2021 and references herein) and allows for 

user class specific route choice parameters, free flow speeds and network restrictions. 

• R2 - Today, real world strategic transport model systems cover large regions or even 

countries, whereas their spatial granularity (the level of detail of the digitized networks and 

zoning system) is relatively high (in the Netherlands a typical strategic transport model 

contains anywhere between 100K and 1.5million links and between 1500 and 13000 zones). 

This means that the TA model and demand estimator should be scalable to these dimensions.  

• R3 - At the same time, there is a limited amount of computation time available. Based upon 

experience as a practitioner, the main author argues that regular application of strategic 

transport demand models (including the TA model) has a desired calculation time of sixteen 

hours at most, such that an overnight run in between two working days is possible, whereas 

for travel demand estimators, calculation times up to three days are considered acceptable. 

This means that calculation times put a restriction on the methodologies and algorithms to 

consider.  

• R4 – Ever more data sources on observed transport network conditions become available. 

Currently available data includes flows, speeds, densities, and travel times on various levels 

of aggregation (e.g.: link, node, turning movement and route). The travel demand estimator 

should therefore be able to use different data sources on different aggregation levels. This 

means that methods that can only use a single type of data source and/or aggregation level 

are not considered.  

• R5 - Because multiple data sources on multiple aggregation levels are considered, data 

inconsistencies will occur in practice. This requires a tractable travel demand estimation 

method that can be used to identify (clusters of) datapoints that are inconsistent, such 

that the model user can choose which data points to remove. This means that only methods 

that allow to identify inconsistencies (e.g., no heuristics that sequentially handle data points) 

are considered.  

1.4.2 Strategic criteria 

Below, the criteria (S1-S8) that are required for applicability in the strategic context are briefly 

discussed:  

• S1 – The desired stability property that guarantees comparability of model outputs (Table 

1.1) requires that differences due to a lack of UE conditions should be negligible or non-

existent. This means that (possibly more accurate) TA models that not adhere to UE 

conditions (Wardrop, 1952) are not considered.  

• S2 - For the same stability criterion, TA models that contain randomness (due to e.g. random 

variables or stochastic processes) are not considered.  
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• S3 - Although advances are being made with respect to ‘frozen’ or ‘quenched’ randomness 

in micro simulators for travel demand models (Brederode et al., 2020; Engelson et al., 2022; 

Horni et al., 2011; Zill and Veitch, 2022), application of such methods to TA models 

adhering to UE conditions are considered too complex. Therefore, only macroscopic TA 

models are considered.  

• S4 – Similar to the TA model, for comparability reasons, the travel demand estimator should 

solve a mathematical problem for which there’s a unique solution.  

• S5 - In the strategic context, observed information is available for the entire time period, 

which means that an off-line travel demand estimator is considered (see e.g. Frederix, 2012 

and references herein).  

• S6 – Strategic models are used to evaluate scenarios in distant futures, for which model 

inputs have a high level of uncertainty. Therefore, the input requirements (mainly with 

respect to the specification of network supply for the TA model) may be only slightly higher 

than for static capacity restrained TA models, but need to be much lower than macroscopic 

dynamic TA models. Further specification of this criterion will be provided in subsection 

3.3.1) 

• S7 – To improve model accountability, the transport model should allow to analyze how 

differences between modelled scenarios are built up from different (behavioral) mechanisms 

within the model system (so called ‘storytelling’). This requires that each model 

(component) solves an explicitly formulated mathematical problem with known 

assumptions. 

• S8 – For model tractability, queues and delays from the TA model need to be consistent 

with (simplified) kinematic wave theory (Lighthill and Whitham, 1955; Richards, 1956) 

or (Newell, 1993) such that outcomes on link level can be verified and compared with 

observed data. 

1.4.3 Methodologies described only in non-peer reviewed publications 

As this thesis focusses on methods applicable on real world strategic transport model systems, 

its methodological contributions are possible competitors for the methodologies that have been 

embedded in platforms from the major strategic transport modelling software vendors (e.g. 

Aimsun, Atkins (SATURN), Bentley (CUBE, EMME), Calliper (TransCAD), DAT.Mobility 

(OmniTRANS), PTV (Visum)). The initial versions of such methods are mostly described in 

(relatively old) peer-reviewed publications (e.g., Bakker et al., 1994; Bundschuh et al., 2006; 

the publications in “SATURN 11.6 Manual,” n.d., app. C), but once a methodology has been 

embedded, its documentation mainly lives on in the form of (non-peer reviewed) manuals. Such 

documents generally only describe (incremental changes and improvements to) user options 

and sometimes the solution algorithm, without considering (or updating) the underlying 

mathematical problem formulation from the original publication(s).  

Because evaluating the criteria from subsection 1.4.2 based upon such descriptions is hard if 

not impossible (especially with respect to uniqueness (S4), accountability (S7) and tractability 

(S8)), and because the credibility of commercial, non-peer reviewed publications is not 

guaranteed, only the peer-reviewed publications have been considered integrally in literature 

research conducted for this thesis. This holds for the literature scan on capacity constrained TA 

models presented in section 3.1 as well as the literature research on semi-dynamic TA models 

in section 4.2.2, on matrix estimation strategies in chapter Chapter 5 and on TA models and 

matrix estimation methods in section 6.1.1.  
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1.4.3.1 Provisional positioning of STAQ compared to methods from non-peer reviewed publications 

To increase the practical contribution of this research, as a side note to this thesis, a non-

exhaustive scan has been conducted through manuals of software packages containing static 

TA models that resemble (underlying goals of) STAQ or dynamic TA models being used in a 

strategic context. This has led to the provisional comparison displayed in Table 1.3, which is 

further discussed below.  

 

Vendor / software Model class Strategic criteria 

S1 S2 S3 S6 S7 S8 

Adheres 

to UE 

conditions 

No 

Random-

ness 

Macro-

scopic 

Input 

require-

ments 

Accoun-

table 

Tract-

able 

Atkins / SATURN 

'Enhanced' SCRTA 
    

  PTV / assignm. w. ICA 

Rijkswaterst. / QBLOK 

DAT.Mobility / 

OmniTRANS 

SCCTA (STAQ) 
      S-DCCTA (S-DTAQ) 

DCSTA (CTM)  
  

 
  DCSTA (LTM) 

Bentley / Dynameq DCSTA (micro/meso) 
    

  

PTV / SBA DCSTA (micro/meso) 

Calliper / TransModeller DCSTA (micro/meso/macro) 

Table 1.3: provisional comparison of STAQ and S-DTAQ with models in considered software 

With respect to static TA models resembling (underlying goals of) STAQ, the SatSim/SatEasy 

modules in SATURN (chapters 7 and 8 of “SATURN 11.6 Manual,” n.d.), the ‘assignment with  

ICA’ in VISUM (“PTV Visum Help,” n.d.) and the QBLOK module in the GM software of 

Rijkswaterstaat (Significance, 2021) have been considered1. From this analysis, the author 

concludes that to improve accuracy in congested conditions (the first research objective, 

subsection 1.3) STAQ integrally adopts the SCCTA model class, whereas the considered static 

TA models remain in the SCRTA model class, but include capacity constrained and/or semi-

dynamic components into the underlying cost function. This means that these ‘enhanced 

SCRTA models’ dissatisfy the accountability (S7) and tractability (S8) criteria from subsection 

1.4.2, the most pronounced example being that these models deliver ambiguous results in the 

form of flows associated with the cost function (that explicitly considers queues) coexisting 

with the flows in the SCRTA model component.  

With respect to dynamic TA models being applied in the strategic context, only software from 

Bentley, PTV, Calliper and DAT.Mobility has been considered. Bentley’s Dynameq uses 

microscopic and mesoscopic approaches (hence dissatisfying criteria S2 and S3) and its 

description explicitly makes no claims about existence or uniqueness of a solution (Mahut and 

Florian, 2010) thereby dissatisfying criteria S1 and S4. The same holds for PTV’s SBA, as this 

uses the same mathematical model formulation as Dynameq. Similarly, based on (“Caliper 

Publications,” n.d.), the author concludes that TransCAD contains (very efficient) algorithms 

to solve SCRTA models, but does not contain TA models resembling (underlying goals of) 

STAQ. Instead, Caliper shifts to microscopic, mesoscopic and macroscopic dynamic models in 

TransModeller (that dissatisfy criteria S1, S2, S3 and S4) when more accuracy in congested 

conditions is required. Next, based on extensive application experience with the macroscopic 

DCSTA models in DAT.Mobility’s OmniTRANS the author concludes that the cell 

 
1Note that (some version of) STAQ has also been implemented into Aimsun (Casas et al., 2015), but the 
author could not find any additional documentation on the specifics.  
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transmission model implementation (Raadsen et al., 2010) dissatisfies the stability (S1) and 

accountability (S7) criteria, whereas the link transmission model implementation (Raadsen et 

al., 2016) only dissatisfies the stability criterion. Given the underlying mathematical models 

(Daganzo, 1994; Yperman, 2007), the author believes that these conclusions will hold for all 

cell- and link transmission model based implementations.  

The author concludes that for users that need improved congestion modelling, but do not require 

satisfaction of the accountability and tractability requirements and are comfortable interpreting 

two types of ambiguous model outputs, the considered ‘enhanced’ SCRTA models are good 

alternatives to STAQ. With respect to the DCSTA models, the author concludes that their basis 

in kinematic wave theory and underlying microscopic (car following) models makes them 

accountable and tractable, but their dynamic nature causes them to lack the low input 

requirements and stability and non- randomness properties that the author considers required 

for the strategic application context. From the above, it is concluded that in order to meet all 

strategic criteria from subsection 1.4.2, an S(-D)CC approach is needed. 

Note again that the findings in this subsection are not an integral part of this research in this 

thesis as they are based on non-peer reviewed literature, the literature scan was not conducted 

exhaustively and not all manuals were available to the author. 

1.5 Methodological contribution 

The methodological contribution of this thesis is five-fold:  

• A framework for classification of all macroscopic first order strategic traffic 

assignment models is developed. This classification provides a deeper understanding of the 

often implicit assumptions made in traffic assignment models described in the literature. It 

further allows for comparing different models in terms of functionality, and paves the way 

for developing novel traffic assignment models.  

• A complete description of the concept and implementation of the SCCTA model STAQ 

is given, along with several model variations, one of which extends it by adding storage 

constraints. Because STAQ is derived from the dynamic generalized link transmission model 

(Gentile, 2010), the simplifying assumptions are explicit, providing a solid theoretical basis 

instead of merely providing a heuristic (Bliemer et al., 2012). Additionally, insights in how 

the model addresses the shortcomings of static capacity restrained traffic assignment 

(SCRTA) models and dynamic capacity and storage constrained traffic assignment 

(DCSTA) models in the strategic context for large congested networks are given using case 

study examples.  

• A semi-dynamic version of STAQ is developed by relaxing the assumption in static TA 

models that the network is assumed to be empty at the start of the study period. This version 

further improves accuracy whilst maintaining stability and scalability properties required for 

application on large scale strategic transport model systems. To the best of the authors 

knowledge, this is the only semi-dynamic TA model that places vertical queues at the correct 

location (on the upstream node of the link affected by capacity constraint(s)) and removes 

flow downstream from bottlenecks as part of the assignment model. 

• Considering that observed flow values should be interpreted differently depending on (four) 

different types of network conditions, three new solution strategies for travel demand 

estimation on congested networks are proposed. The new strategies require a capacity 

constrained TA model and are compared to the reference method from current practice which 

uses a static capacity restrained TA model and does not consider the effect of network 

conditions on the interpretation of observed flows.  

• A travel demand estimation method is developed using a SCCTA model (such as STAQ) 

which combines the favorable properties of SCRTA and DCSTA models whilst allowing for 
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inclusion of route queuing delays and congestion patterns (from e.g. floating car data) 

besides the traditional link flows and prior demand matrix. The proposed solution method is 

robust, tractable and reliable because conditions under which a solution to the underlying 

optimization problem exist are known and because the problem is convex and has a smooth 

objective function. 

1.6 Practical contribution 

With respect to the development of STAQ, this thesis contains the following practical 

contributions:  

• It describes the methodology and solution algorithm of STAQ in chapter Chapter 3, 

which replaces earlier attempts in (Bliemer et al., 2012; Brederode et al., 2010) and is a 

culmination of partial descriptions in (Bliemer et al., 2014, 2013).  

• It demonstrates the tractability and accuracy of STAQ on small size networks by 

showing that all calculations can be done and understood using only the law of flow 

conservation, the shape of the fundamental diagram and the mathematical specification of 

the route choice model and by comparing outcomes to its static capacity restrained and 

dynamic counterparts. 

• It demonstrates the effect on societal benefits in the context of a (social) cost-benefit 

analysis by replacing an SCRTA model with STAQ in a case study on a large scale 

strategic transport model system: the strategic transport model of the province of Noord-

Brabant, the Netherlands (Heynickx et al., 2016). 

• It demonstrates the robustness and computational efficiency on one small, two medium 

and four large scale strategic transport model systems for all twelve model variations of 

STAQ. Each variation is defined by the method used to average the route choice 

probabilities over iterations to improve convergence, the level of inclusion of junction 

modelling and whether spillback effects are included in the route choice model.  

 

With respect to the semi-dynamic version of STAQ, this thesis contributes by:  

• Providing a description of the solution algorithm of the semi-dynamic version of STAQ 

as an extension of the solution algorithm of its static ancestor, along with methods to derive 

collective losses and average delays from it outputs from both the networks operator’s and 

traveler’s perspective on link, route- and network level.  

• Demonstrating the absolute, temporal and spatial effects on collective loss when 

replacing an SCCTA model with a S-DCCTA model using a comparative model 

application on the large scale strategic transport model system of Noord-Brabant. For this 

transport model system, this comparison quantifies the effect of the empty network 

assumption in static TA models.  

• Comparing accuracy and stability of SCCTA, S-DCCTA and DCSTA models on small 

networks by looking at the location and length of queues and amount of collective loss and 

its temporal distribution, and by comparing the course of the adapted relative duality gap 

over iterations; and 

• Comparing stability and scalability of SCCTA and S-DCCTA models on the large scale 

strategic transport model system of Noord-Brabant, by comparing calculation times and 

the required number of iterations to reach equilibrium, along with an outlook on expected 

calculation time reduction that could be gained when converting the prototypical 

implementation into production code.  
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With respect to travel demand estimation this thesis gives insights on the three proposed 

solution strategies compared to the strategy mostly employed in current practice based on 

practical applications. More specific:  

• for the reference strategies and two alternative strategies only brief insights are 

provided based on earlier applications described in e.g. (Brederode et al., 2017; Lockwood, 

2018; Verlinden and van Grol, 2022); whereas 

• for the (proposed) third strategy extensive findings on the accuracy, computational 

efficiency and scalability are provided using applications on the Sioux Falls network 

(Transportation Networks for Research Core Team, 2019) as well as a large scale strategic 

transport model system of Noord-Brabant.  

1.7 Outline 

Figure 1.2 depicts the outline of the remainder of this thesis. Chapter 2 defines a framework to 

classify strategic macroscopic first order TA models, which contains STAQ (Chapter 3) as well 

as its semi-dynamic version (Chapter 4) that are part of this thesis. In Chapter 5, three solution 

strategies for travel demand estimation on congested networks using an SCCTA model are 

methodologically compared to the (SCRTA model based) method from current practice. An 

implementation of the third alternative strategy using STAQ is described and extensively tested 

in Chapter 6. The thesis concludes with Chapter 7 which contains conclusions along with 

implications for practice and recommendations for further research. 

Together, Chapter 2, Chapter 3 and Chapter 4 focus on the first research objective (section 1.3) 

in the context of the primary use case for TA models: regular application in strategic transport 

model systems (corresponding to the left part of Figure 1.1), whereas Chapter 5 and Chapter 6 

focus on the second research objective in the context of the secondary use case for TA models: 

the estimation of travel demand from observed network data (corresponding to the right part of 

Figure 1.1). 
 

 
Figure 1.2: thesis outline 
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Chapter 2 
 
Genetics of traffic assignment models for strategic transport 
planning 

 

Abstract 

This paper presents a review and classification of traffic assignment models for strategic 

transport planning purposes by using concepts analogous to genetics in biology. Traffic 

assignment models share the same theoretical framework (DNA), but differ in capability 

(genes). We argue that all traffic assignment models can be described by three genes. The first 

gene determines the spatial capability (unrestricted, capacity restrained, capacity constrained, 

and capacity and storage constrained) described by four spatial assumptions (shape of the 

fundamental diagram, capacity constraints, storage constraints, and turn flow restrictions). The 

second gene determines the temporal capability (static, semi-dynamic, and dynamic) described 

by three temporal assumptions (wave speeds, vehicle propagation speeds, and residual traffic 

transfer). The third gene determines the behavioral capability (all-or-nothing, one shot, and 

equilibrium) described by two behavioral assumptions (decision-making and travel time 

consideration). This classification provides a deeper understanding of the often implicit 

assumptions made in traffic assignment models described in the literature. It further allows for 

comparing different models in terms of functionality, and paves the way for developing novel 

traffic assignment models.  

 

Keywords: Traffic assignment, strategic transport planning, spatial assumptions, temporal 

assumptions, behavioral assumptions, fundamental diagram, model capabilities 

 

This chapter is a version of the following publication: 

Bliemer, M.C.J., Raadsen, M.P.H., Brederode, L.J.N., Bell, M.G.H., Wismans, L.J.J., Smith, 

M.J., 2017. Genetics of traffic assignment models for strategic transport planning. Transport 

Reviews 37, 56–78. https://doi.org/10.1080/01441647.2016.1207211 

 

CRediT author statement: 

Michiel Bliemer: Conceptualization, Methodology, Investigation, Writing – original draft, 

Writing – review & editing, Visualization, Project administration, Funding acquisition. Mark 

Raadsen: Conceptualization, Methodology, Investigation, Writing – review & editing. Luuk 

Brederode: Conceptualization, Methodology, Investigation, Writing – review & editing. 

Michael Bell: Writing – review & editing, Funding acquisition. Luc Wismans: Writing – 

review & editing. Mike Smith: Writing – review & editing, Resources. 

  

https://doi.org/10.1080/01441647.2016.1207211


12 Incorporating congestion phenomena into large scale strategic transport model systems 

 

 

2.1 Introduction 

2.1.1 Background  

Traffic assignment models are used all over the world in strategic (long term) transport planning 

and project appraisal to forecast future traffic flows and travel times. Road authorities typically 

apply traditional models on large scale road networks for this purpose. These models describe 

the interaction between road travel demand (in particular passenger cars) and road infrastructure 

supply and were initially developed in the 1950s. The overall structure as depictured in Figure 

2.1 has not changed much since (although solution algorithms have become more efficient). 

Traffic assignment models consist of a route choice sub-model that determines path flows and 

a network loading sub-model that propagates these path flows through the network and yields 

travel times. The route choice sub-model has a (possibly time-varying) origin-destination travel 

demand matrix as input, while the network loading sub-model considers infrastructure 

characteristics including road segment length, number of lanes, maximum speed, and possibly 

intersection layout and average green times of traffic controls. 

Over the past few decades, there have been many new developments (especially in dynamic 

network loading models) leading to more advanced traffic assignment models that describe 

flows and travel times more realistically and (in certain ways) enhance their applicability. Such 

advancements can be categorised as being spatial, temporal, or behavioural in nature. We will 

refer to models incorporating such advancements as more capable models that have a larger 

ability to incorporate phenomena observed in reality. 

 
Figure 2.1: Equilibrium between travel demand and infrastructure supply 

There exists a wide range of traffic assignment models proposed in the literature, ranging from 

static to dynamic models, ranging from models that consider only free-flow conditions to 

models that consider congestion with queuing and spillback, and ranging from all-or-nothing 

assignment to equilibrium models. These models differ in capabilities, each making their own 

underlying assumptions.  

In this paper we aim to disentangle some of the characteristics of traffic assignment models and 

explicitly state the assumptions underlying these models. Deeper insights in these assumptions 

allows a better understanding of the capabilities of each model and the circumstances under 

which models may reasonably be applied, as well as develop new more capable models.  

2.1.2 Scope 

In this paper we focus on capabilities of traffic assignment models with a focus on motorised 

private transport. This means we do not consider public transport or active modes of transport 

Route choice sub-model

Network loading sub-model

path 
flows

travel
times

Travel demand

Infrastructure supply
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(such as walking and cycling). We would like to point out that “capability” is only one aspect 

when selecting suitable models for strategic transport planning. There are many other relevant 

aspects, such as ease of use (i.e., short run times, easy calibration, low input requirements), 

accountability (convergence of algorithms, existence and uniqueness of solutions, model 

complexity), and robustness (i.e., does the model generate stable outcomes). It is for example 

likely that a highly capable model has a higher computational complexity and less favourable 

solution properties, so a transport planning analyst should always balance these aspects when 

choosing a suitable model. We refer to (Bliemer et al., 2013) for a more general discussion on 

these requirements for traffic assignment models. 

We narrow the scope of this paper further by making the following eight limiting assumptions: 

(i) macroscopic description of traffic flow, (ii) only first order effects are considered, (iii) only 

pre-trip route choice is considered, (iv) no day-to-day dynamics are considered, (v) individual 

travellers are guided by selfish (non-cooperative) behaviour, (vi) inelastic travel demand, (vii) 

only a single user class is considered, and (viii) only travel time is considered in route choice.  

The first five assumptions are made because the focus is on traffic assignment models for 

strategic transport planning purposes, which in general do not consider mesoscopic or 

microscopic representations of traffic flows (with possible random components), ignore 

dynamical second order effects (such as capacity drop, stop-and-go waves, and hysteresis), do 

not consider en-route travel decisions (which are more relevant for short term traffic 

operations), do not consider learning processes and disequilibria (partly due to difficulties when 

comparing base and future scenarios), and does not consider system optimal conditions (which 

can be  useful for network design).  

The last three assumptions are made to restrict ourselves to core components of traffic 

assignment models in which we assume a given travel demand (and do not include departure 

time choice, mode choice, destination choice, or other travel choices influencing demand) for 

a single user class (passenger cars) considering only travel time (and do not include tolls, travel 

time reliability, parking costs, etc.). These last three assumptions can be relaxed and are not 

strictly necessary for our framework, but they allow a more focussed presentation of the 

concepts in this paper. For example, one can replace travel time with a generalised cost or 

(dis)utility function that includes travel times and travel costs. Further, multiple user classes 

can be taken into account by considering different sensitivities to time and cost in these 

generalised cost functions (e.g., people with a high or low willingness to pay for travel time 

savings). Taking different vehicle types into account in a macroscopic model is usually more 

challenging due to asymmetric interactions between for example cars and trucks (see e.g. 

Bliemer and Bovy, 2003), which is partly why modellers often choose to convert all vehicle 

types into passenger car units. 

2.1.3 Genetics 

In this paper we describe the ‘genetics’ of traffic assignment models, which allows us to 

describe and characterise models in a qualitative fashion. Although the various traffic 

assignment models proposed in the literature may seem very different and sometimes 

incompatible, they share the same DNA and can be seen as descendants of the same ancestors 

having different genes. 

In biology, DNA is the blueprint of life that consists of instructions that control the functions 

of cells. Each species (e.g., humans) shares more or less the same DNA. The building blocks 

of DNA are called nucleotides, which store genetic information. Genes describe basic functions 

of living organisms and consist of a specific sequence of nucleotides. The genetic code therefore 

describes all characteristics of the organism. DNA is inherited from parents through 

recombination, and evolves through mutation (i.e., genetic variation). 
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Traffic assignment models can be thought of as being characterised by a genetic code containing 

model assumptions and genes that describe functionality. Each traffic assignment model for 

strategic transport planning shares the same theoretical framework (namely, DNA). We identify 

three different genes: (i) a gene that describes spatial interactions, (ii) a gene that describes 

temporal interactions, and (iii) a gene that describes behaviour. These genes are composed of 

nucleotides that delineate each individual assumption that impacts on the functional capability 

of the model. By combining different temporal, spatial, and behavioural assumptions, different 

traffic assignment models are created. 

A very capable organism with many positive characteristics is sometimes said to have ‘good 

genes’. Advanced traffic assignment models may be thought of as having ‘better’ genes than 

their simpler traditional counterparts regarding realism. An organism is defined by physical 

appearance and its behaviour, both defined by genes.2 In strategic macroscopic models, the 

network loading sub-model can be seen as a physical process in which traffic flow is modelled 

as a fluid following hydrodynamic theories. While traffic flow is a result of underlying 

individual driving behaviour (e.g., speed choice and lane choice), this level of behaviour is not 

described by macroscopic models; instead it is aggregated to a physical relationship through a 

cost function or the fundamental diagram of traffic flow (see subsections 2.2.1 and 2.3.2). Thus, 

the network loading sub-model is physical in nature and described by a spatial and temporal 

gene. In contrast, the route choice sub-model describes a behavioural process and is described 

by a, third, behavioural gene.  

Just like living organisms, traffic assignment models have evolved over time, often by small 

mutations in one of the underlying assumptions, sometimes by recombination of existing 

models into a new model. By discovering basic underlying assumptions of each model (genetic 

code), we can investigate model functionality and limitations, as well as propose improved 

models. It also allows genetic modifications of existing models to develop novel models. 

2.1.4 Paper outline 

In section 2.2 we describe the DNA of traffic assignment models, which allows us to classify 

each traffic assignment model. Section 2.3 describes the first gene using four nucleotides that 

represent the spatial assumptions. Section 2.4 describes the second gene, consisting of two 

nucleotides that represent the temporal assumptions. Section 2.5 discusses the third gene, 

consisting of two nucleotides representing behavioural assumptions. Section 2.6 establishes the 

genetic code for a selection of traffic assignment models proposed in the literature based on the 

spatial, temporal, and behavioural assumptions. Finally, we draw conclusions in section 2.7 and 

state some potential for new model development. 

2.2 DNA of traffic assignment models 

In the literature, the main distinction that is often made between models is with respect to 

temporal assumptions, i.e. whether a model is static or dynamic. Dynamic models are typically 

seen as superior over static models. However, in terms of spatial interactions, certain static 

models are capable of accounting for queues and even spillback while certain dynamic models 

may not. Also, regarding the underlying route choice behaviour, some simple static models may 

be more advanced than certain dynamic models. We therefore need a more elaborate 

classification of traffic assignment models that describes their characteristics and capabilities 

in greater detail.  

 
2 Although there is debate in the literature whether behaviour is determined by genes or by the 

environment (or both), in biology the field of study called behavioural genetics examines the origins of 

individual differences in behaviour.  
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In this section we propose a unified theoretical framework (DNA) for traffic assignment 

models. This classification leads to model types and capabilities that result from three different 

genes that describe spatial, temporal, and behavioural assumptions, see Figure 2.2. Details of 

these underlying assumptions will be discussed in sections 2.3, 2.4 and 2.5. 

Gene 1 describes the assumptions regarding spatial interactions, resulting in four distinct model 

classes (see subsection 2.2.1). Gene 2 describes the assumptions regarding temporal 

interactions, resulting in three model classes (see subsection 2.2.2). Finally, Gene 3 describes 

the behavioural assumptions, leading to three model classes (see subsection 2.2.3). Combining 

the different model classes, the framework in Figure 2.2 describes in total 36 different model 

types, each with their own capabilities. The most capable model type according to this 

framework is a dynamic capacity and storage constrained equilibrium traffic assignment model, 

while the least capable model type is a static unrestrained all-or-nothing traffic assignment 

model. Each less capable model type is a special case of a more capable model type. In other 

words, less capable models can typically be derived from more capable models by making 

simplifying assumptions. 

 
Figure 2.2: DNA of traffic assignment models 

2.2.1 Model classes and capabilities resulting from spatial assumptions 

As a result of spatial assumptions (Gene 1), the following model types are distinguished (in 

increasing order of capability): 

Unrestrained models; 

• Capacity restrained models; 

• Capacity constrained models; 

• Capacity and (queue) storage constrained models. 

The most capable traffic assignment models are models that constrain both the capacity (of 

flow) and the storage (of queues) on road segments. These models ensure that flow does not 

exceed capacity by diverting traffic to routes with spare capacity or by buffering vehicles in a 

physical queue. If the length of the queue exceeds the length of the road segment, the queue 

will spillback to upstream road segments. A capacity constrained model is a special case in 

which there are no constraints on the (queue) storage and as such spillback does not occur. An 

even more simplified model class is the capacity restrained model. In this model class, flows 

can exceed the physical road capacity and therefore queues are not described explicitly. To 
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mimic the effect of queues (in these models) travel times simply increase with increasing levels 

of flow. Finally, the simplest and least capable model is an unrestrained model with fixed 

(usually free flow) travel conditions and travel times. 

Capacity restrained models are the most common model class in strategic transport planning, 

although the use of capacity (and storage) constrained models is gaining in popularity. 

Unrestrained models are rarely used. Each model class has different capabilities and a particular 

model should ideally only be used in cases where the underlying spatial assumptions are valid; 

however, as remarked above, there are many other factors which may influence model choice. 

Figure 3 indicates a fundamental diagram describing the theoretical relationship between flow 

and density that can be empirically observed from traffic counts, and depends, among other 

things, on the number of lanes, the maximum speed limit, and the road type. Such a fundamental 

diagram may be assumed to hold for each cross-section on a homogeneous road segment (and 

is independent of the length of the road segment). Each point on this diagram represents a 

specific steady-state traffic state.3 While the diagram only shows flows (veh/h) and densities 

(veh/km), the speed of a vehicle (km/h) can be determined using the fundamental relationship 

that (space-mean) speed equals flow divided by density. For low densities (indicated by A and 

B in Figure 2.3) there is no congestion and no queues appear. Such traffic states are called 

hypocritical states (below the critical density) in which flow increases with density (i.e., 

throughput increases with more vehicles on the road).  High densities (indicated by C and D) 

are a result of congestion and queues on the road. These traffic states are called hypercritical 

states in which flow decreases with density (i.e., throughput deteriorates with more vehicles on 

the road). The jam density provides an upper bound on the number of vehicles that can be stored 

on a certain road segment (assuming zero speed). For more information on the fundamentals of 

traffic flow theory and the fundamental diagram we refer to e.g. (Cascetta, 2009).  

 
Figure 2.3: Spatial assumptions and model capabilities 

 

Unrestrained models are only suitable for light traffic conditions (A) in which flow increases 

linearly with density, indicating that vehicles drive at maximum speed. Capacity restrained 

models are only suitable for light to medium traffic conditions (A and B) in which the flow 

does not exceed capacity, but some slight delays may occur due to increasing density. These 

models do not describe the hypercritical part of the fundamental diagram. Capacity constrained 

 
3 In other words, this relationship only describes first order effects and does not explicitly describe 

transitions between traffic states (which requires explicit modelling of braking and acceleration as 

second order effects). As mentioned in Section 1.2, second order effects are usually not considered in 

large scale strategic transport planning for tractability reasons, but also to avoid illogical behaviour such 

as negative flows and traffic going backwards as outlined by Daganzo (1995b). 
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models are suitable for light to heavy traffic conditions (A, B, and C) in which short queues can 

form.4 These models cannot describe queues longer than the length of the road. Most capable 

is a capacity and storage constrained model, which can be applied to all traffic conditions (A, 

B, C, and D); including very heavy traffic when queues can grow longer than the road length 

and spillback to upstream road segments occurs.  

Section 2.3 describes the underlying assumptions of these model classes in more detail. 

2.2.2 Model classes and capabilities resulting from temporal assumptions 

As a result of temporal assumptions (Gene 2), the following model types can be distinguished 

(in increasing order of capability): 

• Static models; 

• Semi-dynamic models; 

• Dynamic models. 

Dynamic models consider time-varying travel demand and multiple time periods for route 

choice and within each time period there exist (smaller) time steps for network loading in which 

flows are propagated through the network. These models explicitly account for variations over 

time in path flows, link flows, and travel times, and are the most capable models considered. 

Semi-dynamic models are special cases that only consider part of the dynamics. They often 

consider only a single time step for network loading within each route choice period, but may 

propagate traffic flows between route choice periods. Finally, static models are the simplest and 

least capable models that consider a stationary travel demand and only a single time period 

(with a specified or unspecified duration) for both route choice and network loading.  

Some models are referred to as quasi-dynamic, which can be confusing. Quasi-dynamic models 

only consider a single time period and do not explicitly model time-varying flows. As such, 

these models are essentially static; they may be thought of as static models with certain dynamic 

elements (such as queues), see (Miller et al., 1975) and (Payne and Thompson, 1975). Due to 

lack of a formal definition, we define quasi-dynamic models as static models that impose 

capacity and/or storage constraints and thereby can explicitly account for queues (similar to 

more advanced dynamic models).  

Static models are the most common model class adopted for strategic transport planning 

purposes, although semi-dynamic models are used in some countries. Dynamic models are 

increasing in popularity, but applications for strategic planning purposes remain in minority 

due to the much higher model complexity and related needed computation times. As before, 

model classes defined by temporal assumptions have different capabilities and should ideally 

only be used in cases where these assumptions are valid; however, as remarked above, there are 

many other factors that may influence model choice. 

Figure 2.4 illustrates how static, semi-dynamic, and dynamic models represent travel demand. 

The solid red line indicates the actual travel demand for a single origin-destination pair, and the 

grey bars represent the average demand in the model during each period. The areas of the grey 

bars (indicating the number of vehicles) are equal to the areas underneath the demand curves.  

A static model considers a single time period, typically consisting of an entire peak period (e.g., 

a three hour period from 6.30am till 9.30am), and assumes that traffic outside this time period 

does not influence flows or travel times in the considered period. In other words, traffic in 

different periods can be assigned separately. Route choice proportions are assumed stationary 

during this period and network loading also considers a single time period in which all traffic 

reaches the destination and link flows are interpreted as average flows during this period.  

 
4 Note that the line that separates traffic conditions C and D in Figure 2 is plotted somewhat arbitrary 

between the critical density and jam density since it is case specific, i.e. depends on the inflow rate and 

the link length.  
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In a semi-dynamic model multiple time periods are considered (e.g., one hour time slices, such 

as periods 6-7am, 7-8am, 8-9am, and 9-10am). It can be seen as a sequence of static models, 

however it takes the result from a previous period (such as vehicles in a queue) into account, 

for example by passing on residual traffic to the next period. As such, semi-dynamic models 

are more capable in describing travel demand variations as well as interactions of vehicles 

across time periods. Route choice proportions are assumed stationary during each time period, 

while network loading within each time period is usually done in a simple fashion similar to a 

static model. However, this typically does include the limitation that vehicles cannot be 

propagated for more than the duration of each period. In other words, vehicles that do not reach 

their destination within a single time period may be transferred to the next time period.  

Dynamic models are capable of describing interactions between vehicles within and across each 

time period. They usually consider many smaller time periods (e.g., time slices of 15 minutes), 

which allows them to more accurately represent time-varying travel demand. Route choice 

proportions are typically assumed stationary during each time period. Network loading is much 

more sophisticated and similar to simulation models, i.e. they typically consider small time 

steps (e.g., 1 second) in which vehicles are propagated through the network.  

Section 2.4 describes the underlying assumptions of these model classes in more detail. 

 
Figure 2.4: Temporal interaction assumptions and model capabilities 

2.2.3 Model classes and capabilities resulting from behavioural assumptions 

As a result of behavioural assumptions (Gene 3), the following model types can be 

distinguished (in increasing order of capability): 

• All-or-nothing models; 

• One shot models; 

• Equilibrium models. 

Equilibrium models are the most capable models in which travellers consider congested travel 

times when choosing their route. In an equilibrium state, often referred to as a user equilibrium 

in which travellers are assumed to be non-cooperative (i.e., exhibit selfish behaviour), no 

traveller can unilaterally change routes to improve his or her travel time (Wardrop, 1952). This 

is in contrast to system optimal models that assume travellers cooperate and minimise the total 

(or average) travel time in the system. In this context, in this paper, only user equilibrium 

models are considered. One shot models are simplified models in which there is no feedback 

from previous travel time experience but rather a single network loading is performed based on 

initial path flow proportions. Such path flow proportions are either pre-determined or based on 

instantaneous travel times considering current traffic conditions. Finally, the simplest and least 

capable is an all-or-nothing model that is a special case of a one shot model in which all 

travellers follow the fastest route based on given (typically free-flow) travel times.   
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Each of these model classes can be further differentiated into deterministic and stochastic 

models. Deterministic models usually assume perfect information, such that travellers base their 

decisions on actual travel times. In contrast, stochastic models assume imperfect information, 

such that travellers make decisions based on perceived travel times (Daganzo and Sheffi, 1977).  

Equilibrium models are the most widely used model class in strategic transport planning, while 

system optimal assignments are mainly used to provide a benchmark solution. One shot models 

are often applied to simulate traffic using a more advanced (dynamic) network loading model 

based on route choice proportions from a simpler (static) model. All-or-nothing assignments, 

static or time-dependent, are not that common (anymore), but are often sub-models in 

equilibrium models.  

Section 2.5 describes the underlying assumptions of these model classes in more detail. 

2.3 Gene 1: Spatial assumptions 

The first gene represents the spatial assumptions, which describe how traffic flows in network 

loading spatially interact and directly impact on the realism of the model (see also Figure 2.2). 

These spatial interactions are a combination of assumptions on the link level (shape of the 

fundamental diagram, capacity and storage constraints), and the node level (turn flow 

restrictions yielding turn reduction factors). These spatial interactions have been analysed 

separately or jointly in the literature and can be calibrated empirically.  

The four specific assumptions (nucleotides) within this gene are summarised in Table 2.1 and 

are discussed in more detail in the following subsections. The nucleotide level refers to the 

spatial level at which interactions are described. The spatial assumptions of a traffic assignment 

model can be indicated using a sequence of letters representing the genetic code. For example, 

the most widely used assignment model for strategic transport planning purposes is a static 

capacity restrained model with the following code for Gene 1: CN-UU-U-N. The most 

sophisticated and capable model according to this classification is defined by genetic code CC-

CC-C-F. 

 

Nucleotide Level Type Code Explanation 

Shape of the 

fundamental 

diagram 

Link 

Hypocritical L, P, Q, C 
Linear / Piecewise linear / 

Quadratic / Concave  

Hypercritical 
L, P, Q, C,       

H, V,  N 

Linear / Piecewise linear / 

Quadratic / Concave / Horizontal / 

Vertical / Not available 

Capacity 

constraints 
Link 

Inflow U, C Unconstrained / Constrained  

Outflow U, C Unconstrained / Constrained  

Storage constraints Link  U, C Unconstrained / Constrained  

Turn flow 

restrictions 
Node 

 
F, O, N First order / Other / No restrictions 

Table 2.1: Genetic code for Gene 1 (spatial assumptions) 

2.3.1 Nucleotide 1 – Shape of the fundamental diagram 

All traffic assignment models explicitly or implicitly assume a fundamental diagram. The shape 

of the fundamental diagram plays an important role in traffic flow theory and different shapes 

lead to different traffic patterns on a link (some more realistic than others). We indicate the 

maximum flow through any part of a homogeneous road segment by physical road capacity ,C  
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also referred to as the saturation flow, which depends among other things on the number of 

lanes and the speed limit. The inflow and outflow capacity, however, are at best equal to C  

and in many cases lower. For example, the outflow capacity may be restricted due to traffic 

controls and competing traffic (e.g., a merge) and the inflow capacity may be restricted due to 

spillback of a downstream bottleneck. This does not influence the fundamental diagram itself, 

but rather means that only specific traffic states on the diagram are observed in practice.  

 
Figure 2.5 Shapes of the fundamental diagram 

The fundamental diagram is generally defined by an increasing concave hypocritical branch 

(for densities lower than the critical density, indicated in blue in Figure 2.5, consistent with 

traffic conditions A and B in Figure 2.3) and a decreasing concave hypercritical branch (for 

densities higher than the critical density, indicated in red in Figure 2.5, consistent with traffic 

conditions C and D in Figure 2.3). The shape of such a general function can be indicated by CC 

using the coding from Table 2.1. 

The first fundamental diagram was described by (Greenshields, 1935). He proposed a linear 

relationship between speed and density, which results in a quadratic fundamental diagram QQ, 

see Figure 2.5(b). Such a symmetric fundamental diagram may describe hypocritical traffic 

conditions quite accurately, but performs poorly for hypercritical states. A popular choice in 

traffic flow theory due to computational advantages has been an asymmetric triangular 

fundamental diagram LL (Newell, 1993) as shown in Figure 2.5(c). While a linear relationship 

in the hypercritical branch is often considered sufficiently realistic, a linear relationship in the 

hypocritical branch is less realistic (since it assumes that the speed at capacity is equal to the 

maximum speed). Therefore, piecewise linear fundamental diagrams PP as shown in Figure 

2.5(d) have been proposed (e.g., Yperman, 2007), which maintain many of the computational 
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benefits. A special case of such a piecewise linear fundamental diagram is the trapezoidal 

fundamental diagram (Daganzo, 1994) shown in Figure 2.5(e).  

Diagrams shown in Figure 2.5(a)-(e) result in models with physical queues since they have a 

downward sloping hypercritical branch, while the diagrams in Figure 2.5(f)-(g) do not result in 

any queues since the hypercritical branch is absent. Other shapes of the hypercritical branch of 

the fundamental diagram have been proposed that result in specific types of queues. A 

fundamental diagram with a horizontal hypercritical branch as shown in Figure 2.5(h) is 

consistent with a model with vertical (non-spatial) queues, while a vertical hypercritical branch 

as shown in Figure 2.5(i) yields a model with horizontal (spatial) queues in which all queues 

are assumed to have a fixed queuing density, either equal to the jam density (leading to very 

compact queues) or some other fixed queuing density (Bliemer, 2007). 

Fundamental diagrams have been used extensively in more advanced capacity and storage 

constrained dynamic traffic assignment models; in contrast, static models have mainly relied 

on link performance functions (also called volume-delay functions or travel time functions or 

cost-flow functions), which describe the relationship between link travel time and link flow 

(volume) or between speed and flow ((Branston, 1976) reviews link performance functions). 

The most well-known link performance function is the BPR link performance function (Bureau 

of Public Roads, 1964) . The corresponding fundamental diagram that is implicitly assumed is 

plotted in Figure 2.5(f). Two things can be observed from this CN shape. First, the BPR function 

gives rise to only the hypocritical branch of the fundamental diagram and ignores the 

hypercritical branch. Secondly, the hypocritical branch increases beyond the physical road 

capacity C, making it suitable only for capacity restrained models. Another popular choice in 

capacity restrained models is the conical link performance function proposed by (Spiess, 1990), 

which exhibits less rapid increases in link travel times when flows exceed capacity.  

(Davidson, 1966) proposed a specific function in which the travel time goes to infinity as the 

flow approaches capacity (as suggested by Beckmann et al., 1956). Such a function is called a 

barrier function and guarantees that flows do not exceed the road capacities, hence this function 

can be used in a capacity constrained model. The corresponding fundamental diagram is shown 

in Figure 2.5(g) in which the hypocritical branch has a horizontal asymptote at capacity. 

However, this model may give rise to computational problems and perhaps unrealistic travel 

times when flow approaches capacity. Several others have discussed modifications to eliminate 

these problems (e.g., Akcelik, 1991; Daganzo, 1977; Taylor, 1984).  

Link performance functions have also been used in several dynamic models (e.g., Bliemer and 

Bovy, 2003; Friesz et al., 2013; Janson, 1991; Ran and Boyce, 1996) in which travel times are 

calculated for vehicles at the time of link entrance (based on the flow at link entrance or all 

flows that previously entered or exited the link). These computed travel times, also referred to 

as predictive travel times, are then used to calculate the link exit times for flow propagation. 

Such link performance functions  cannot realistically describe flows and travel times under 

(very) heavy traffic conditions (at densities C and D in Figure 2.3) since these functions do not 

represent the hypercritical branch of the fundamental diagram and do not explicitly describe 

queues.  

2.3.2 Nucleotide 2 – Capacity constraints 

Some models consider capacity constraints, while others assume no upper bounds on traffic 

flows. In case no constraints on the link entrance and exit flows are assumed, i.e., UU in Table 

1, no queues build up. This is consistent with fundamental diagrams of the shape shown in 

Figure 2.5(f). When considering both link entrance and exit capacity constraints, i.e. CC, these 

are typically set to the single physical link capacity .C  In this case, residual queues will form 

upstream the bottleneck link. Some models consider UC, in which only link exit capacities are 

considered. In other words, flow is not restricted to flow in, but is restricted when flowing out. 
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Such an assumption leads in some situations to queues inside the bottleneck link. Finally, 

models can also consider CU with link entrance capacity constraints and no explicit outflow 

constraints. 

2.3.3 Nucleotide 3 – Storage constraints 

When the number of vehicles in a queue exceeds the available link storage, the queue will spill 

back to upstream links. The theoretical maximum number of vehicles that can be physically 

stored on a link should be equal to the jam density times the link length, although in moving 

queues (with a density lower than the jam density) the number of vehicles that can be present 

on the link is much lower. Some models do not consider spillback, thereby implicitly assuming 

no storage constraints (U). This essentially means an infinite jam density, which is consistent 

with the fundamental diagram presented in Figure 2.5(h). Models that take storage constraints 

into account (C) have a finite jam density, consistent with the fundamental diagrams in Figure 

2.5(a)-(e) and Figure 2.5(i).  

2.3.4 Nucleotide 4 – Turn flow restrictions 

Given that queues and travel time delays mainly arise due to interactions at the node level (i.e., 

merges, intersections), it is perhaps surprising to see that many static traffic assignment models 

and some dynamic models completely lack a node model description. In case there are no 

capacity constraints on the link entrance or exit flows, queues will never occur and hence a 

node model can often be omitted (N). In addition to node models (or sometimes instead of node 

models), junction models can be used to calculate additional delays per turn and may also 

impose turn capacities as well (based on junction configurations and controls). 

In the presence of capacity constraints, node models determine the turn flows at intersections, 

merges, and diverges. (Tampère et al., 2011) describe requirements for a first order node model 

for a node with any number of incoming and outgoing links. These requirements include 

holding free solutions (Jabari, 2016; inaccurately called flow maximisation in earlier papers on 

macroscopic node models), non-negativity, satisfying demand and supply constraints, 

satisfying the conservation of turn fractions (CTF) and the invariance principle (Lebacque and 

Khoshyaran, 2005). Merge constraints that follow the capacity based weighted queuing rule (Ni 

and Leonard, 2005) satisfy the invariance principle, in which the outflow rates are capacity 

proportional in case both in-links are congested. An often used merge constraint that does not 

satisfy the invariance principle is the fair merging rule in which inflow rates are demand 

proportional (Jin and Zhang, 2003) 

(Bliemer, 2007) combines a first-in-first-out diverging rule and the fair merging rule into a 

closed form demand proportional model for general cross nodes. Several node models for 

general nodes have been proposed in the last decade (e.g., Jin, 2012a, 2012b; Jin and Zhang, 

2004), none of them satisfy both CTF and the invariance principle and are therefore classified 

under other turn flow restrictions (O). More recently, models have been proposed that satisfy 

all requirements for first order node models (F), including CTF and the invariance principle, 

see e.g. (Flötteröd and Rohde, 2011; Gibb, 2011; Smits et al., 2015; Tampère et al., 2011). 

2.4 Gene 2: Temporal assumptions 

In this section we consider temporal assumptions in network loading identified in the second 

gene. Temporal assumptions determine whether a model is static, semi-dynamic, or dynamic. 

These assumptions consider interactions within time periods (wave speeds and vehicle 

propagation speeds) as well as across time periods (residual traffic transfer). They can be used 

to remove or simplify time dynamics within the model. 
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The three specific assumptions (nucleotides) within this gene are summarised in Table 2.2 and 

are discussed in more detail in the following subsections. Note that the level refers to the 

temporal level (within-period or across periods) at which the interactions are described. The 

temporal assumptions for traditional static models can be described by the following code for 

Gene 2: IN-IN-N. The most capable dynamic model is defined by genetic code KK-VV-T.  
 

Nucleotide Level Type Code Explanation 

Wave speeds Within 

Hypocritical K, V, I Kinematic / Vehicular / Infinite 

Hypercritical 
K, I, Z, 

N 

Kinematic / Infinite / Zero / Not 

available  

Vehicle propagation 

speeds 
Within 

Hypocritical V, I Vehicular / Infinite 

Hypercritical V, I Vehicular / Infinite / Not available 

Residual traffic transfer Across  T, N Transfer / No transfer 

Table 2.2: Genetic code for Gene 2 (temporal interaction assumptions) 

2.4.1 Nucleotide 5 – Wave speeds 

Temporal interactions on a network are described by wave speeds as well as vehicle propagation 

speeds. Wave speeds are used to propagate traffic states through the network while vehicle 

propagation speeds describe how vehicles move through the network. Vehicle propagation 

speeds are discussed in the next nucleotide. 

We first consider wave speeds in the hypocritical branch (i.e., forward waves). In the first order 

kinematic wave model proposed by LWR (Lighthill and Whitham, 1955; Richards, 1956), 

traffic conditions travel at the kinematic wave speed (K) equal to the slope of the hypocritical 

branch of the fundamental diagram as shown in Figure 2.6(a) for traffic flow rate q. It is 

important to realise that the speeds at which traffic states propagate and the speeds at which 

vehicles are propagated through the network are in general not the same. In case of a concave 

hypocritical branch, the kinematic wave speed is always smaller than (or equal to) the vehicular 

speed (V), which is equal to the flow divided by the density and hence equal to the slope of the 

line connecting the origin to the traffic state as shown in Figure 2.6(b). Only if the hypocritical 

branch is linear, these speeds are equal. More recent dynamic models consider kinematic wave 

speeds, but especially earlier dynamic models and semi-dynamic models consider vehicular 

speeds.  

All static models simplify the within-period interactions by implicitly assuming infinite forward 

wave speeds (I) in which traffic states instantaneously propagate through the network and reach 

their destination within the single period. This situation is illustrated in Figure 2.6(c). This 

assumption effectively removes the necessity (and possibility) to track traffic states over time.  

 
Figure 2.6 Speeds in hypocritical branch 
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Backward waves track how traffic states in the hypercritical branch propagate backwards on a 

road segment, and are responsible for queue build up and possible spillback to upstream road 

segments. In the LWR model traffic conditions travel at the (negative) kinematic wave speed 

(K) equal to the slope of the hypercritical branch of the fundamental diagram as shown in Figure 

2.7(a) for traffic state q. Similar to forward waves, it requires a dynamic model to explicitly 

deal with the effects of such backward kinematic waves over time. 

An unconstrained static model gives rise to a fundamental diagram, which does not have a 

hypercritical branch; and so backward wave speeds are not available (N). A capacity 

constrained static model however does give rise to a hypercritical branch. In these fundamental 

diagrams two different temporal assumptions regarding backward waves can be made (since 

the time dimension does not exist in a static model). The most widely adopted assumption is 

that backward wave speeds are zero (Z) as shown in Figure 2.7(b). In this case, traffic conditions 

never move backwards, which usually means vertical non-spatial queues and no spillback. 

(Note that stationary physical queues are also consistent with zero backward wave speeds.) The 

zero speed assumption is consistent with fundamental diagrams of the shape shown in Figure 

2.5(h). Another assumption is that there is a (negative) infinite speed (I) as depicted in Figure 

2.7(c); this allows the model to describe spillback when the number of vehicles in the queue 

exceeds the available link storage. Note that an infinite backward wave speed does not mean 

that queues build up indefinitely, since the length of the queue is constrained by the number of 

vehicles in the queue. The fundamental diagram in Figure 2.5(i) is consistent with the infinite 

speed assumption.  

2.4.2 Nucleotide 6 – Vehicle propagation speeds 

Instead of looking at the speeds at which traffic states propagate, we now look at the assumption 

on the speed with which vehicles propagates on a road segment. As mentioned in the previous 

section, traffic states and vehicles in general do not move at the same speed.  

In the hypocritical branch, traffic states and vehicles both move forward, but vehicles never 

move slower than traffic states (see Figure 2.6). In static models, the vehicle propagation speed 

is assumed to be infinite (I) such that vehicles move instantaneously through the network within 

a single time period. Note that although vehicles are propagated instantaneously in static 

models, this does not mean that the travel times are zero, since travel times are calculated 

separately from vehicular speeds. In contrast, dynamic models consider finite vehicular speeds 

(V), such that travel times are consistent with vehicle propagation speeds.   

Traffic states in the hypercritical branch (if considered in the model) move upstream (i.e., have 

a negative speed), while vehicles move downstream (i.e., have a positive speed), see Figure 2.7. 

In dynamic models the vehicle propagation speed is assumed to be equal to the finite vehicular 

speed (V). In static models that do not describe residual queues the vehicle propagation speed 

is implicitly assumed to be infinite (I), however, in static models that consider residual queues, 

the vehicle propagation speed is assumed to be finite and set to the vehicular speed (V). Note 

that this does not make the model dynamic since it only requires applying capacity and storage 

constraints to traffic flows instead of explicitly tracking vehicles over time. 

 
Figure 2.7 Speeds in hypercritical branch 
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2.4.3 Nucleotide 7 – Residual traffic transfer 

Residual traffic at the end of a time period results when vehicles are not able to reach their final 

destination within the considered time period (or the smaller network loading time step). These 

residual vehicles are either (i) in a residual queue due to a bottleneck downstream, or (ii) simply 

are not able to reach their final destination because the travel time to reach the destination is 

longer than the considered time period. Residual traffic influences traffic flows and travel times 

in the next time period. This dependency of traffic across time periods can be eliminated by 

assuming that any residual traffic has no impact on the next time period, in other words, 

assuming that the network is empty at the beginning of each time period. 

Dynamic models transfer all traffic (T), thereby describing the full temporal interactions within 

and across time periods. Static models have just one (fairly long) time interval and so do not 

consider residual traffic transfer (N). Thus static models are unsuitable for modelling short time 

periods in a congested network.  The main difference between static and semi-dynamic models 

is that the latter does assume residual traffic transfer across time periods as discussed in 

subsection 2.2.2. 

2.5 Gene 3: behavioural assumptions 

The third and final gene represents the behavioural assumptions, which describe travellers’ 

route choice. From biology we know that describing which genes affect behaviour is difficult, 

since behavioural characteristics are complex and polygenic (i.e., influenced by multiple 

genes).  The same holds for describing route choice behaviour in traffic assignment models, 

and many types of behaviours have been described in the literature.  

In this section we put route choice behaviour into a single gene with two nucleotides as 

summarised in Table 2.3 and discussed in more detail in the following subsections. We note 

that while we try to be as inclusive as possible, this list is not exhaustive and is limited by the 

scope set out in subsection 2.1.2 (for example, we do not consider day-to-day learning effects). 

The most capable model considered is a (equilibrium) model with the following code for Gene 

3: BI-E, while the simplest model is a (all-or-nothing) model defined by genetic code FP-I. 

 

Nucleotide Type Code Explanation 

Decision making 
Rationality F, B Full / Bounded 

Information P, I Perfect / Imperfect 

Travel time consideration  I, P, E Instantaneous / Predictive / Experienced 

Table 2.3: Genetic code for Gene 3 (behavioural assumptions) 

2.5.1 Nucleotide 8 – Decision making 

Decision making behaviour has many dimensions. We limit ourselves to the ones that have 

most often been used in the context of route choice, namely rationality, uncertainty, and 

motivation. 

In terms of rationality, most traffic assignment models consider full rationality (F) which 

assumes that travellers consider all alternatives and eventually all travellers select their own 

best routes. In reality, travellers are unlikely to behave in such an optimal way due to resistance 

in change (inertia effects) and the fact that people often minimise effort and time in decision 

making. Bounded rationality (B) is a term that is often used to describe such decision making 

behaviour, which includes habitual route choice, or route choice in which travellers expose 

satisficing behaviour and consider routes with travel times sufficiently close to the fastest route 

travel time (Di et al., 2013; Han et al., 2015).  
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If travellers have perfect information (P), then decision making can be described by a 

deterministic process. In contrast, if travellers are considered to have imperfect information (I) 

with a given level of uncertainty, then decision making is referred to as probabilistic or 

stochastic. For example (Fisk, 1980) proposed a stochastic assignment model that adopts a logit 

model, (Zhou et al., 2012)adopt a C-logit model, and (Kitthamkesorn and Chen, 2013) adopt a 

path-size weibit model, where the latter two aim to correct the path choice probabilities for path 

overlap. Deterministic models can be seen as special cases of stochastic models where the level 

of uncertainty is equal to zero.    

Although outside of the scope, we point out that travellers may be driven by different 

motivations for choosing a certain route. As stated in subsection 2.1.2, here we only consider 

selfish drivers who minimise their individual travel time leading to a user equilibrium based 

model. Other models exist in which drivers are guided by different motivations, yet these 

models are hardly ever used in the context of strategic transport planning.  

2.5.2 Nucleotide 9 – Travel time consideration 

In (semi-)dynamic models, different types of path travel times can be considered in route 

choice, see e.g., (Ran and Boyce, 1996) and (Buisson et al., 1999). Instantaneous path travel 

times (I) for a certain departure time consider only the traffic states at this time instant and the 

corresponding link travel times, and hence ignores any changes in traffic conditions while 

driving. Models that consider instantaneous travel times are often referred to as reactive. 

Predictive path travel times (P) consider the addition of link travel times based on the traffic 

conditions at the time of link entrance, hence time-varying traffic conditions along the path are 

taken into account. Such travel times can be considered as an estimate, since changing traffic 

conditions while traversing the link are ignored. More recent models calculate experienced 

travel times (E), which consider the actually experienced link travel times at the time of link 

exit (instead of link entrance). In static models (in which no such differences in path travel times 

exist) we assume that travel times are instantaneous. 

2.6 Classification of existing traffic assignment models 

Many traffic assignment models have been proposed in the literature that we can classify using 

the nine nucleotides in the three genes. Table 2.4 provides a list of some prototypical models 

described in the literature, which is by no means intended to be complete.  

Looking at temporal assumptions, all static models assume infinite wave and vehicle 

propagation speeds in the hypocritical branch and no residual traffic transfer. In case a 

hypercritical branch of the fundamental diagram is considered, either zero or infinite backward 

wave speeds are assumed, and vehicle propagation speeds equal to vehicular speeds or infinity. 

On the other hand, all dynamic models assume forward wave speeds that are not infinite, i.e. 

either equal to the vehicular speed or kinematic wave speed. Backward wave speeds are equal 

to the kinematic wave speeds and follow the shape of the fundamental diagram (and can 

therefore be equal to zero or infinity if the hypercritical branch of the fundamental diagram is 

horizontal or vertical, respectively). Vehicle propagation speeds are equal to the vehicular speed 

in both the hypocritical and the hypercritical branch (if considered). Further, dynamic models 

assume residual traffic transfer.  

Regarding behavioural assumptions, all models in Table 2.4 are (user) equilibrium models. 

Exceptions are (Bovy, 1990) who describes a one shot model for uncongested situations, while  

(Bliemer, 2007; Daganzo, 1995, 1994; Gentile, 2010; Yperman et al., 2005) mainly describe 

the network loading sub-model and omit behavioural route choice information.  

Finally, looking at spatial assumptions, many models are capacity restrained using a strictly 

increasing link performance function, although more recently several capacity constrained 
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models have been proposed that can explicitly account for queues. Relatively few models are 

storage constrained in which spillback is described. A wide variety of shapes of fundamental 

diagrams has been used. More advanced models include turn flow restrictions through the 

incorporation of a node model, which allow more realistic queueing and spillback of traffic.  

Semi-dynamic models are neither completely static nor completely dynamic. This means with 

respect to the temporal assumptions that they typically assume a sequence of connected static 

models as described in (Nakayama and Connors, 2014). In such a case, wave speeds and vehicle 

propagation speeds in the hypocritical branch are infinite. However, vehicle propagation speeds 

in the hypercritical branch are considered finite and vehicles that reside in a queue at the end of 

a time period are transferred to the next time period. We have omitted semi-dynamic models 

from the list in Table 4 because the papers are either in Japanese (Akamatsu et al., 1998; Fujita 

et al., 1989, 1988; Miyagi and Makimura, 1991; Nakayama, 2009) or have been described as 

operational procedures and algorithms rather than mathematical problems (e.g., Davidson et 

al., 2011; Van Vliet, 1982), which makes them difficult to classify accurately.  
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Table 2.4: Overview of assumptions made in different traffic assignment models proposed in the literature 

 Gene 1: 

Spatial assumptions 

 Gene 2: 

Temporal assumptions 

 Gene 3: 

Behavioural assumptions 

 fundamenta

l diagram 

capacity 

constraints 

storage 

constraints 

turn flow 

restrictions 

 wave      

speeds 

vehicle prop. 

speeds 

residual 

traffic transfer 

 decision  

making 

travel time 

consideration 

Static models            

Bovy (1990) LN UU U N  IN IN N  FI I 

Beckmann et al. (1956) CN UC U N  IN IN N  FP I 

Irwin et al. (1961) CN UU U N  IN IN N  FP I 

Fisk (1980) CN UU U N  IN IN N  FI I 

Smith (1987) LH UC U N  IN IN N  FP I 

Bell (1995) LH UC U N  IZ II N  FI I 

Bifulco and Crisalli (1998) CH UC U N  IZ IV N  FI I 

Lam and Zhang (2000) CH UC U N  IZ IV N  FP I 

Zhou et al. (2012) CN UU U N  IN IN N  FI I 

Smith (2013) LH UC U N  IZ II N  FP I 

Smith et al. (2013) CV UC C N  II IV N  FP I 

Bliemer et al. (2014) LC CC U F  IZ IV N  FI I 

Dynamic models            

Janson (1991) CN UU U N  VN VN T  FP I 

Daganzo (1994, 1995a) PL CC C O  KK VV T  -- -- 

Chen and Hsueh (1998) CN UU U N  VN VN T  FP P 

Li et al. (2000) LH UC U N  KZ VV T  FP I 

Chabini (2001) CN UU U N  KN VN T  FP P 

Bliemer and Bovy (2003) CN UU U N  KN VN T  FP P 

Yperman et al. (2005) LL CC C O   KK VV T  -- -- 

Bliemer (2007) CV UC C O   KI VV T  -- -- 

Gentile (2010) CC CC C O   KK VV T  -- -- 

Friesz et al. (2013) CH UC U N  KZ VV T  FP E 

Han et al. (2015) LL CC C O  KK VV T  BP E 
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2.7 Discussion and conclusions 

In this paper we have presented a theoretical framework, which classifies traffic assignment 

models for strategic transport planning purposes. This framework is described in terms of a 

genetic code with three genes and nine nucleotides consisting of four spatial assumptions, three 

temporal assumptions, and two behavioural assumptions. This framework leads to in total 36 

different model types, each with their own underlying assumptions and their own capabilities. 

As a special case, the widely applied capacity restrained equilibrium static traffic assignment 

model can be derived by assuming (i) a concave hypocritical part and no hypercritical part of 

the fundamental diagram, (ii) no flow capacity constraints, (iii) no storage constraints, (iv) no 

turn flow restrictions, (v) infinite forward wave speeds and no backward waves, (vi) infinite 

vehicle propagation speeds, and (vii) no residual traffic transfer, (viii) perfectly rational 

travellers with full information, and (ix) instantaneous travel time consideration. Such strict 

assumptions limit the capability and hence realism of this particular model in certain instances. 

At the same time, we acknowledge that more capable models often have other less favourable 

characteristics, such as higher computational complexity and possible non-uniqueness of 

solutions. As a result, transport planners may decide to choose less capable models, but should 

be aware of model limitations when interpreting outputs.  

Capacity constrained (and possibly also storage constrained) models are more capable and can 

explicitly describe queues (and possibly spillback). Several sophisticated dynamic models exist 

that are capable of describing flows and travel times under all traffic conditions. Such static 

models also exist, which extend the capability (realism) of static models in congested situations 

by sharing the same spatial assumptions made in advanced dynamic models. This opens up 

possibilities for static models that are derived from advanced dynamic models by simply using 

static temporal assumptions. Therefore, the framework described in this paper may not only be 

useful for classifying models, but also for developing new models with new genetic codes by 

combining different spatial, temporal, and behavioural assumptions (and hence inherit genetic 

properties from other models). 
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Chapter 3 
 
Static Traffic Assignment With Queuing: model properties 
and applications 

 

Abstract 

This paper describes the road traffic assignment model Static Traffic Assignment with Queuing 

(STAQ) that was developed for situations where both static (STA) and dynamic (DTA) traffic 

assignment models are insufficient: strategic applications on large-scale congested networks. 

The paper demonstrates how the model overcomes shortcomings in STA and DTA modelling 

approaches in the strategic context by describing its concept, methodology and solution 

algorithm as well as by presenting model applications on (small) theoretical and (large) real-

life networks. The STAQ model captures flow metering and spillback effects of bottlenecks 

like in DTA models, while its input and computational requirements are only slightly higher 

than those of STA models. It does so in a very tractable fashion, and acquires high-precision 

user equilibria (relative gap < 1E-04) on large-scale networks. In light of its accuracy, 

robustness and accountability, the STAQ model is discussed as a viable alternative to STA and 

DTA modelling approaches. 
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3.1 Introduction 

Since the late 1950’s strategic transport models are used to assess the long-term impact of 

transport policies and the design and management of transport systems. Since then, road traffic 

congestion has become a common and structural part of many transport systems around the 

world. However, strategic transport models differ strongly with respect to how such structural 

congestion and the effects thereof are accounted for within the model used in the traffic 

assignment (TA) step. The TA model uses the travel demand and network supply as input and 

usually solves a user equilibrium (UE) problem determining the routes that travelers choose as 

well as the resulting traffic state on the network (i.e. traffic conditions, including congestion). 

The TA model is often the most computational expensive component of the model system 

because an iterative approach is required to solve the UE problem. Given the above, we argue 

that there is a need for computationally efficient TA models in strategic transport models for 

large-scale  transport systems with structural congestion.  

From the combined perspectives of policy makers and TA model users, the authors argue that 

apart from computational efficiency and the ability to accurately capture the effects of structural 

congestion, TA models should also be based on input data that can be forecasted with sufficient 

certainty for (distant) future years, and should produce accurate, robust and accountable model 

results for all vehicle classes and for both urban roads and motorways upon assessing policy, 

design and management measures for transport systems. These desired properties for TA 

models are in line with (Bliemer et al., 2013; Flötteröd and Flügel, 2015; Flügel et al., 2014) 

and are defined below.  

The ability to capture congestion effects pertains to how bottlenecks lead to flow metering and 

spillback as well as how it affects route choice. Robustness and accountability are desired 

properties, because when comparing model outputs of different scenarios (e.g. sets of policy 

measures), we aim to single-out differences only caused by or related to the different scenario 

inputs.  Hence, differences caused by random variables (e.g. due to stochastic processes in the 

model) or because the model output does not (sufficiently) represent a stable system state  

should be negligible or non-existent. Accountability also means that it should be possible to 

pinpoint and size the contribution of each of the different model components in terms of 

scenario outputs. This requires model components that can be isolated and that are 

mathematically tractable (i.e.: all calculations can be verified given the theory behind it). 

Finally, computational efficiency, low input requirements and applicability allow for fast 

calibration and application of the model on any network. These desired properties for TA 

models within large-scale strategic transport models are summarized in Table 3.1 for later 

reference. 

 

A quick-scan of strategic transport model systems of large urban areas in Western Europe shows 

that in general two types of traffic assignment models are being used. Most strategic transport 

model systems use traditional static traffic assignment (STA) models (e.g. Paris, Berlin, 

Amsterdam, Lisbon, Vienna, Copenhagen, Rotterdam, The Hague). These models are 

computationally efficient, have low input requirements and are robust, tractable and 

accountable. However, they are not sufficiently accurate (and thus applicable) in congested 

conditions, because they do not capture flow metering and spillback effects due to congestion 

(Flötteröd and Flügel, 2015). To the best of the authors’ knowledge, there are three (quasi 

dynamic) traffic assignment models in use in strategic transport model systems that, to some 

extent, capture flow metering and spillback effects: QBLOK (Bakker et al., 1994) used solely 

in the Dutch national models system, Saturn (Hall et al., 1980) used in e.g. London Highway 

Assignment Models, and the blocking back assignment in PTV VISUM (Bundschuh et al., 

2006) used in e.g. the UK west midlands PRISM model and Flemish strategic traffic models. 
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Although they provide more accuracy than traditional STA models, all three models suffer from 

a solid theoretical basis, as they are merely presented as algorithms, while the underlying 

mathematical problem formulation and assumptions are not specified. This leads to poor 

accountability and makes calibration of parameters using observed data cumbersome and 

model-specific. Furthermore, queues and delays predicted by these models are not consistent 

with (simplified) kinematic wave theory (Lighthill and Whitham, 1955; Richards, 1956; or 

Newell, 1993), causing poor mathematical tractability.  

 

Table 3.1: desired properties and criteria for traffic assignment models within large-scale strategic 

transport models 

Over the last decades, there has been much emphasis on development of dynamic traffic 

assignment (DTA) models and their application in the operational (and sometimes tactical) 

context. However, as suggested by (Peeta and Ziliaskopoulos, 2001; Szeto and Lo, 2006; 

Transportation Research Board, 2014) DTA models lack the convergence properties that are 

needed for applications within the strategic context. This means that the robustness and 

accountability of these models is insufficient to be used in strategic transport model systems. 

Indeed, researchers and practitioners state that a duality gap value (DG, the metric most used 

to measure the level of disequilibrium) of 1E-04 or lower is needed in strategic context (Boyce 

et al., 2004; Brederode et al., 2016a; Caliper, 2010; Han et al., 2015), whereas, to the best of 

the authors’ knowledge, no DTA algorithms exist that can converge to this level on realistic 

congested networks of reasonable size. Furthermore, the existence of a time dimension within 

DTA models is a major contributor to their high computational cost and memory usage and 

therefore limited scalability. The time dimension also causes DTA models to require much more 

input data in comparison with STA models, because demand-matrices (or demand models that 

can deliver these), traffic counts and route choice parameters (may) become time dependent. 

This input data is often not available, especially for longer-term scenarios (i.e. 5-20 years into 

the future). A quick-scan of DTA models in the strategic context (especially in the US) confirms 

that these model applications are all relative small-scale (<1300 centroids) and most do not 

converge well. 

Based on these considerations, we first of all argue that traditional STA models are 

insufficiently accurate to be applied on strategic transport model systems with structural 

congestion, whereas the accountability and robustness of existing quasi-dynamic assignment 

models is questionable, and their calibration cumbersome due to the lack of a solid theoretical 

basis. Second of all, we argue that DTA models are sufficiently accurate to describe congestion 

effects, but their low computational efficiency, high input requirements and poor robustness 

Property Definition 

Tractability The extent to which calculations in each model component can be verified using 

the theory behind the component or submodel 

Accuracy under 

congested conditions 

The extent to which flow metering, spillback and route choice effects caused by 

congestion are included in the model 

Accountability The extent to which different model components can be isolated and verified 

Robustness (1) The extent to which the model is free from random variables that affect its 

outcomes 

Robustness (2) The extent to which the model converges to a defined and meaningful stable state 

Computational 

efficiency 

The extent to which run times and memory requirements are acceptable for 

calibration and application of large scale models 

Input requirements The extent to which input requirements are available with acceptable uncertainty 

for distant future scenarios 

Applicability The extent to which the model is applicable for all vehicle classes and for both 

urban roads and motorways 



34 Incorporating congestion phenomena into large scale strategic transport model systems 

 

 

and accountability prohibit application in large-scale strategic models. To overcome these 

shortcomings, STAQ (Static Traffic Assignment with Queuing): an assignment model for road 

traffic within strategic transport models was developed as an alternative to the traditional STA 

model, providing more accuracy on congested networks without reducing robustness, 

applicability and accountability and without increasing input requirements, whilst keeping 

computational requirements to acceptable levels. This makes the model suitable for applications 

where both static and dynamic assignment models may fail, i.e. strategic applications on large-

scale congested networks.  

STAQ consists of two submodels, both consisting of several components. For each component 

variations are possible which, combined, result in a large set of possible implementations of 

STAQ. We shall first describe the concept, methodology and implementation using STAQ in 

its most accurate  (or ‘reference’) form. Thereafter, the role and performance of variations 

applied in this paper will be described (from subsection 3.2.5 onwards). All model variations 

represent simplifications, thus leading to lower accuracy, but at the same time benefitting from 

equal or higher tractability, accountability, robustness or efficiency, or equal or lower input 

requirements compared to the reference form.   

The mathematical problem formulation of STAQ, its theoretical advantages over STA and DTA 

models as well as earlier versions of its solution algorithm have been described before by 

(Bliemer et al., 2013, 2012; Brederode et al., 2010). Since the most recent publication, there 

have been a few minor methodological improvements, and various STAQ variants have 

successfully been tested and put to practice on several large-scale real-life strategic models. 

Now that mathematical development and conceptual testing of the model is completed, this 

paper focuses on the key aspects of practical model applications. The main contributions of the 

paper are 1) to provide a complete and up-to-date description of the model concept, 

methodology and implementation, 2) to (explicitly) show how, and to what extent the model 

addresses the shortcomings of STA and DTA models in practice in the strategic context, and 3) 

to demonstrate the model performance in terms of the desired properties listed in Table 3.1, 

both for the reference model form and several model variations, thereby helping model users to 

choose the variation best suited for their application. The latter is done using (small) theoretical 

and (large) real-life model applications.  

The remainder of this paper is organized as follows. Section 3.2 describes the models concept 

and methodology, and section 3.3 describes the algorithmic implementation of its reference 

form. Throughout both sections, where appropriate, we discuss how STAQ qualitatively 

overcomes the shortcomings of STA and DTA models and adheres to the desired properties. 

Then section 3.4 demonstrates the model performance also quantitatively based on recent real-

life model applications conducted in the past five years, and presents how different model 

variations affect the desired model properties. We end with discussion and conclusions in 

section 3.5. 

3.2 Concept and methodology of STAQ 

This section describes the concept underlying STAQ as well as its methodology and variations. 

STAQ is implemented in C++ and available and applied for policy makers as a part of 

OmniTRANS transport planning software since early 2015. Subsections 3.2.1 till 3.2.4 provide 

insight into how STAQ combines assumptions from static and dynamic assignment models to 

satisfy the desired properties for strategic transport model systems (Table 3.1) and form a 

prerequisite for the sections afterwards. Section 3.2.5 describes the STAQ variations used in 

this paper. 
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3.2.1 General concept and properties 

STAQ achieves the desired properties in Table 3.1 by combining some (implicit) assumptions 

from STA models with some assumptions from DTA models. In order to include flow metering 

and spillback effects of congestion, its network loading submodel (subsection 3.2.3) respects 

strict capacity (maximum flow) and storage (maximum density) constraints respectively. Note 

that strict capacity constraints can be added straightforwardly as mathematical constraints to 

the STA model formulation (e.g. Larsson and Patriksson 1999), but when added for all links, 

this yields unrealistic (equilibrium) solutions without congestion, because all links are forced 

into free flow regime. Furthermore, solving the model becomes much more tedious (Nie et al., 

2004). DTA models on the contrary simulate the full on-set and off-set of congestion due to the 

flow and density constraints, but calculate much more (dynamic information) than required in 

the strategic context at the cost of computational efficiency, convergence and scalability 

properties. STAQ resolves this trade-off by including strict capacity and storage constraints (as 

in DTA models), but excluding the time dimension by assuming stationary travel demand 

throughout the study period (as in STA models) and instantaneous propagation of unconstrained 

flow (as STA models assume for all flow). It does this in a way maintaining most of the 

robustness, accountability and low level of computational and input requirements from STA 

models. It uses a concave two-regime fundamental diagram for the relation between speed, flow 

and density on link level (subsection 3.2.3.1), and uses an explicit node model to describe 

merging, diverging and crossing flow interactions on node level (subsection 3.2.3.2). 

Additionally to the node model, to allow for application in the urban context, STAQ has a 

junction modeling component, taking into account capacity and delay effects on the level of 

turning movement caused by e.g. traffic rules, geometry and/or signal schemes on junctions 

(subsection 3.2.3.3) allowing for model application on both urban roads and motorways. 

Furthermore, STAQ  allows for multi-user-class assignment, where each vehicle class has its 

own route choice parameters, free flow speed and set of network restrictions making the model 

applicable for all vehicle classes.  

The specific assumptions in STAQ are beneficial for its purpose to overcome the shortcomings 

of STA and DTA models in the strategic context, but also have consequences for its usage and 

interpretation of its outcomes. First (contrary to STA and similar to DTA), its strict capacity 

constraints and explicit node model can lead to residual traffic: traffic that cannot reach its 

destination within the studied period. Second (similar to STA and contrary to DTA), its 

omission of a time dimension means that all model results (e.g. flows, travel times, densities) 

are averages over all travelers departing in the study period. Third (similar to STA and contrary 

to DTA), it forces the modeler to make an assumption on the network state before and after the 

study period, as there are no warm up or cool down periods to take care of this. On the one 

hand, just like static models implicitly assume, STAQ assumes an empty network before and 

zero demand after the study period. On the other hand, all travel time (and contributions to 

density and flow) of traffic that departed within the study period is accounted for in the average 

outputs, also when part of a trip takes place after the end of the study period (the latter cannot 

occur in STA models).  

3.2.2 Modelling framework  

The assignment model is split into two submodels: network loading, and routing. The network 

loading submodel uses route-specific travel demand to compute the resulting (route) travel 

times, whereas the routing submodel uses route travel times to compute the resulting travel 

demand per route. As shown in (Bliemer et al., 2012; Brederode et al., 2010), the network 

loading submodel of STAQ can be seen as a static version of the generalized link transmission 

model of (Gentile, 2010). 
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Therefore, STAQ is categorized using the framework for macroscopic DTA models displayed 

in Figure 3.1, adapted from (Cascetta, 2009). Note that STAQ uses a route submodel that is 

common to macroscopic DTA models, but has a very different network loading submodel. Note 

that the unit of demand is the number of car equivalents (in case of single-user-class assignment) 

or the number of vehicles per user-class (in case of multi-user-class assignment).  

The remainder of this section describes the model components within both the network loading 

submodel (further elaborated in section 2.3) and the route submodel (as used in the case studies 

in section 2.4). Note that mathematical definitions of the different model components are 

omitted in this paper, as these have been described before in other publications (Bliemer et al., 

2014; Raadsen et al., 2016). Instead, we provide references to those publications, and here 

conceptually elaborate how the various components are combined within the model and its 

variations. The model variations that are used and/or tested in section 3.4 are described in 

subsection 3.2.5.  

 

Figure 3.1: STAQ modeling framework (adapted from Cascetta, 2009) 

3.2.3  Network loading submodel  

The network loading submodel of STAQ consists of two phases that both use the same node 

and junction model components, but use a different link model component as to the adopted 

fundamental diagram.  

First, the squeezing phase models the effect of the flow metering of bottlenecks using the path-

based network loading model with strict capacity constraints as described in (Bliemer et al., 

2014). This model assumes a fundamental diagram with in the density-flow plane a concave 

free-flow branch and a linear horizontal congested branch in the link model (Figure 3.2, middle) 

implying vertical queues on nodes for which the node model calculates active capacity 

constraints. Note that the squeezing phase implicitly assumes instantaneous flow propagation 

for all flow that is not held up in queues just like STA models assume for all flow (in free flow 

and congested state).  

Second, the queuing phase models the effect of the spillback and secondary effects of 

bottlenecks using the event-based generalized dynamic link transmission model described in 

(Raadsen et al., 2016), assuming stationary demand and initial in- and outflow rates and fixed 

turn-fractions derived from the turn flows calculated in the squeezing phase. This model 

assumes a concave free-flow branch and a linear downward-sloping congested branch in the 

link model (Figure 3.2, right) implying storage constraints, while the node model calculates the 

effects of changes of in- and outflow rates on adjacent links. Note that although no ‘normal’ 

time dimension exists, the queuing phase uses a time dimension internally (referred to as 
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‘queuing time’) to capture the amount of spatial interaction between all the different spillback 

and flow metering effects. A specific queuing time however, cannot be related to, or interpreted 

as, a specific moment in time because the queuing phase starts with the instantaneously 

propagated flow rates from the squeezing phase, and demand is assumed to be stationary. Only 

the (demand averaged) flow rates and travel times are consistent with the assumptions in STAQ 

and as such form the primary output.  

The most important reason for splitting the algorithm into two phases is to maintain scalability 

when calculating spillback and secondary effects of bottlenecks. Additional reasons are that the 

squeezing phase compensates for the lack of a pre-study-period warm-up and that flow metering 

and spillback effects can be analyzed separately.  

3.2.3.1 Link model 

Figure 3.2 illustrates the density-flow relation of the fundamental diagrams of STAQ (middle 

and right) with the BPR-type travel-time functions that are typically used in STA models (left). 

In the figure, the free-flow branch of each diagram is blue and the congested branch is red. Note 

that the travel time functions in STA models have no capacity constraint. Hence their 

fundamental diagram does not contain a congested branch. Considering the fundamental 

diagram of STAQ– squeezing (middle): it has a free-flow branch very similar to that of the STA 

model, but it has a congested branch that satisfies the capacity constraint on maximum flow and 

as such accounts for flow metering. However, because there is no constraint on maximum 

density, vertical queues are implied (i.e. point queues with infinite density). The fundamental 

diagram of STAQ – queuing (right) has the same concave free-flow branch as STAQ – 

squeezing, and a congested branch that complies with both the capacity constraints on 

maximum flow (accounting for flow metering) and maximum density (accounting for 

spillback). The mathematical formulation of this Quadratic-Linear (QL) fundamental diagram 

can be found in (Bliemer et al., 2014). 

 
Figure 3.2: Fundamental diagrams: used in static (left), used in STAQ – squeezing (middle), used in STAQ 

– queuing (right) 

3.2.3.2 Node model 

The node model seeks for a consistent solution in terms of flows transferred over the 

intersection, assuming individual flow maximization and accounting for all demand and supply 

constraints of the adjacent links. This means that the node model can transfer the effect of 

capacity restrictions on downstream links to upstream links and can transfer the effect of 

changes in demand on upstream links to downstream links. STAQ uses the node model 

proposed in (Tampère et al., 2011) and (Flötteröd and Rohde, 2011) which complies to a set of 

generic requirements for first order macroscopic node models described in the first paper. Later, 

(Smits et al., 2015) generalize all feasible supply distribution schemes complying to the 

requirements of (Tampère et al., 2011) into a family of macroscopic node models, of which the 

model used in STAQ is a member.  

3.2.3.3 Junction model 

The junction model is an extension of the node model. It has two purposes in STAQ. Firstly, it 

accounts for the effect of limited supply due to conflict points on the junction itself (i.e. crossing 
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flows), since the node model itself only accounts for flow restrictions due to merge and diverge 

interactions between flows leaving in-links and entering out-links to the node. The junction 

model thus imposes further constraints onto the node model. Secondly, the junction model 

calculates travel-time delays due to passing the junction, caused by conflicts on turning-

movement level depending on junction type (e.g. roundabout, prioritized or signalized). In the 

current implementation, the junction model uses the method described in (Bovy, 1991) for 

roundabouts and the Highway Capacity Manual (Awan and Solomon, 2000) for other junction 

types5. The junction model first calculates effective turn capacities given the local demand, and 

then derives turn delays using these capacities. These turn delays consist of deceleration and 

acceleration delays when approaching and leaving the node, and delays due to direct 

interference of other traffic or signaling on the node itself. Note that delays as a result of queuing 

are excluded from the junction model because its turn capacities are used in the node model 

that potentially triggers the link model to account for queuing. 

3.2.3.4 Travel-time calculator 

The travel-time calculator is used to derive travel times from the output as calculated by the 

link, node and junction models. The travel-time calculator has two functions. Firstly, it uses 

cumulative inflow and cumulative outflow curves created by the link model of each link to 

derive the link travel time (e.g. (Long et al., 2011)). Note that in this way, the effects of queues 

and spillback as a result of demand and (internal) supply constraints imposed by the node and 

junction models are automatically accounted for. Secondly, it translates these link-based travel 

times into route-based travel times, and includes delays from the junction model. It calculates 

the travel time of a route from an origin to a destination; flow averaged over all car equivalents 

departing within the study period. It includes the travel time experienced after the study period 

by car (equivalents) that did not reach their destination within the study period. This is achieved 

by setting outflow from all centroids to zero after all demand is put on the network, and letting 

the queuing phase continue until all traffic has reached its destination.  

3.2.4 Route submodel 

The advantages of STAQ are derived more from its unique network loading submodel than its 

route submodel, and hence the latter is interchangeable. Nevertheless, for sake of completeness 

and clarity we describe the route submodel here briefly.  

3.2.4.1 Route set generator 

The route set generator creates routes based upon a digitized transport network. It uses the 

Dijkstra algorithm to find the shortest path between each origin-destination (OD) pair. By use 

of a repeated random sampling process on free flow link travel times using a gamma distribution 

known as the accelerated Monte Carlo method (Fiorenzo-Catalano, 2007), alternative routes 

are generated. Route filters are applied after the repeated random sampling process to reduce 

route overlap, remove irrelevant routes and restrict the size of the set of potential routes. 

3.2.4.2 Route choice model and convergence criterion 

The route choice model uses the generalized route costs (based on the network loading 

submodel) to compute route fractions for all route alternatives between an OD pair. Here we 

 

5 The junction modelling component is currently being updated to also include the US HCM2010, the 

German HBS2015 and other state of the art junction models as part of the research described in 

(Bezembinder et al., 2015). 
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assume random utility maximization with perception errors, and hence use the multinomial logit 

(MNL) model to calculate route choice probabilities, such that route demand 𝑓𝑝 is defined by: 

exp( ) / exp( )
od

p od p od p odp P
f c c D  
= − − , (3.1) 

where 𝑐𝑝 is the route cost on route 𝑝, 𝐷𝑜𝑑 is the travel demand for OD pair 𝑜𝑑 and  𝜇𝑜𝑑 is the 

scale parameter describing the degree of travelers’ perception errors on route travel times 

(where perfect knowledge is assumed when 𝜇𝑜𝑑 approaches infinity). Here (and in most real 

world applications) 𝜇𝑜𝑑 is determined using a global scale parameter 𝜇 normalized over 
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0 is the free flow cost on route 𝑝. This normalization 

ensures that the relative effect of perception errors is the same on all OD pairs (regardless of 

their average route travel time).  

Together with the feedback loop in Figure 3.1 and an averaging scheme, this leads to flow 

assignment complying to the stochastic user equilibrium (SUE). To check for convergence, we 

use the adapted relative duality gap as derived in (Bliemer et al., 2013) that accounts for 

perception errors and thus reaches zero upon convergence when using the MNL route choice 

model:  

1

( , )

( , )

( ln )
od

p p od p odo d p P

od odo d

f c f
G

D

 



−


+ −

=
 


, (3.2) 

where 𝜓𝑜𝑑 = min
𝑝∈𝑃𝑜𝑑

[𝑐𝑝 + 𝜇𝑜𝑑
−1 ln 𝑓𝑝] represents the minimum stochastic path cost.  

3.2.4.3 Route demand calculation and averaging scheme 

The route demand calculation component has two functions. Firstly, it computes the travel 

demand at route level, based on the OD-demand and route fractions. Secondly, it enforces and 

speeds up convergence by averaging route demands over iterations. STAQ uses the method of 

self-regulating averages (SRA) to average route demands over iterations. SRA complies to the 

convergence conditions derived by (Blum, 1954) stating that the influence of priori iterations 

must decrease in every subsequent iteration. SRA is described in detail in (Liu et al., 2009) and 

tends to provide fast convergence with high precision. The concept of SRA is to let the influence 

of prior iterations decrease with either a larger or smaller step size depending on the difference 

in levels of disequilibrium (in terms of ‘excess’ vehicle hours) between the last and second-to-

last iteration.  

3.2.5 STAQ variations 

As mentioned in section 3.1 model components can relatively easily be exchanged or adapted 

thereby creating STAQ variations. A variation is a STAQ model application in which one or 

more of the components described in subsections 3.2.3 and 3.2.4 are replaced or altered. 

Variations are applied to change the balance between accuracy and applicability on the one 

hand and input requirements, tractability, accountability, computational efficiency and 

convergence properties on the other hand. Below, the five variations that will be used in section 

3.4 are described. Note that each variation can be applied in combination with other variations;  

e.g. in subsection 3.4.3, three variations are used to construct the twelve different combinations 

listed in Table 3.3. Further note that more variations are feasible (and have been implemented), 

but are omitted here for reasons of relevance and brevity. 

The first variation mainly influences the balance between accuracy and convergence properties 

by omitting the queuing phase until equilibrium has been reached, and then apply it only in the 
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last iteration to translate the equilibrated vertical (point) queues into horizontal (spatial) queues. 

When applying this variation, route choice is based on vertical queues, and effects of horizontal 

queues are only included in the final network traffic states (i.e. link flows, speeds and densities). 

This variation is tested in subsections 3.4.3 and 3.4.4. It is expected to improve convergence 

and thereby computational efficiency at the expense of accuracy and applicability, especially 

around heavy bottlenecks where in reality spillback would influence route choice. 

The next two variations also mainly influence the balance between accuracy and convergence 

properties and are related to the junction model. Firstly, flow restrictions due to junction 

modeling can be omitted, in which case only the turn delays are taken into account in the travel 

time calculator. Secondly, junction modeling can be omitted entirely, in which case no 

additional flow constraints are imposed on the node model nor are turn delays considered in the 

travel time calculator. Both variations are tested in subsections 3.4.3 and 3.4.4. 

The fourth variation is to increase model tractability at the expense of convergence properties 

by applying the MSA, instead of SRA, averaging scheme. Because MSA uses predefined fixed 

step sizes that are independent of results of previous iterations it is much easier to verify its 

outcomes. The effect on convergence properties (and thereby computational efficiency) is 

discussed in subsections 3.4.3 and 3.4.4.  

The fifth variation is also to increase model tractability and relates to the form of the 

fundamental diagram. Instead of the QL diagram, the triangular fundamental diagram proposed 

by (Newell, 1993) can be used. This diagram implies no delays in the free flow branch, which 

means that it is less accurate in these circumstances. The diagram is especially useful to 

demonstrate tractability, because a flow/density tuple can easily be calculated using simple 

geometric algebra as will be shown in subsection 3.4.1. 

3.3 Model implementation 

This section describes the implementation of STAQ in terms of input, algorithm and output. 

Recall from section 3.1 that all variations are simplifications of the reference form. This section 

thus describes the normative input requirements, most advanced algorithm and most accurate 

output of the model. In line with section 3.2, mathematical or pseudo-code representation of the 

model is omitted here, as these have been provided before in publications to which we shall 

refer. 

3.3.1 Model input 

STAQ needs less input than DTA models and only slightly more input than STA models. 

Therefore, we first describe model input required for STA models, and then describe the 

additional input required for STAQ.  

In STA models, the infrastructure (supply) is described by a (graph) network of the study area 

consisting of centroids, directed links and nodes. Centroids represent aggregated trip origins 

and destinations. Links represent road segments and have attributes pertaining to the free flow 

speed and the theoretical link capacity. Nodes represent merges, diverges and intersections. 

Only those nodes where junction modeling is applied have attributes, which pertain to the 

junction type, approach and exit lane configuration and dimensions and optionally the traffic 

light schema. Travel demand is assumed stationary during the study period and described for 

each origin-destination pair in a single OD matrix.   

Most STA models have (implicit or explicit) link-flow propagation functions that only describe 

a free-flow branch of the fundamental diagram. To construct the fundamental diagrams for each 

link (Figure 3.2), STAQ uses the free-flow speed and capacity like in a STA model to determine 

the slope and height of the free-flow branch. Additionally, STAQ requires the jam density per 
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lane to determine the point of intersection of the congestion branch with the density axis, and 

requires the critical speed to determine the slope of the free-flow branch at capacity. Note that 

the critical speed can be derived from free-flow speeds from an existing STA network and jam 

density can be derived or assumed based on the average car length. Further note that STAQ 

does not need a link typing (as most STA models employ), since all link characteristics are 

derived from the (link specific) fundamental diagram. STAQ does not need any additional input 

on the travel demand. 

Although STAQ needs little extra input compared to STA models, its strict capacity constraints 

put emphasis on the required level of precision and accuracy of the input data. Firstly, the strict 

capacity constraints make it necessary to define the stationary demand matrix more explicitly: 

it should contain all the traffic that chooses to depart in the study period, no matter if it reaches 

its destination within that study period. This means that when using traffic counts to calibrate 

the OD matrix, flow metering and spillback effects of congestion should be somehow taken 

into account (something that is usually not accounted for in matrix estimation procedures for 

static traffic assignment models). Another consequence of this more explicit definition of travel 

demand is that the modeler will have to think about the translation from the ‘real’ time-varying 

travel demand to an ‘averaged’ or ‘peak’ travel demand for the study time period, depending 

on the desired outcomes (‘average’ or ‘peak’ flows and travel times). This means the study 

period length and the static travel demand level should be defined consistently. Note that this 

is also the case with STA models, but the lack of strict capacity constraints prevents 

manifestation of erroneous choices6. 

Secondly, (similar to any macroscopic DTA model) when using a variation with the queuing 

phase and junction modeling, the strict capacity constraints require junctions to be modelled 

integrally using a single node, and not as an ‘expanded node’ (i.e. a constellation of short links 

and nodes that jointly represent a junction). In STA models, the latter is sometimes done to 

maintain (digital) network consistency with environmental models. Although not correct, the 

error introduced in the STA context is relatively small, because only the (additive) turn delays 

from junction modeling are used to influence route choice within the model. Therefore, the 

induced error could be traded-off for network consistency. However, because STAQ also uses 

the turn capacities from junction modeling as strict capacity constraints in the network loading 

submodel, this trade-off can no longer be made7.  

The effects of the capacity constraints described above can be considered a pain, but they do 

increase the accuracy of the model substantially by adding flow metering and spillback effects. 

Furthermore, they force the definitions of travel demand, study period length and junctions to 

be defined explicitly and more precise, thereby increasing the model accountability. 

From the above, we conclude that with respect to the desired property of low input 

requirements, STAQ requires more input with a higher accuracy than STA models. However 

 
6 Because of the lack of strict capacity constraints, no queuing occurs in STA models, which means that 

the relation between demand and (modelled) delay due to congestion is much less sensitive 

compared to models with strict capacity constraints, preventing manifestation of erroneous 

choices. 
7 Because capacity is not additive, each path using the junction will only be affected by the first turn on 

the path that forms an active constraint. If this is a turn on a node originating from a ‘junction-link’ 

a queue will form on the junction-link, whereas in reality this would be prohibited (on signalized 

junctions), impossible (on junctions without mid verges) and/or would only occur when a queue 

formed downstream of the junction spills-back onto the junction. In the first two situations, a queue 

that in reality would form on the upstream links of the junction is modelled on the junction itself, 

potentially blocking other turns on the junction. Because junction-links are relatively short, 

spillback on these links occurs rapidly causing almost instant gridlock on the junction, whereas 

this would not happen in reality. 
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these requirements are very modest compared to those of DTA models, and most of the 

additional input can be derived and refined from STA model input. Hence, STAQ requires much 

less (precise) input compared to DTA models.  

3.3.2 Algorithm description 

Below the algorithms underlying the STAQ network loading submodel (left part of Figure 3.1) 

are described using flow charts. A full mathematical description of the squeezing and queuing 

algorithms can be found in (Bliemer et al., 2014; Raadsen et al., 2016) respectively.  

The squeezing phase (Figure 3.3) primarily detects the locations and severity of active 

bottlenecks in the network, given the demand for all routes from the route submodel. It 

calculates a consistent set of reduction factors on turning movement (‘turn’) level that express 

the fraction of flow that can traverse the turn, given the capacities of the turn itself (as defined 

by the junction model), the capacity of its downstream link (as defined in the link attributes of 

the network) and all the reduction factors upstream from the turn (on routes that use the 

considered turn). The algorithm initializes reduction factors at a value of 1 (so no reduction) on 

all turns, and continues iterating8 until on all turns the difference between the flow of the 

previous and current iteration is small enough. At this stage the final link (in)flows and turn 

flows are known, and (not shown in flowchart) vertical queues (on turn and node level) and link 

and route travel times can be derived using the final reduction factors and the route demand. 

Note that (Bliemer et al., 2014) have proven that the squeezing phase converges to a unique 

fixed point under very mild assumptions. 

 
Figure 3.3: flowchart of squeezing phase 

The queuing phase (Figure 3.4) adds spillback and secondary interaction effects between 

queues on the network. It tracks shockwaves through space using link discretization as in the 

link transmission model (LTM, Yperman, 2007), but does so in continuous time (using events) 

starting at the beginning of the study period. The queuing phase initializes by storing splitting 

rates derived from the turn flows from the squeezing phase and by translating the reduction 

factors from the squeezing phase into trigger events containing the flow rate upstream and 

downstream from the shockwave it represents. Then, the algorithm loop starts by running the 

link model for each trigger event. The link model updates the cumulative in- or outflow curve 

of the considered link and uses these to apply simplified kinematic wave theory (Newell, 1993) 

 
8 Note that these are iterations within the network loading submodel (inner loop), not to be confused 

with iterations between the network loading and route submodel (outer loop).  
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to calculate the release event time: the expected arrival time of the resulting shockwave at the 

other end of the link. After all trigger events are handled, the release events are placed on the 

event list that is then sorted ascending by time. Then, the first event is selected and its event 

time is validated. Validation is needed, because whilst the selected event was on the event list, 

other events on the same link may have updated its cumulative in- and/or outflow curve. If it is 

valid, time is set to the event time and the node model of the corresponding link end is run, 

given the updated in- or outflow rate from the event and the splitting rates stored during 

initialization. This generates new trigger events at links adjacent to the node, which closes the 

loop. If it is invalid, the event time is either updated (when other events have sped up or slowed 

down the shockwave) or the event is deleted (when other events have reversed the direction of 

the shockwave). 

  
Figure 3.4: flowchart of queuing phase 

The assumption of zero demand after the study period (section 3.2.1) is implemented by 

artificial trigger events at time T carrying zero flow on all upstream ends of links connecting 

origins to the network (not shown in flowchart). The algorithm stops when there are no more 

scheduled events on the event list, which means that the network is empty.  

Note that the number of events in the queuing phase can become quite large in large networks, 

mainly due to forward moving shockwaves that spread out according to the turn fractions 

causing the change of flow rate between upstream and downstream end of the shockwave to 

approach zero quite quickly. To reduce the computational burden at the cost of model precision, 

the queuing phase can be configured to skip processing trigger events for which the difference 

between the updated flow rates from the node model are smaller than some threshold value 

epsilon. (Raadsen et al., 2016) discuss the effect of different epsilon values and conclude that a 

value of 5.0 veh/h provides a good trade-off between computation speed and precision. 

Throughout this paper we use a far more conservative value of 1.0 veh/h, for which negligible 

effects are reported in the same paper. Note that because the queuing phase is an event based 

algorithm, it only does calculations when and where needed. This makes the algorithm much 

faster compared to regular LTM implementations that evaluate all links in the network for each 

time step.  

3.3.3 Model output 

The primary output of STAQ consists of average flows, speeds and densities on link- and turn-

level. All primary output is derived from the cumulative in- and outflow curves that are created 

in the queuing phase in a way that is consistent with simplified kinematic wave theory (Newell, 
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1993) and the assumptions of STAQ as described in subsection 3.2.1. This is illustrated using 

the example of cumulative flow curves for a link displayed in Figure 3.5 in which the dents in 

the cumulative flow curves correspond to the events in the queuing phase leading to an increase 

or decrease in the in- or outflow rate. This figure exhibits four phenomena directly related to 

the assumptions from subsection 3.2.1.  

Firstly, the assumption of instantaneous propagation of unconstrained flow means that the 

initial inflow rate (the angle of the cumulative inflow curve at queuing time 0) is equal to the 

route flow per link from the squeezing phase (as defined in Figure 3.3). It also means that at 

queuing time 0, this flow rate applies to the entire link, from start to end. This means that the 

cumulative inflow curve does not start at zero, but at a value equal to the inflow rate times the 

free flow travel time on the link, to reflect that traffic has reached the link end before the queuing 

phase starts. 

Secondly, due to the strict capacity constraints, the initial outflow rate (the angle of the initial 

cumulative outflow curve) may be lower than the initial inflow rate due to a vertical queue at 

the downstream side of the link, which means that it is equal to the route flow per link from the 

squeezing phase multiplied by the reduction factor of this link.  

Thirdly, due to the strict storage constraints, density (the difference between cumulative in- and 

outflow at any point in queuing time) can never be larger than jam density, and the actual 

densities and changes in flow rates through queuing time are consistent with simplified 

kinematic wave theory (Newell, 1993). 

Fourthly, the assumption of stationary travel demand during a single time period implies that 

the assignment is finished when on all links, the cumulative outflow curve has reached the 

unconstrained travel demand for the respective link (i.e. the total demand using this link 

according to the estimated demand matrix during the study period duration and route choice 

model). Considering Figure 3.5, the cumulative inflow curve shows that only after t1 all travel 

demand has entered the link. Because t1 > T, demand for this link is being held up by active 

bottlenecks upstream or due to spillback of the link itself (indeed the cumulative inflow curve 

shows periods where the inflow rate is decreased). Similarly, the last vehicle leaves the link at 

t2, which includes the delay of all active bottlenecks upstream, delay due to spillback caused by 

the considered link but also any congestion on the link itself that does not lead to spillback.  

Note that the squeezing and queuing phases both yield flows and speeds, where the output of 

the squeezing phase is predominantly used internally in STAQ, while the output of the queuing 

phase forms the primary model output. Further note that output of both phases is consistent with 

the route choice model, and that the squeezing phase does not yield densities because there 

exists no (internal) time dimension in this phase.  

Other STAQ output consists firstly of vertical queues on turn-level and node-level, as calculated 

by the squeezing phase. These queues are defined as the number of car-equivalents that depart 

within the study period and have not yet exited the queue at the end of the study period. 

Secondly, the junction model yields effective turn capacities and turn delays on turn-level. And 

thirdly, the route choice model yields all common output on the route-level consisting of route 

fractions and costs. 
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Figure 3.5: example of cumulative flow curves of a link as calculated in the queuing phase 

3.4 Demonstration of model properties using case study examples 

In this section the properties of STAQ are demonstrated using several model applications, and 

discussed with respect to the desired properties from Table 1. In sections 4.1 till 4.4 we 

subsequently discuss: tractability, accuracy in congested conditions and accountability, 

robustness, and computational efficiency. The sixth desired property regarding input 

requirements is already discussed in subsection 3.3.1. The seventh desired property regarding 

applicability is already briefly mentioned in subsection 3.2.1, but also plays a role in subsections 

3.4.2.2 and 3.4.3. 

3.4.1 Tractability 

Recall from section 3.1 that we have defined tractability as the extent to which the calculations 

in each of the components can be verified using the methodology underlying the component or 

submodel. In this subsection, we demonstrate the tractability of STAQ using the illustrative 

network displayed in Figure 3.6, by showing that all calculations can be done and understood 

using only the law of flow conservation and the shape of the fundamental diagram as underlying 

methods. For the reader to more easily verify the calculations, in this section the triangular 

fundamental diagram of Newell is used as a variation on the quadratic-linear (QL) fundamental 

diagram used by STAQ. Because only the shape of the fundamental diagram (one of the two 

inputs for demonstrating tractability) of the model variant is different to the reference form, 

conclusions drawn in this section will also hold for the reference form itself and thus for all 

variations (since these are simplifications of the reference form). 

In the illustrative network, all links are unidirectional and have a length of 2 kilometers and a 

free flow speed of 100 km/h. Capacities per link are displayed in the middle part of the figure, 

jam density is set to 180 veh/lane. There is only one OD-pair that has its origin top left and 

destination top right carrying a stationary travel demand of 8000 veh/h. Four routes exist in this 

network, shown in the right part of the figure.  
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Figure 3.6: network with link numbers (left), link capacities (middle) and free flow travel times per route 

(right) of toy network  

First we show the mathematical tractability of the multinomial route choice model. Assuming 

μ=1/0.14 and given the free-flow travel-times derived from link lengths, μod≈89.28. Then 

applying equation (3.1) yields most vehicles (5867) choosing the shortest route 1, fewer 

vehicles choose routes 2 and 3 (984 vehicles each) and the longest route 3 is used the least (165 

vehicles).  

Given these route demands, the squeezing phase (Figure 3.3) detects that there are potential 

bottlenecks at the turning movements towards link 9 (demand: 6851 (5867+984), capacity: 

3000), link 12 (demand: 6851, capacity: 2500) and link 3 (demand: 8000, capacity: 2000). For 

the sake of briefness, we only consider the first potential bottleneck here: the diverge upstream 

from link 9. Without going into details of the node model, one can apply the law of conservation 

of vehicles here to see that 3851 vehicles will be left in the vertical queue not able to enter link 

9 yielding a reduction factor of 0.44 for all vehicles leaving link 4. Because of this queue at link 

4 another 646 vehicles on route 3 and 4 towards link 10 are also caught in the same vertical 

queue, due to the conservation of turning fractions (one of the properties of the node model 

described in 3.2.3.2). Further iterations of the squeezing phase yield flows and vertical queues 

displayed in the left part of Figure 3.7, where one can verify that for each node, the summation 

of flow on its incoming links is equal to the summation of flow on its outgoing links plus the 

vertical queue on the node, proving tractability of the squeezing phase.  

Given the flows and vertical queues, the queuing phase (Figure 3.4) starts out with three initial 

backward shockwaves. Shock 1 starts from the downstream end of link 12, shock 2 starts from 

the downstream end of link 9 and shock 3 starts from the downstream end of link 4. The 

conservation law implies that that shockwave speed is equal to the difference in flows divided 

by the difference in density in front and behind the shockwave. Using this and the link lengths, 

one can verify that shock 1 is the first to arrive to its upstream link end (after 446 seconds), 

whereas shockwave 3 arrives at its upstream link end after 576 seconds, and shockwave 2 

arrives at the upstream end of link 9 after 792 seconds. From this moment onwards, links 4, 9 

and 12 are spilling back, whereas the other links are in free flow state and derivative shocks are 

cycling through the two loops in the network. Shock 2 cycles through links 10 (forward), 11 

(forward) and 9 (backward), whereas shock 1 cycles through links 12 (backward), 13 (forward) 

and 14 (forward). After one hour, inflow on all routes is set to 0, triggering a forward shockwave 

in link 4 that empties the network. Due to the heavy congestion (more than half of the demand 

is already being held up at the first bottleneck), it takes another 3 hours before the last vehicle 

has left link 3. 
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Figure 3.7: results of iteration 1; inflows (bandwidths / black font) and vertical queues (pie charts / blue 

font) from squeezing phase (left); outflows (bandwidths) and relative speeds (colours, see legend) from 

queuing phase (right) 

To demonstrate how the node and link models work together we analyze shock 1 through time 

by looking at the cumulative in- and outflow curves of link 12 (Figure 3.8).  

(1) At time 0 the shockwave starts at the downstream end (the slope of the cumulative 

outflow curve is lower than the slope of the cumulative inflow curve at this time).  

(2) 446 seconds later (which is exactly the link length divided by the backward wave speed) 

the shockwave arrives at the upstream end (the slope of the cumulative inflow curve 

decreases), triggering an update of the node model at the upstream end. Because link 

12 is now in spillback state, it can process less flow and thus has a lower effective 

capacity.  

(3) Because link 12 is the normative link, this means that the reduction factor on link 9 is 

decreased, which also causes less flow towards link 13 (due to the conservation of 

turning fractions) and less inflow into link 14 at time 518.  

(4) This leads to less demand from link 14 to link 3 at time 590, which causes the node 

model between these links to assign more flow from link 12 to link 3 and thus increasing 

outflow (the slope of the cumulative outflow curve slightly increases).  

(5) The increased outflow triggers a backward shockwave, and the events described in step 

2 till 5 are repeated, but now starting with the opposite effect causing all words in italics 

to be replaced by their respective opposites. 

Note that each cycle of shockwave 1 corresponds to a downstream event followed by an 

upstream event on link 12. These events always occur 446 seconds apart (the time that a 

backward wave traverses the link), as can be derived from Figure 3.8. Due to the linear free 

flow branch of the fundamental diagram, the travel time for shockwaves to move forward 

through links 13 and 15 is also fixed at 144 seconds (as can be derived from Figure 3.8 by 

comparing durations between subsequent event times on the up- and downstream end of link 

12). When using the QL fundamental diagram, or when other routes would influence this cycle, 

these time intervals would vary. Note that from t = 2218 onwards, no more events occur on link 

12. This means that the differences between updated flow rates from the node models due to 

the shockwave that is cycling through links 12, 13 and 14 have become smaller than the epsilon 

value of 1.0 veh/h. Indeed, the differences in flow rate (the slope of the cumulative in- and 
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outflow curves) in Figure 3.8 before and after the last events where the epsilon is still greater 

than 1.0 (upstream at t = 2218 and downstream at t = 1771) is already very small. The 

cumulative curves in Figure 3.8 also show that the last vehicle enters link 12 at t=14125 and 

leaves the link at t = 14435.  

 
Figure 3.8: cumulative in- and outflow curves for link 12. Dots represent events in the queuing phase 

To demonstrate how the average cumulative outflow curve (the red dashed line in the example 

of Figure 3.5) is used to calculate the link outflows as displayed in the right part of Figure 3.7, 

we acknowledge that only routes 1 and 3 make use of link 12, yielding an unconstrained demand 

of 6851 vehicles for link 12. From the cumulative outflow curve, we can see that the 6851th 

vehicle leaves the link at time 14435, which means that the average outflow per hour is equal 

to 6851/14435 * 3600 = 1709 veh/h, which corresponds to the outflow rate displayed on link 

12 in the lower part of Figure 3.7. 

In this section we have demonstrated that given a network, all calculations within the route 

submodel and the network loading submodel and the interaction between these components can 

be verified using only the specification of the route choice model, the law of flow conservation 

and the shape of the fundamental diagram. Such a level of tractability is matched by STA 

models (using a shortest path algorithm, some link delay function and an averaging scheme), 

and in theory also by non-heuristic DTA models (e.g.: CTM, LTM). However, in practice, DTA 

models cannot easily be traced in this way, mainly because they use time discretization 

requiring all time steps to be traced individually and sequentially requiring very large amount 

of calculations, even on small networks. Furthermore, time discretization implies discretization 

errors that make outcomes of these models dependent on the level of precision of their 

implementation. From this we conclude that STAQ satisfies the desired property of tractability 

both in theory and practice (whereas only some DTA models do in theory).  

3.4.2 Accuracy in congested conditions and accountability 

In section 3.1, we defined model accuracy in congested conditions as the accuracy of flow 

metering and spillback effects as well as route choice effects due to congested conditions. In 

the same section, we defined accountability as the extent to which different submodels can be 
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isolated. To assess both properties, we first isolate the flow metering and spillback effects by 

comparing congestion patterns (location and severity of queues) on a corridor network without 

route choice with observed congestion patterns and patterns from STA and DTA models 

(subsection 3.4.2.1). Thereafter, we add route choice effects by looking at congestion patterns 

and route choice effects in a case study on an urban network with route choice (subsection 

3.4.2.2). This way, we isolate how the different model components capture the different 

mechanisms that occur in the transportation network, thus demonstrating the accountability of 

STAQ. Finally, in subsection 3.4.2.3 we show the impact of the model accuracy on the societal 

value of the measures taken in the same urban network as used in subsection 3.4.2.2. 

3.4.2.1 Accuracy of network loading submodel on A12 Gouda – Den Haag 

In the following analysis, loop detector data of the A12 morning peak on a representative 

workday in 2006 are used to qualitatively compare observed congestion patterns with model 

outputs from STAQ. For reference we also compare these with model outputs from an STA 

model and a second-order macroscopic DTA model (MaDAM, (Raadsen et al., 2010)). We 

stress here that the DTA model is of second order, meaning that anticipation (deceleration) and 

relaxation (acceleration) effects are accounted for in this model.  

Figure 3.9 shows the A12 corridor network in which there are no route choice alternatives. 

Also, given that all network nodes are simple on-ramps and off-ramps, no junctions exist in this 

network. Hence, application on this network focuses on the link and node model within the 

network loading submodel. The OD-matrix has been calibrated on the observed demand just 

downstream from knooppunt Gouwe (on the motorway) and on all on-ramps indicated in Figure 

3.9. 

The congestion patterns are displayed in Figure 3.9, showing three active bottlenecks: 1) 

spillback from the traffic lights around Centrum Zuid, 2) the weaving section between Prins 

ClausPlein and off-ramp Voorburg and 3) the merge from on-ramp Zevenhuizen. Furthermore, 

the entire stretch of road between Zevenhuizen and Prins Clausplein is congested due to 

spillback from bottleneck 2, meaning that any potential bottlenecks along this stretch of road 

cannot clearly be identified from the data.   

The first bottleneck (centrum Zuid) is not reproduced by any of the assignment models because 

spillback from outside the network is not modeled.  

The second bottleneck (Voorburg) is identified by both STAQ and the DTA model. However, 

both models identify the merge from Prins ClausPlein as the only problem, whereas in reality 

the weaving section between Prins ClausPlein and Voorburg also causes problems that are not 

being picked up by STAQ nor the DTA model. The STA model wrongly identifies multiple 

links downstream from the true bottleneck as a bottleneck, because there is no flow metering in 

this model.  

The third bottleneck (Zevenhuizen) is identified by the DTA model, causing a flow metering 

effect that results in a free-flow section between Zoetermeer and Zoetermeer Centrum that is 

not present in the observed data. STAQ does not detect the bottleneck at Zevenhuizen, although 

the capacity between Zevenhuizen and Bleiswijk and the demand from Knooppunt Gouwe and 

on-ramp Zevenhuizen is exactly the same. This must mean that the second order effects due to 

traffic merging from on-ramp Zevenhuizen lowers the effective capacity causing this bottleneck 

in reality and the DTA model. The omission of this bottleneck by STAQ causes  activation of 

a downstream bottleneck at Zoetermeer Centrum. The STA model gives some delay at the link 

downstream from the bottleneck, although capacity has not been reached; meaning that the 

definition of the BPR function causes this link to be identified as a bottleneck.  

Based on this comparison, we conclude that STAQ, contrary to the STA model, successfully 

detects and models primary bottlenecks, but may overlook bottlenecks that are activated due to 
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second-order and lane-distribution effects. These conclusions hold on any network, since they 

are a direct result of properties of the network loading submodel.  

Although second-order and lane-distribution effects cannot be directly modelled using a first 

order network loading submodel such as STAQ9, they could be added to the assignment model 

by decreasing the link capacities on weaving sections and merges following guides like the US 

Highway capacity manual (Awan and Solomon, 2000) or the Dutch CIA (Rijkswaterstaat, 

2015). This could be done before the assignment, using merging and weaving proportions from 

the OD matrix assuming free-flow route choice, or incorporated within the assignment model 

using the actual proportions from the previous iteration. Note that this problem will mainly 

occur on motorways, because bottlenecks on urban roads typically occur at intersections.  

 
Figure 3.9: comparison of observed and modelled congestion patterns on the A12 motorway between Gouda 

and Den Haag 

3.4.2.2 Accuracy and accountability of assignment model on case Den Bosch 

In this section, the accuracy of STAQ compared to STA models is further analyzed using a 

bottleneck location close to the city of Den Bosch in the Netherlands. During the AM peak 

period the bottleneck manifests itself on the A59 motorway from Den Bosch towards Oss 

around the off-ramp Rosmalen (indicated by the black circle in the left part of Figure 3.10). In 

the reference situation, the STAQ results (right side of Figure 3.10) show a vertical queue 

between the off and on-ramp and a second, much smaller, vertical queue at the end of the off-

ramp, together causing a queue spilling back all the way onto motorway intersection Empel (the 

upper left of the network cut out area displayed in the figures), whereas the static results only 

exhibit minor speed drops directly on the bottleneck links.  

 

 
9 Note that some second order DTA models (e.g. METANET) contain a correction term for merging 

sections 
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Figure 3.10: assignment results for reference scenario; static (left, black circle indicates bottleneck location) 

vs STAQ (right). Bandwidth colours: modelled speed as ratio of free flow speed; Bandwidth widths: 

modelled flow; Blue circles in STAQ results (right): vertical queues (radius indicates queue size) 

For sake of analyses, we consider a network variant in which the capacity of the intersection at 

the end of the southern off-ramp is increased and an extra lane between the southern off- and 

on-ramp is added, leading to the assignment results displayed in Figure 3.11. 

 

 
Figure 3.11: assignment results of the network variant; static (left) vs STAQ (right) 

These assignment results lead to the following findings (demonstrating accuracy) and 

mechanisms (demonstrating accountability) for which the STA and STAQ model results are 

similar: 

(1) The two bottlenecks around the off-ramp are effectively removed as a result of the 

capacity increase. In STAQ this finding is a result of the removal of an active supply 

constraint in the node model of the node connecting the motorway and the southern off-

ramp and the removal of supply constraints of the junction model of the node at the end 

of the southern off-ramp.  

(2) As a result of 1, the on-ramp itself and all arterial roads towards it are used more (i.e. 

higher flows). In STAQ this finding is a result of decreased travel times on turning 

movements over, and links around, the nodes mentioned in bullet 1, which cause the 

route submodel to increase route-fractions of routes using the on-ramp and adjacent 

arterial roads. 

(3) The southbound traffic crossing the A59 returns from alternative routes to the arterial 

that uses the intersection with the considered off-ramp (indicated by the increased 

southbound flow on the arterial from the original bottleneck location). The mechanism 

causing this is thus the same as in finding 2.  

Findings that the STA model results omit, but the STAQ model results do correctly show, 

thereby demonstrating its better accuracy under congested conditions, are: 

(4) On the A59, the queue spilling back from the considered bottleneck towards the 

northwest is much shorter because the squeezing phase predicts the bottleneck to be 

much smaller and further downstream, which causes the shockwaves calculated in the 
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queuing phase to travel at a lower speed and over a longer distance towards the 

northwest. Furthermore, due to increased flow from this direction (calculated by the 

route choice model), a new bottleneck is activated at the merge of the motorway 

intersection Hintham (just west of the original bottleneck location).  

(5) On the A59, downstream from the removed bottleneck, the existing bottlenecks 

intensify, and a new small bottleneck activates at the next off-ramp. This is caused by 

the increase of the reduction factor at the original bottleneck location as calculated by 

the squeezing phase in combination with the increase of flow due to the route choice 

model reacting to lower travel times for eastbound traffic on the motorway.  

Comparing the STA and STAQ results we conclude that only effects on the links and nodes 

where measures were taken and some of the route choice effects of the network variant are 

captured by the STA model, whereas STAQ also captures the effects up- and downstream from 

the removed bottleneck. This leads to the conclusion that the addition of flow metering and 

spillback effects strongly improves the accuracy and realism under congested conditions. This 

conclusion holds on any network, because it is a direct result of properties of the network 

loading submodel. Furthermore, we have shown that the STAQ results can be related to 

(combinations) of model components, demonstrating its accountability. With respect to 

accountability we conclude that STAQ includes effects of route choice, flow metering and 

spillback; whereas STA models only include route choice effects. And furthermore, 

accountability of STAQ is still on a level that makes the results explainable on a level 

comparable to that of STA models. Also, this section has shown that STAQ is applicable on 

networks containing both urban roads and motorways.  

3.4.2.3 Accuracy and its impact on the predicted societal value of the measures of case Den Bosch 

To demonstrate that the differences between the assignment methods may also (substantially) 

change the outcomes of a (social) cost benefit analysis, we compare the effect of the network 

variant in terms of vehicle loss hours per road type for both STA and STAQ assignment results 

(Table 3.2). Note that these results are only for illustrative purposes, since no calibration has 

been performed on either model.  

 

Roadtype 

Usage [veh*km] Experienced delay [vehicle loss hours] 

Both cases Reference Network variant Difference 

Both assignments Static STAQ Static STAQ Static STAQ 

Motorways ~57% 334 1130 314 1052 -20 -79 

Non-motorways  ~43% 1761 339 1717 283 -44 -55 

Total 100% 2095 1469 2031 1335 -64 -134 

Table 3.2: vehicle loss hours for reference and network variant for both static and STAQ assignment 

Analysis of this table leads to the following findings: 

Although route choice does vary among the two networks and assignment methods (see analysis 

above), the usage per road type in veh*km is (approximately) the same.  

(6) In the STA model most delay occurs on the non-motorways, whereas in STAQ  most 

delay occurs on the motorways. Given the usage and location of bottlenecks (both are 

concentrated on the motorways in this network) STAQ results are more consistent with 

the model input, than results from the STA model are.  

(7) Both assignment models yield a reduction in vehicle loss hours as a result of the 

measures taken in the network variant. However, when using STAQ, the reduction is 

more than twice as large compared to the STA model output (a reduction of 134 vehicle 
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loss hours in the STAQ assignment versus a reduction of 64 vehicle loss hours in the 

STA model).  

For illustrative purposes, the annual societal value of the travel time savings during the morning 

peak hour induced by the network variant is calculated. Following (Kouwenhoven et al., 2014) 

we assume an average value of time of €9,- per hour and an average reliability ratio of 0.6. 

Furthermore, we assume that per year 260 of these average morning peak hours occur. This 

means that the societal value of the network variant would approximately be €240.000,-  

according to the STA model output and €500.000,- according to the STAQ output, an increase 

of 108%. These findings show that choosing an assignment method that accounts for flow 

metering and spillback effects has substantial effects on the outcomes of a cost benefit analysis 

for study areas with structural congestion.  

3.4.3 Robustness  

As defined in section 3.1, we consider a model to be robust when there are no random variables 

in the model and when it converges to a defined and meaningful stable state. From section 3.2 

we know that the model does not contain random variables or stochastic processes. Therefore, 

in this section we will only look at the convergence of STAQ towards Wardrops’ conditions of 

user equilibrium (Wardrop, 1952) (which we consider a meaningful stable state indeed10) using 

the adapted relative duality gap as described in subsection 3.2.4.2.  

Key components within STAQ are chosen or defined to maximize convergence properties. In 

the route submodel, the stochastic user equilibrium is chosen as the route choice paradigm 

which means that in each iteration traffic is distributed over all routes (instead of choosing one 

route in the deterministic user equilibrium), leading to better convergence properties on the 

route level (Bliemer et al., 2013). In the network loading submodel, the node model complies 

with the two invariance principles described in (Lebacque and Khoshyaran, 2013) ensuring that 

its outcomes are stable under constant link boundary conditions (a numerical example of how 

this ensures stability is given in (Tampère et al., 2011)). Furthermore, the link model contains 

no discretization over space or time. This means that its solutions are exact, avoiding any 

discretization errors as shown in a numerical example in (Raadsen et al., 2016).  

In the remainder of this section, the convergence of STAQ is assessed using several congested 

networks taken from strategic transport model systems that normally use an STA model. 

Largely neglecting the required level of precision and accuracy of the input data for STAQ 

(described in subsection 3.3.1), the travel demand matrices used where taken directly from the 

original transport models systems, whereas the networks where only refined slightly on 

locations where effective capacities where incorrect (these errors did never manifest itself in 

the STA model due to the lack of strict capacity constraints). For each model, a hundred 

iterations where run for all twelve combinations of the STAQ variations that are known to have 

substantial influence on the convergence (Table 3.3). These twelve combinations are built up 

from two variations regarding the averaging scheme (MSA or SRA), three variations regarding 

junction modelling (no junction modelling (‘NoJM’); take only calculated turn delays into 

account (‘Delays’); take both calculated turn delays and turn flow restrictions into account 

(‘JM’)), and two variations regarding spillback effects (see subsection 3.2.5 for variation 

definitions).  

 

 
10 Note that uniqueness of the solution is only guaranteed when the TA model uses an (implicit) cost 
function that is strictly increasing (theorem 1.8 in (Nagurney, 1993)). Just like DTA models, the strict 
capacity constraints within STAQ cause a violation of this requirement. However, empirical tests show 
that STAQ approximates the same equilibria in terms of link flows, no matter the start solution.  
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1 MSA-NoJM-NoSpillb 4 MSA-NoJM-Spillb 7 SRA-NoJM-NoSpillb 10 SRA-NoJM-Spillb 

2 MSA-Delays-NoSpillb 5 MSA-Delays-Spillb 8 SRA-Delays-NoSpillb 11 SRA-Delays-Spillb 

3 MSA-JM-NoSpillb 6 MSA-JM-Spillb 9 SRA-JM-NoSpillb 12 SRA-JM-Spillb 

Table 3.3: numbering of the twelve combinations of model variations tested 

An overview of the strategic transport model systems tested is given in Table 3.4. The models 

are all strategic, but range from relatively coarse motorway oriented models (Leuven, NRM-

West and NVM), to more fine-grained regional models (BBMB, Vlaams Brabant) and urban 

models (Breda, Haaglanden). Besides Leuven, all models classify as large-scale by the 

definition from section 3.1. Note that the digitized networks of Vlaams Brabant, NVM and 

NRM-West do not contain modelled junctions (no junction definitions set), and therefore, only 

combinations 1, 4, 7 and 10 where run for these models. 

 

Model Major cities in study area model type Links Nodes Junctions Centroids 

Leuven Leuven (BE) motorway 2698 1833 587 430 

NRM-West 
Amsterdam, Rotterdam, The 

Hague, Utrecht (NL) 
motorway 86783 56739 0 3392 

BBMB 
Eindhoven, Tilburg, Breda, 

Den Bosch, Helmond (NL) 
regional 142336 106780 15979 3321 

Breda Breda (NL) urban 147253 107984 16241 6043 

Haaglanden The Hague (NL) urban 140277 94159 3539 5845 

Vlaams Brabant Brussels, Leuven (BE) regional 34239 23241 0 2999 

NVM all of the Netherlands (NL) motorway 159920 65272 0 6102 

Table 3.4: properties of models tested, models sorted by size measured in number of routes 

For each model, the appendix contains a graph that shows the relation between the calculation 

time11 and the adapted relative duality gap for each of the STAQ variations tested. Besides 

showing the trade-off between computational time and convergence, the total computational 

time needed to do 100 iterations can also be derived from the graphs in the appendix by looking 

on the vertical axis at the point where the curve stops. 

Recall from section 3.1 that the adaptive relative duality gap should be lower than 1E-04 for 

the assignment mode to produce outcomes that are suitable to be used in the strategic context. 

From the graphs in the appendix we conclude that that almost all runs without spillback 

converge sufficiently within 100 iterations when using the SRA averaging scheme. Models 

Vlaams Brabant and NVM are the only exceptions, however their duality gap curves do suggest 

that they would reach 1E-04 when some more iterations would have been conducted. Both 

models show a lot of bottlenecks and a high percentage of routes affected by them (77% and 

91% of all routes respectively; see also Table 3.5). Further investigation shows that the 

networks of model Vlaams Brabant and NVM are relatively coarse in relation to its density in 

urban areas, which can be seen when looking at the number of centroids and especially the 

number of links in relation to the number of inhabitants in the study area. This causes (artificial) 

problems on locations where centroids representing large and densely populated areas are 

connected to the network with only a limited number of connectors. This happens especially in 

the city of Brussels in model Vlaams Brabant, and in the larger cities in NVM. This causes the 

high number of blocking nodes and large proportions of routes being affected. In turn, this 

causes high sensitivity of route cost to changes in route demand and thus poor convergence 

 

11 All runs conducted on a Core I7-950 3.07 Ghz machine with 24 GBytes of memory running Win7 
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properties.  Refining the network around these areas would very likely lead to much better 

convergence properties.  

When using MSA, only the BBMB model converges sufficiently within the first 100 iterations 

(but only just), all models consistently show a well-known property of MSA: its convergence 

slows down considerably with higher iteration numbers, which happens long before 

convergence has been reached. Note that, although far from sufficiently converged, in the initial 

10 to 15 iterations, MSA generally outperforms SRA. However, after these initial iterations, 

broadly when MSA approaches duality gap values between 1E-03 and 1E-02, the convergence 

properties of runs using SRA are clearly much better; leading to better convergence using far 

less calculation time.  

We now consider the effect of junction modelling on models that have junctions defined in the 

network and for model variations that have proven to converge without junction modelling (i.e.: 

variations without spillback and using SRA). The graphs in the appendix show that enabling 

junction modelling, but neglecting its flow restrictions (thus only adding delays from junction 

modelling to the route cost) deteriorates high precision convergence properties, but does not 

prevent any model for reaching the required convergence rate, nor does it increase required 

calculation times significantly. Applying full junction modelling however does break 

convergence for Leuven, Breda and Haaglanden. Although the duality gap curve of Leuven 

suggests that it would reach 1E-04 when some more iterations would have been conducted. 

Further investigation showed that on the Breda network, a single junction that flip flops from 

under- to oversaturation causes the oscillations in duality gap values around 1E-04 that can be 

seen in its graph. Similar observations were made on the Haaglanden network, although in this 

model, not a single, but several (clustered) junctions showed oscillating under- and 

oversaturation. These observations suggests that methods similar to diagonalization (Dafermos, 

1980) might resolve this problem; e.g. smoothing or less frequent updating of the flow 

restrictions from junction modelling. 

The appendix also shows that on all models except Leuven, model variations with spillback do 

not converge sufficiently within 100 iterations: the duality gap keeps oscillating and never drops 

below 1E-04. Spillback effects are thus the most important cause for non-convergence, which 

makes sense when realizing that spillback is likely to cause the cost of routes that use link(s) 

affected by this spillback to become diagonally non-dominant (i.e.: the demand for such a route 

itself is no longer the main contributor to its cost; instead demand on other routes is), whereas 

the route choice model and averaging scheme do not anticipate for this. Note that the one run 

with spillback that does converge to below 1E-04 is a variation with SRA and without junction 

modelling on model Leuven. Further investigation shows that the Leuven model has relatively 

low demand (thus violating the requirement of an accurate definition of stationary demand as 

stated in subsection 3.3.1) due to demand matrix calibration conducted in a static context using 

observations in congested conditions thus causing spillback effects to only limitedly occur. 

The findings described above suggest that the model variation #8 (SRA-Delays-NoSpillb) in 

Table 3.3 has the best accuracy whilst still converging sufficiently on all tested models. In some 

cases/models, full junction modelling (variation #9) can be used without losing sufficient 

convergence. Also, this section has shown that STAQ is applicable on networks ranging from 

fine grained urban to coarse motorway networks. 

3.4.4 Computational efficiency 

In section 3.1 we defined computational efficiency as the extent to which run times and memory 

requirements are acceptable for calibration and application of large scale models. Although no 

formal criteria exist, a general guideline is that it should be possible to run an assignment for 

all modes and for all modelled periods in a strategic transport model overnight. Assuming that 

a single car assignment takes up around 25% of the total computational effort, this means that 
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any assignment should not take longer than three to four hours. With respect to memory 

consumption we assume that it should be possible to run the assignment on a regular high-end 

desktop computer with 16 Gigabytes of RAM. In the remainder of this section we look at 

calculation times and memory usage for the STAQ model variation #8 (SRA-Delays-NoSpillb) 

on the models in Table 3.4 as it was selected as the most balanced model variation combination 

in section 3.4.3. 

Since in the considered model variation combination, the queuing phase is only performed in 

the last iteration, calculation time per iteration is roughly equal to the calculation time for the 

squeezing phase. Given the mathematical problem solved by the squeezing phase (Bliemer et 

al., 2014), calculation time to run the network loading submodel is mainly proportional to the 

following variables (column names of variables included in Table 3.5 in parenthesis): the 

number of routes (#routes), the number of active bottleneck locations (#blocking nodes) and 

their usage (% of routes blocked), the severity of active bottleneck locations (e.g.: local demand 

to capacity ratio per active bottleneck location) and the strength of the relationships between 

those active bottleneck locations (e.g.: the number of shared routes per active bottleneck 

location). Note that the severity and strength of relationships per bottleneck location are omitted 

from Table 3.5 since they are hard to capture in a single indicator. 

 

Run properties Calculation time Mem usage 

Model 
Peak 

period 
#routes 

#Itera

-tions 

#blocking 

nodes 

% of 

routes 

blocked 

total 

[hh:mm:ss] 

per iter 

[mm:ss] 

per route 

per iter [ms] 

Total 

[Mb] 

per 

route 

[Kb] 

Leuven PM 74697 49 74 21% 0:01:50 0:02 0.03 404 5.41 

NRM-West AM 1241762 31 863 56% 0:37:19 1:12 0.06 2935 2.36 

BBMB AM 1272227 14 470 27% 0:22:53 1:38 0.08 2245 1.76 

Breda PM 2069672 46 940 53% 3:02:58 3:59 0.12 6470 3.13 

Haaglanden PM 2854246 18 255 32% 1:36:56 5:23 0.11 7631 2.67 

Vlaams- 

Brabant 
PM 3109173 >100 1354 77% 7:35:37 4:33 0.09 7181 2.31 

NVM AM 4057235 >100 8390 91% 13:43:16 8:14 0.12 9418 2.32 

Table 3.5: calculation times and peak memory usage of model variation combination #8 for all tested models 

Looking at the calculation time per iteration, we see indeed that it is roughly proportional to the 

variables mentioned above yielding calculation times varying from 0.03 ms to 0.12 ms per route 

per iteration for the models tested, which translates to about 30 seconds to 2 minutes per 

iteration for every million routes. From Table 3.5 however, no relationship between the number 

of iterations required and other run properties can be identified, whereas total calculation time 

is roughly12 proportional to the number of iterations between route and network loading 

submodel required for convergence (#Iterations) since the route submodel forms a loop around 

the network loading submodel (Figure 3.1).  

To explain why no relationship is found between the required iterations and other run properties 

in Table 3.5, we look again at the adapted duality gap graphs in the appendix. In these graphs, 

some models and model variation combinations show strongly oscillating curves (e.g. 

combinations #8 and #9 of BBMB (after 30 minutes of calculation time) and combination #9 

on both the models of Breda (after 2 hours of calculation time) and Haaglanden (after 1 hour of 

calculation time), which slows down and/or prevents further convergence. Analysis of the 

 
12  This holds only roughly, since later iterations contain fewer active bottlenecks, yielding less 
calculation time required for the network loading submodel. 
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adapted duality gap values per OD for these models (leaving out the summation over OD pairs 

in equation (3.2)) confirms that the least converging OD pair contributes the most to poor gap 

values. Using this knowledge, the cause of the oscillations could be traced to a limited set of 

OD pairs and even to a limited set of bottleneck locations. These bottleneck locations proved 

to be switching between an active and inactive state over (sets of) iterations. Often, by removing 

only one of such bottlenecks in the network, the duality gap graph could drop substantially 

(factors of 10 to 1000’s at equal calculation times). This extends the finding in subsection 3.4.3 

that not only single (clusters) of flip flopping junctions can cause oscillating duality gap values, 

but that it can also occur on bottleneck nodes not being modelled as a junction. Although 

identified, this phenomenon may substantially delay or even prevent reaching the required level 

of convergence and it also prevents formulation of a relationship between the run properties 

and expected total calculation time in Table 3.5.  

To analyse the computational efficiency of the different model components, the share of 

calculation time per model component for model variation #8 for six of the tested models is 

displayed in Figure 3.12. This figure shows that the network loading submodel (link, node, 

junction modals and travel time calculator) take up most (54%-64%) of the calculation time. 

This share is much lower than the share of the network loading submodels within DTA models, 

demonstrating the high computational efficiency of the network loading submodel of STAQ. 

This also indicates, that efforts to further improve computational efficiency might need to be 

put into the route choice model. This component now claims a relative large proportion of 

calculation time (between 32% and 41%), which will only increase when using more advance 

route choice models than the relatively simple MNL route choice model used here.  

 

 
Figure 3.12: calculation time shares per model component 

Comparing the total calculation times of the different models with the upper bound of three to 

four hours, we see that all models except for Vlaams Brabant and NVM exhibit acceptable 

calculation times. Although not further investigated, probably, the coarseness of these networks 

in relation to their density described in section 3.4.3 is likely to be the cause for its poor 

convergence.  

With respect to memory usage, Table 3.5 indicates that that it is also proportional to the number 

of routes. On average, the peak memory usage per route is around 3 Kilobytes, which roughly 

translates to around 3 Gigabytes needed for every million routes, which means that the largest 

model tested here (NVM with more than 4 million routes) requires 9.4 Gigabytes of RAM, 

thereby easily meeting the requirement of maximum 16 Gigabytes of RAM.  
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3.5 Conclusions and discussion 

In this paper, we have provided a complete description of the concept and implementation of 

the assignment model STAQ and several variations, along with insight into how the model 

addresses the shortcomings of STA and DTA models in the strategic context for large congested 

networks. In line with literature we have defined seven desired properties for strategic transport 

models for large congested networks, and have shown the performance of STAQ and its 

variants for each of these seven properties in comparison with STA and DTA models.  

3.5.1 Main conclusions 

The different mechanisms that occur in a transportation network when applying STAQ can all 

be isolated and verified using only the law of flow conservation and the shape of the 

fundamental diagram as underlying methods, proving that tractability and accountability of 

STAQ is comparable to that of STA models and amply exceed that of DTA models. 

With respect to the accuracy under congested conditions, we conclude that, contrary to STA 

models, STAQ successfully detects and models flow metering and spillback effects of primary 

bottlenecks, with the limitation that STAQ may overlook bottlenecks that are activated due to 

second-order and lane-distribution effects. STAQ allows for assignment of different vehicle 

classes and the junction modelling component allows application on both urban roads as well 

as motorways.  

Furthermore, we conclude that when evaluating network scenarios, STA models only capture 

effects on links and nodes where network changes occur and include some of the route choice 

effects, whereas STAQ also captures the effects up- and downstream from network changes. It 

was shown that the addition of these effects causes large differences in terms of vehicle loss 

hours and thus societal benefits of policy measures influencing travel times of travellers. This 

clearly demonstrates that the addition of flow metering and spillback effects strongly improves 

the accuracy and realism under congested conditions and that choosing an assignment method 

that accounts for these effects will have substantial effects on the outcomes of a cost benefit 

analysis for study areas with structural congestion.  

Based on analysis of twelve different model variations on seven large scale strategic transport 

models of largely congested regions we conclude that STAQ with spillback in the last iteration, 

full junction modelling and the self-regulating averaging scheme proved to be the optimal 

variation, providing sufficient realism and convergence (duality gap values below 1E-04) 

within well acceptable calculation times  for five of the seven models tested (ranging from 23 

minutes up to 3 hours to achieve equilibrium on a regular desktop pc). A limitation of this model 

variant is that spillback effects are not included in the route choice behavior. Adding these 

effects is possible, but at the expense of convergence. The network of the models Vlaams 

Brabant and NVM prove to be too coarse in relation to its density, creating artificial congestion 

locations causing high sensitivity of route cost to changes in route demand and thus poor 

convergence properties.  Refining the network in densely populated areas would very likely 

lead to better convergence properties for both models.  

Input requirements of STAQ are much lower than those of DTA and only slightly higher than 

those of STA models. Although STAQ needs little extra input compared to STA models, its 

strict capacity constraints put emphasis on the required level of precision and accuracy of the 

input data. Most importantly, the definition of the study period and the level of stationary 

demand in the matrices should be consistent, flow metering and spillback effects in observed 

data should be taken into account while calibrating the OD matrices, and the hard capacity 

constraints in STAQ require more accurate capacity values on links and junctions to be coded 

as a single node. Based on the above, we conclude that STAQ is a viable alternative to the 

traditional STA model, providing more accuracy on congested networks without reducing 
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robustness and accountability and without increasing input requirements, whilst keeping 

computational requirements to acceptable levels (as opposed to DTA models). This makes the 

model suitable for applications where both STA and DTA models may fail: strategic 

applications on large-scale congested networks. 

3.5.2 Recommendations and further research 

Based on this research, several improvements in the way STAQ and its variations are being 

applied are proposed. Most importantly, the development of a STAQ based matrix estimation 

method that takes flow metering and spillback effects on observed data into account. A first 

attempt for such a method is described and applied in (Brederode et al., 2017, 2014) 

respectively. When in place, model systems can properly be calibrated using STAQ which 

enables more thorough validation of the assignment model comparing its outcomes with 

observed flows, congestion patterns and travel times for a large urban region. Furthermore, 

when thoroughly validated, the societal value of the model should be determined by comparing 

a full cost benefit analysis of one or more existing projects using an STA model and STAQ.  

As described in subsection 3.4.3, there is still room for improvement on the speed and level of 

convergence of the model, especially for model variations with full spillback enabled. Several 

research directions are worth mentioning here. Firstly, the parameters that control the step sizes 

used within the self-regulating averaging scheme (subsection 3.4.3) should be calibrated (now 

the default values from (Liu et al., 2009) are used). Secondly, in subsection 3.4.4 we have 

already briefly mentioned that the causes for poor convergence can be traced down towards 

(sets of) bottleneck locations which is in line with findings in (Levin et al., 2015) for DTA 

models. This provides a starting point for various possible algorithmic enhancements that try to 

decrease the changes in demand per iteration for these locations by e.g. constraining changes in 

demand on OD pairs using sensitive bottlenecks through the route choice model and/or 

averaging scheme (note that some of these enhancements where already tested as described in 

(Brederode et al., 2016b)). From this same starting point, it might be possible to develop a 

method to calculate a rough estimate of the expected convergence properties of a model given 

its network and level of OD demand.  

As pointed out in subsection 3.4.4, the calculation time per model component indicate that the 

network loading submodel of STAQ is relatively fast, such that efforts to further improve 

computational efficiency of STAQ are better put into other model components, primarily the 

route choice model. 

With respect to the route choice model, the paired combinatorial logit model (PCL, 

Pravinvongvuth and Chen 2005) is implemented as a STAQ variation. PCL adds support for 

route overlap and therefore allows inclusion of more relevant routes and thus is expected to 

improve convergence. To be able to test this hypothesis an adaptation of the duality gap for 

PCL (as has been done for MNL in equation (3.2)) needs to be derived. 

Finally, a recommendation with respect to the concept of STAQ. In its current form, STAQ 

effectively adds strict capacity constraints to STA models. However it still assumes stationary 

demand during a single time period. This means that the ‘true’ demand should always be 

averaged or aggregated in some way over the time period. To reduce averaging errors, an 

extension to STAQ that allows for multiple time periods would be needed. This would close 

the gap with DTA models further, however at the same time most likely will introduce new 

problems, such as more input requirements, poor convergence properties and longer calculation 

times. If these can be accepted or overcome, it would require for residual traffic to be transferred 

from one period to the next period. Such a mechanism would also solve another problem: 

residual traffic due to trip durations longer than the duration of the single time period, which 

can occur when dealing with large networks and/or short time periods.   
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A. APPENDIX. DUALITY GAP VS. CALCULATION TIME FOR ALL TESTED MODELS AND RUNS 

On the next page, the empirical relation between calculation time (on a Core I7-950 3.07 Ghz 

machine with 24 GBytes of memory) and convergence is displayed for all 7 models (Table 3.4) 

and all 12 model variations per model (Table 3.3). Each graph shows the runs on one model, 

and each curve in a graph represents a specific model run, its colour and shape indicate the 

combination of model components tested as displayed in the legend. The reds represent runs 

using the MSA averaging scheme, the greens represent runs using the SRA averaging scheme. 

Dashed curves represent runs where spillback is enabled, and continuous curves represent runs 

without spillback. The three different shades of both reds and greens represent the three 

different options for junction modelling. 
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Chapter 4 
 
Extension of a static into a semi-dynamic traffic assignment 
model with strict capacity constraints  

Abstract 

This paper presents a straightforward extension of a static capacity constrained traffic 

assignment model into a semi-dynamic version. The semi-dynamic model is more accurate 

than its static counterpart as it relaxes the empty network assumption, but, unlike its dynamic 

counterpart, maintains the stability and scalability properties required for application on large 

scale strategic transport model systems. Applications show that semi-dynamic queue sizes and 

delays are very similar to dynamic outcomes, only the congestion patterns differ due to 

omission of spillback. Static model outcomes do not resemble the semi-dynamic nor dynamic 

model on size, temporal nor spatial distribution of queues and delays. The static and semi 

dynamic models can reach user equilibrium conditions, whereas the dynamic model cannot. 

On a real-world transport model, the static model omits up to 76% of collective losses. It is 

therefore very likely that the empty network assumption influences (policy) decisions based on 

static model outcomes. 
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4.1 Introduction 

Strategic traffic assignment (TA) models are used to assess the long-term impact on route 

choices of transport policies and the design and management of transport systems. As road 

congestion has become a structural problem in ever more regions around the world, TA model 

accuracy in congested conditions has become more important.  

Because strategic TA models are used for long term forecasting, their outcomes should 

represent stable conditions in which travelers have adapted their route choice behavior to the 

forecasted scenario. Stability conditions in TA models are mostly operationalized by imposing 

user equilibrium conditions, where research suggests that a duality gap value (DG, the metric 

most used to measure the level of disequilibrium) of 1E-04 or lower is needed in strategic 

context (Boyce et al., 2004; Brederode et al., 2019, 2016a; Caliper, 2010; Han et al., 2015; Patil 

et al., 2021). Imposing equilibrium conditions on large scale TA models involves iterative 

solution algorithms that are computationally expensive.  

For strategic TA models, there is a clear trade-off between stability and computational 

requirements on the one hand and accuracy on the other hand (Bliemer et al., 2013; Brederode 

et al., 2019; Flötteröd and Flügel, 2015). For each type of TA model the trade-off is made 

differently. In this paper, the framework described in (Bliemer et al., 2017) is used to define 

and classify the level of accuracy for different types of TA models. By only considering 

equilibrium models, the three dimensional framework from (Bliemer et al., 2017) simplifies 

into the two dimensional framework depicted in Figure 4.1. In this framework, the accuracy of 

TA models is classified by their spatial and temporal assumptions, where static unrestrained 

TA models are the least accurate, while dynamic capacity and storage constrained TA models 

are the most accurate. Below the effects of the different spatial and temporal assumptions on 

the accuracy of TA models are summarized, for a thorough description of the assumptions 

themselves the reader is referred to (Bliemer et al., 2017). 

 
Figure 4.1: simplified framework for classification TA models 

The spatial assumptions consider the effect of limited supply (capacity) on network usage and 

conditions. In unrestrained models (e.g.: All-Or-Nothing assignment), limited supply has no 

effect on the model outcome, whereas in capacity restrained models (e.g.: traditional static 

assignment models using BPR functions) route choice changes may occur due to limited supply 

although demand is still allowed to exceed supply. In capacity constrained models, route choice 

changes and vertical queues (and hence reduced flow downstream) may occur, whereas in 
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capacity and storage constrained models, route choice changes and horizontal queues (and 

hence spillback upstream and reduced flow downstream) may occur.  

The temporal assumptions consider the effect that traffic that has departed but not arrived in 

previous time periods (residual traffic) has on network conditions (and hence usage) in the 

current time period. In static models, residual traffic has no influence on network conditions 

(i.e.: the model assumes an empty network at the start of the considered time period), whereas 

in semi-dynamic models residual traffic is transferred to the next time period (i.e.: the model 

considers the residual traffic that is on the network at the start of each time period). In dynamic 

models, period durations are very small (causing almost all traffic to be residual traffic), and 

network conditions are updated on link (or even cell-) level, thereby implicitly ‘transferring’ 

traffic and network start conditions to the next time period.  

4.1.1 Research contribution, motivation and paper outline 

This paper extends the static capacity constrained TA model described in (Bliemer et al., 2014; 

Brederode et al., 2019) to a semi-dynamic capacity constrained TA model and compares it to 

its static and dynamic counterparts on theoretical networks as well as a large scale realistic 

transport network. The motivation for the choice of a semi-dynamic capacity constrained TA 

model is described below. 

For the last decades, emphasis has been mainly on the transition from static capacity restrained 

TA models to dynamic capacity and storage constrained TA models, where the most notable 

incarnations used in practice are the cell- (Daganzo, 1994) and link- (Yperman, 2007) 

transmission models. Although substantial progress for this model class has been made, both 

on computational efficiency (Bliemer and Raadsen, 2019; Canudas-de-Wit and Ferrara, 2018; 

Himpe et al., 2019, 2016; Petprakob et al., 2018; Simoni and Claudel, 2020) as well as stability 

(Ge et al., 2020), as far as the authors are aware, there are still no examples where the stability 

requirement for strategic applications (duality gap values below 1E-04) is met. 

More recently, research into static capacity and storage constrained TA models shows that also 

these models fail to meet the stability requirement (Bliemer and Raadsen, 2020; Brederode et 

al., 2019; Smith, 2013) whilst their computational requirements are not (yet) on acceptable 

levels for practitioners (Raadsen and Bliemer, 2019a).  

Hence, adding storage constraints to any model (either static or (semi-)dynamic) breaks 

convergence, which is in-line with theoretical findings in e.g. (Han et al., 2015; Szeto and Lo, 

2006) that show that spillback can cause a non-continuous route cost function leading to non-

convergence (Friesz and Han, 2019). These findings are confirmed on multiple networks in 

(Brederode et al., 2019) where on several large scale networks a dynamic capacity and storage 

constrained TA model assuming stationary demand did not converge below duality gap values 

below 1E-02 whereas a static capacity constrained TA model on the same networks converged 

to duality gap values well below 1E-04.  

As shown in (Bliemer et al., 2014; Brederode et al., 2019), static capacity constraint TA models 

already greatly improve accuracy in congested conditions compared to capacity restrained TA 

models while maintaining scalability and stability properties required for strategic applications. 

To further increase accuracy without losing stability and/or low computational requirements, a 

shift from static capacity constrained towards semi-dynamic capacity constrained TA model 

seems to have the most potential. 

Additionally, there are two application types for TA models that would greatly benefit from a 

shift from a static to a semi-dynamic TA model. Firstly, because semi-dynamic TA models do 

not assume an empty network at the start of the assignment, they provide a much better 

application context to add departure time choice models to the transport model system than 

their static counterparts do. Secondly, in the context of demand matrix estimation, a semi-
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dynamic TA model allows to account for observed link flows that are partially composed of 

traffic that departed prior to the considered time period.  

In conclusion, the semi-dynamic capacity constrained TA model is selected because, contrary 

to capacity and storage constrained TA models, it is expected to meet stability and 

computational requirements whilst it is expected to substantially improve accuracy compared 

to its static capacity constrained counterpart, especially in the application contexts of departure 

time choice modelling and demand matrix estimation.  

The remainder of this paper is organized as follows. Section 4.2 positions the proposed semi-

dynamic capacity constrained TA model in the field, whereas section 4.3 describes the 

algorithms used to solve it and to derive collective losses and average delays from its outcomes. 

In section 4.4, the accuracy, stability and scalability properties of the model are evaluated using 

applications on two theoretical and one real scale transport model instance. In section 0 

properties and limitations specific to the semi-dynamic TA model are discussed. Finally, 

conclusions are drawn in section 4.6 along with recommendations for further research.  

4.2 From static to semi-dynamic: relaxing the empty network assumption 

To further position the semi-dynamic TA model subject of this paper, this section describes 

how it is derived from its static capacity constrained counterpart described in (Bliemer et al., 

2014) and compares it to semi-dynamic TA models in literature. 

4.2.1 From a single to multiple time periods with stationary travel demand 

To extend the static capacity constrained TA model described in (Bliemer et al., 2014) to the 

semi-dynamic capacity constrained TA model used in this paper, the model assumption of a 

single time period with stationary travel demand is relaxed into the assumption that there are 

multiple time periods with stationary travel demand. Other model properties and assumptions 

are maintained, most importantly: the node model from (Tampère et al., 2011) and a 

fundamental diagram with horizontal hypercritical branch are used. With respect to flow 

propagation, instantaneous forward propagation of vehicles is assumed on uncongested links, 

whereas the horizontal hypercritical branch of the fundamental diagram imply backward wave 

speeds of zero and hence vertical queues.  

The instantaneous forward propagation assumption means that all traffic that is not held up in 

queues by definition arrives at its destination within the duration of the considered time period. 

Strictly adhering to this assumption, the semi-dynamic TA model in this paper only transfers 

traffic held up in queues to the subsequent time period where it may re-evaluate its route choice. 

By doing so, the favorable scalability and stability properties of the static capacity constrained 

TA model from (Bliemer et al., 2014) are maintained.  

To conclude: the relaxation from a single into multiple time periods in combination with the 

other (unchanged) model assumptions effectively means that it is no longer assumed that the 

network is empty at the start of each time period, but already contains traffic that was held up 

in queues in the previous time period. 

4.2.2 Semi-dynamic traffic assignment in literature 

Table 4.1 provides an overview of literature on semi-dynamic13 traffic assignment models.  
 

 

13 By the definition from (Bliemer et al., 2017); some papers use the term quasi-dynamic instead 
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Publication TA model 

type 

Queues Location and 

amount of 

residual traffic 

Removal of flow 

downstream 

from bottleneck 

user 

equilibrium 

type 

Nakayama et al., 2012 

Capacity 

restrained 
none  

based on total 

travel time from 

speed flow 

function 

no Deterministic 

Bui et al., 2019; Chan 

et al., 2021; Fusco et 

al., 2013; Koike et al., 

2022; Nakayama and 

Connors, 2014 

yes, as a post 

processing step to 

the TA model 

Deterministic 

Bell et al., 1996 

Capacity 

constrained 

Vertical at 

downstream end of 

bottleneck link 
based on 

location and size 

of vertical 

queues  

no Stochastic 

Lam et al., 1996 no Deterministic 

Lam and Zhang, 2000 

yes, part of 

assignment model 

Deterministic 

This paper Vertical at node 

affected by capacity 

constraint(s) 

Stochastic 

Table 4.1: semi-dynamic traffic assignment models in literature 

Some papers have deliberately been left out of this overview because they are either in Japanese 

(Akamatsu et al., 1998; Fujita et al., 1989, 1988; Kikuchi and Akamatsu, 2007; Miyagi and 

Makimura, 1991; Nakayama, 2009) or they describe models merely as algorithms without a 

mathematical problem formulation (Davidson et al., 2011; Taylor, 2003; Van Vliet, 1982), 

which makes it hard to compare them to the model used in this paper. 

Based on the type of TA model used, two types of approaches can be distinguished within 

Table 4.1. Approaches using a capacity restrained TA model (the first two rows in Table 4.1) 

omit modelling of queues, but derive the location and amount of residual traffic by comparing 

the total travel time to the duration of the considered time period, assuming a uniform 

distribution of departure times within the considered period. This type of approach requires a 

post processing step to remove flow from links downstream from the location where residual 

flow was transferred to the next time period. This post processing step reduces flows and hence 

increases speeds on downstream links, thereby introducing a feedback loop around the user 

equilibrium within each period itself. Early approaches (Nakayama et al., 2012 and some of 

the papers written in Japanese) omit removal of flow from downstream links, thereby removing 

the need for the feedback loop. More recent approaches (Bui et al., 2019; Chan et al., 2021; 

Fusco et al., 2013; Koike et al., 2022; Nakayama and Connors, 2014) do remove downstream 

flow and focus on solving the optimization problem that arises from it.  

Approaches using a capacity constrained TA model (the last four rows in Table 4.1) do model 

queues, and only transfers traffic that is held up in them to the next time period. To enforce 

capacity constraints, the TA models in (Bell et al., 1996; Lam et al., 1996; Lam and Zhang, 

2000) employ exit link capacities, thereby assuming vertical queues on the downstream end of 

bottleneck links, whereas the TA model used in this paper (last row in ) more accurately puts 

the vertical queue on the upstream end of the bottleneck link. Just like (Nakayama et al., 2012), 

the approaches in (Bell et al., 1996; Lam et al., 1996) omit removal of queued flow from 

downstream links, whereas in the approach in this paper as well as (Lam and Zhang, 2000) 

queued flow is removed from downstream links as part of the TA model itself. 

4.3 Solution algorithm 

To extend the static capacity constrained TA model described in (Bliemer et al., 2014) into a 

semi-dynamic version, our previous static capacity constrained TA model implementation 

(Brederode et al., 2019) was not altered. Instead, as shown in Figure 4.2, it is set in a loop with 
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a residual traffic transfer module and post processing modules that update cumulative in- and 

outflow curves and derive travel times from those curves are added.  

The static capacity constrained TA model is described in subsection 4.3.1. It is applied for each 

time period 𝑘 ∈ 𝐾 with start time 𝑡𝑘, yielding a set of inflows for all links 𝐮𝑘, route choice 

probabilities (𝛑𝑘) for each route in the route set and a set of flow acceptance factors 𝛂𝑘 

(representing the proportion of flow that is not held up in a queue) for all links that have a 

vertical queue on its downstream node.  

The residual traffic transfer module (subsection 4.3.2) uses the route choice probabilities and 

link flow acceptance factors to transfer flow that is held up in queues (𝐐𝑘) to the travel demand 

matrix of the next time period and to update the route set to include routes from the location of 

vertical queues to the original destinations of routes traversing these queues.  

Finally, modules that update cumulative in- and outflow curves (subsection 4.3.3) and conduct 

delay calculations on link-, route- and network level (subsection 4.3.4) are added to derive 

collective losses and average delays per (departure) time period from link inflows and flow 

acceptance factors. Note that the loop consisting of the static capacity constrained TA model 

and residual traffic transfer together form the semi-dynamic TA model. Further note that the 

cumulative flow updating and delay calculation modules are optional post process modules and 

that (repetitive) delay calculation on route level also takes place as part of the static capacity 

constrained TA model using the delay formulation from (Bliemer et al., 2014). The difference 

is that the delay calculation within the TA model (subsection 4.3.1) assumes an empty network 

after the current time period (hence, it uses ‘static delays’), whereas the semi-dynamic delay 

calculation (subsection 4.3.4) takes traffic on the network in the next time period into account 

(hence it derives ‘semi-dynamic delays’).  

 

 
Figure 4.2: overview of the proposed solution algorithm (subsection numbers between squared brackets) 

4.3.1 Static capacity constrained TA model 

The TA model STAQ described in (Brederode et al., 2019) is the central module in the solution 

algorithm proposed in this paper. Several variations of the propagation model within STAQ 

are described in (Brederode et al., 2019), varying with respect to the nature of queues 

(horizontal or vertical), the fundamental diagram (triangular or Quadratic-Linear) and the 

inclusion of junction modelling (disabled, only turn delays or turn delays and turn flow 

restrictions).  
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The STAQ variation with vertical queues is used to converge towards the stochastic user 

equilibrium (Fisk, 1980), after which a single iteration with horizontal queuing is conducted to 

translate equilibrium queues horizontally. The quadratic-linear fundamental diagram (Figure 

4.3, right) is selected, which -while equilibrating based on vertical queues- simplifies to 

quadratic-horizontal fundamental diagram (Figure 4.3, left). With respect to junction 

modelling, both turn delays and turn flow restrictions are included. 

 
Figure 4.3: left: quadratic-horizontal fundamental diagram (used while equilibrating route demands); 

right: quadratic-linear fundamental diagram (used while translating vertical equilibrium queues into 

horizontal queues) 

A pre-generated route set 𝐏 is used, derived from the digitized transport network combining 

the Dijkstra algorithm to find shortest routes with the repeated random sampling process on 

free flow link travel times from (Fiorenzo-Catalano, 2007) to generate alternative routes. To 

reduce route overlap, remove irrelevant routes and restrict the size of the route set, route set 

filters are applied.  

Route choices are modelled through the multinomial logit (MNL) model such that route choice 

probability 𝜋𝑝,𝑟𝑠 for route 𝑝 on OD-pair 𝑟𝑠 is defined by 

𝜋𝑝,𝑟𝑠= exp(−𝜇𝑟𝑠𝑐𝑝)/ ∑ 𝑒𝑥𝑝( −

𝑝′∈𝑃𝑟𝑠

𝜇𝑟𝑠𝑐𝑝′) (4.1) 

where 𝑐𝑝 represents the route cost on route 𝑝, 𝜇𝑟𝑠 is the scale parameter describing the degree 

of travelers’ perception errors on route travel times and 𝑃𝑟𝑠 is the set of routes between 𝑟 and 

𝑠. Note that for brevity in this subsection the argument (𝑘) is omitted from all variables, because 

within the static capacity constrained TA model, there are no relationships with other time 

periods. Note that, without loss of generality, but at the cost of computational efficiency, the 

MNL route choice model could be replaced by more advanced route choice models (from e.g.: 

Prato, 2009; Smits et al., 2018).  

To enforce and speed up equilibration of route demands, for non-theoretical test applications, 

the self-regulating average (Liu et al., 2009) is used to average route choice probabilities over 

iterations. To check for convergence to conditions of the stochastic user equilibrium conditions, 

the adapted relative duality gap as derived in (Bliemer et al., 2013) is used, which accounts for 

perception errors and thus reaches zero upon convergence when using the MNL route choice 

model:  

𝐷𝐺 =
∑ ∑ 𝜋𝑝

𝑟𝑠𝐷𝑟𝑠(𝑐𝑝 + −𝜇𝑟𝑠
−1ln (𝜋𝑝

𝑟𝑠𝐷𝑟𝑠 − 𝜁𝑟𝑠)𝑝∈𝑃𝑟𝑠𝑟𝑠∈𝑅𝑆

∑ 𝐷𝑟𝑠𝜁𝑟𝑠𝑟𝑠∈𝑅𝑆
  (4.2) 

where 𝑅𝑆 is the set of OD-pairs, 𝐷𝑟𝑠 the demand on OD-pair 𝑟𝑠 and 𝜁𝑟𝑠 =
min
𝑝∈𝑃𝑟𝑠

[𝑐𝑝 + 𝜇𝑟𝑠
−1 ln 𝜋𝑝

𝑟𝑠𝐷𝑟𝑠] represents the minimum stochastic route cost on OD pair 𝑟𝑠. In line 

with (Boyce et al., 2004; Brederode et al., 2019; Han et al., 2015; Patil et al., 2021), for non-

theoretical test applications in this paper, a threshold value of 1E-04 is used as the stop criterion 

for the traffic assignment model.  
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Next to link inflows 𝐮 and route choice probabilities 𝛑, the TA model provides flow acceptance 

factors 𝛼𝑖𝑗 for each turning movement (turn) from inlink 𝑖 to outlink 𝑗. Flow acceptance factors 

represents the proportion of flow that passes that turn, the remainder of flow using the turn (i.e. 

proportion 1 − 𝛼𝑖𝑗) is left on the turn as a vertical queue. To ensure that all traffic reaches its 

destination according to the route definitions in 𝐏 and route probabilities 𝛑, the node model 

within STAQ assumes the first-in-first-out (FiFo) principle (Daganzo, 1995), which in the 

context of STAQ means that flow acceptance factors for all turns sharing an inlink are equal, 

i.e.: 𝛼𝑖 = 𝛼𝑖𝑗 for all outlinks 𝑗 connected to the node considered.  

4.3.2 Residual traffic transfer 

The goal of the residual traffic transfer module is to transfer travel demand that was held up in 

queues in the TA model for period 𝑘 to the travel demand matrix for period 𝑘 + 1 such that it 

resumes its route from the location of the queue to its original destination.  

The set of acceptance factors on turns with residual queues for period 𝑘 is denoted by 𝛂𝑘. The 

acceptance factors are used together with the OD-demands 𝐃𝑘 = {𝐷𝑟𝑠(𝑘) ∀𝑟𝑠 ∈ 𝑅𝑆} and the 

route choice probabilities 𝛑𝑘 = {𝜋𝑝,𝑟𝑠(𝑘)∀𝑝 ∈ 𝑃} to calculate the amount of residual traffic 

𝑄𝑖𝑗,𝑠(𝑡𝑘) between turn 𝑖𝑗 and destination 𝑠 using: 

𝑄𝑖𝑗,𝑠(𝑡𝑘) = (1 − 𝛼𝑖(𝑘)) ∑ 𝜋𝑝,𝑟𝑠(𝑘)𝐷𝑟𝑠(𝑘)

𝑝∈𝑃𝑖𝑗

∏ 𝛼𝑖′  (𝑘)

𝑖′𝑗′∈𝐼𝐽𝑝,𝑖 

 (4.3) 

where 𝑃𝑖𝑗 represents the set of routes traversing considered turn 𝑖𝑗 and 𝐼𝐽𝑝,𝑖 represents the set 

of turns on route 𝑝 up to but excluding the turn from link 𝑖 to link 𝑗. The first term in equation 

(4.3), represents the proportion of demand that is held up in the queue on turn 𝑖𝑗, whereas the 

second term represents the amount of demand that arrives at link 𝑖, taking reductions due to 

upstream queues into account. 

The amount 𝑄𝑖𝑗,𝑠(𝑡𝑘) of traffic is then transferred to the travel demand matrix of the next time 

period using a centroid connected to the upstream node of the link with the vertical queue as 

origin and the original destinations of the paths in 𝑃𝑖𝑗. Furthermore, partial routes between this 

new centroid and the destinations of routes passing it are added to the route set. 

Note that the centroid could also be directly connected to the node from which the vertical 

queue was transferred, allowing to steer the priority of the transferred demand over demand 

departed in the current period, by altering the capacity of the connector link. This idea will be 

further discussed in subsection 4.6.2, but for the sake of scalability and simplicity of the 

algorithm (it would require bookkeeping of transferred demand), its implementation and 

analysis is left for further research. 

4.3.3 Updating cumulative in- / outflow curves 

After each time period, for each link 𝑖 on which a vertical queue remains or has remained in 

previous time periods, static cumulative in- and outflow curves are constructed using the 

duration of the time period and the link inflows and acceptance factors from the assignment 

(Figure 4.4, left). From these curves, the semi-dynamic piece-wise linear cumulative in- and 

outflow curves (Figure 4.4, right) are updated using:  

𝑈𝑖(𝑡𝑘) = 𝑈𝑖(𝑡𝑘−1) + 𝑢𝑖(𝑘)(𝑡𝑘-𝑡𝑘−1) − 𝑄𝑖(𝑡𝑘−1) 

𝑉𝑖(𝑡𝑘) = 𝑉𝑖(𝑡𝑘−1) + 𝛼𝑖(𝑘)𝑢𝑖(𝑘)(𝑡𝑘-𝑡𝑘−1) 
(4.4) 

where 𝑈𝑖(𝑡𝑘) and 𝑉𝑖(𝑡𝑘) represent the cumulative inflow and outflow respectively for link 𝑖 at 

the end of period 𝑘, and 𝑢𝑖(𝑘) represents the inflow rate of link 𝑖 during period 𝑘. Note that to 
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avoid double-counting, as illustrated by the dashed cumulative inflow curve in right part of 

Figure 4.4, the residual traffic transferred on link 𝑖 from the previous period, 𝑄𝑖(𝑡𝑘−1), is 

subtracted from the static cumulative inflow curve since 𝑢𝑖(𝑘) includes residual traffic 

transferred from period 𝑘-1. For the interested reader, two expressions to derive 𝑄𝑖(⋅) are 

shown in appendix A. 

 
Figure 4.4: example of consecutive static cumulative flow curves (left) and corresponding semi-dynamic 

cumulative flow curves (right) 

As first described in (Lo and Szeto, 2002), horizontal distances between cumulative inflow and 

outflow curves represent the link travel time at a given point in time. Because STAQ assumes 

instantaneous forward flow propagation (subsection 4.2.1), here the distance between the 

cumulative inflow curve and the cumulative outflow curve represents the link delay instead of 

the travel time. Additionally, the stationary travel demand assumption in STAQ causes the 

cumulative flow curves to be piece wise linear with tipping points only occurring at the start 

time of the time periods defined for the semi-dynamic TA model, allowing for easy calculation 

of time averaged delays by dividing the surface between the curves (representing collective 

losses) by the number of vehicles experiencing this collective loss. 

4.3.4 Calculating collective loss and average delays 

Collective travel time losses can be derived either from the perspective of the network operator 

or the traveler. From the network operator’s perspective, 𝑅�̃�(𝑘) represents the collective time 

loss of vehicles using link 𝑖 during period 𝑘 (Figure 4.5, left), whereas from the traveler’s 

perspective 𝑅𝑖(𝑘) represents the collective time loss of vehicles using link 𝑖 that have departed 

(or resumed as residual traffic from a queue) during period 𝑘 (Figure 4.5, right).  

 
Figure 4.5: example of cumulative link flow curves for three time periods. Left: shaded area represents the 

collective loss from the network operator’s perspective. Right: shaded area represents the collective loss 

from the traveler’s perspective (for a link that is not used by routes affected by upstream bottlenecks in 

time periods 𝒌-𝟏 and k) 
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Which of the perspectives is most appropriate depends on the application type. Table 4.2 

summarizes typical application types for collective time loss and average delay calculation for 

both perspectives and for different levels of aggregation (link-, route- and network level).  

 

 Collective loss / average delay experienced by vehicles… 

… on the network within a given time period 

Network operator’s perspective 

…departed within a given time period 

Traveler’s perspective 

L
in

k
-l

ev
el

 

• Application type: To determine where and when 

collective loss occurs 

• Collective loss on link 𝑖 during period 𝑘: 

�̃�𝑖(𝑘) - equation (4.5) 

• Average delay per vehicle on link 𝑖 during period 𝑘:  

𝜏�̃�(𝑘) - equation (4.6)  

• Application type: To derive the od-link incidence 

indicator within semi-dynamic matrix estimation 

• Collective loss of vehicles using link 𝑖 departed during 𝑘: 

𝑅𝑖(𝑘) - equation (4.14) 

• Average delay per vehicle departed during period 𝑘 on 

link 𝑖: 𝜏𝑖(𝑘) - equation (4.17) 

R
o
u

te
-l

ev
el

 

• Not relevant from network operator’s perspective, 

as for travelers, only the non-instantaneous travel 

time to complete a route is of importance. 

• Application type 1: route cost calculation within the 

semi-dynamic user equilibrium; 

• Application type 2: to use in a departure time choice 

model;  

• Average delay per vehicle departed during period 𝑘 

using route 𝑝 upto link 𝑖:  
o for application type 1: �̇�𝑝,𝑖(𝑘) - equation (4.19)  

o for application type 2: 𝜏𝑝,𝑖(𝑘) - equation (4.20)  

N
et

w
o
rk

-l
v
l • Application type: To quantify network performance 

over time 

 

• Network wide collective loss during period 𝑘:  

�̃�(𝑘) - equation (4.7)  

• Application type: To quantify network performance per 

departure time 

• Network wide collective loss for vehicles departed 

during period 𝑘:  

𝑅(𝑘) - equation (4.18) 

Table 4.2: Application types for travel time calculation per aggregation level for network operator’s  and 

traveler’s perspectives 

4.3.4.1 Network operator’s perspective 

On the link level, a typical application type for the network operator’s perspective is to 

determine on which links and during which time periods collective losses occur. Illustrated in 

the right part of Figure 4.5, the surface representing the collective loss in network operator’s 

perspective may be calculated using simple geometry: 

�̃�𝑖(𝑘) =
(𝑡𝑘-𝑡𝑘−1)(𝑈𝑖(𝑡𝑘−1)-𝑉𝑖(𝑡𝑘−1) + 𝑈𝑖(𝑡𝑘)-𝑉𝑖(𝑡𝑘))

2
 (4.5) 

where �̃�𝑖(𝑘) represents the collective loss for traffic on link 𝑖 during period 𝑘. Average delay 

is derived by dividing collective loss by the number of vehicles using the link during period 𝑘: 

𝜏�̃�(𝑘) =
�̃�𝑖(𝑘)

𝑈𝑖(𝑡𝑘)-𝑉𝑖(𝑡𝑘−1)
 (4.6) 

where 𝜏�̃�(𝑘) represents the average delay per vehicle on link 𝑖 during period 𝑘.  

On the network level, a typical application type for the network operator’s  perspective is to 

quantify network performance over time. This is done by simply summing all link level 

collective losses:  

�̃�(𝑘) =∑�̃�𝑖(𝑘)

𝑖

, (4.7) 

where �̃�(𝑘) is the network wide collective loss during period 𝑘. 

Note that equations (4.5) and (4.6) are the equivalent to the average delay function from the 

‘longitudinal semi-dynamic perspective’ in (Raadsen and Bliemer, 2019b), albeit that their 

formulation represents the average delay experienced by traffic flowing out of link 𝑖 during 
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time period 𝑘 (it divides collective loss by the amount of traffic that has flown out), whereas 

our formulation for the network operator’s perspective represents the average delay 

experienced by traffic on link 𝑖 during time period 𝑘 (equation (4.6) divides collective loss by 

the amount of traffic that was on the link). Further note that on the route level, no application 

type for the network operator’s  perspective could be identified, so expressions for this 

aggregation level are omitted. 

4.3.4.2 Traveler’s perspective – link and network level 

On the link level, a typical application type for the traveler’s perspective is to derive the od-

link incidence indicator within (semi-dynamic) matrix estimation on observed link travel times. 

To determine collective loss and average delays from the traveler’s perspective, three steps are 

conducted. First, the range of cumulative flow that departed in the considered departure time 

period is derived. Then the points in time on which the first and last vehicles entered and exited 

the considered link are calculated and added to the set of relevant points in time. Finally, the 

collective loss and link delays for traffic that departed in the considered time period are derived. 

  
4.3.4.2.1 Calculation of cumulative flow levels of first and last vehicle departed in considered 

time period 

For reasons of clarity, two types of links are distinguished when determining the cumulative 

flow range. The first type are links that in the previous time period were only used by traffic 

on routes unaffected by active bottleneck(s) upstream (i.e.: links that were only used by paths 

for which ∏ 𝛼𝑖′  (𝑘)𝑖′𝑗′∈𝐼𝐽𝑝,𝑖 
= 1). Illustrated in the right part of Figure 4.5, for these links the 

cumulative flow that departed during period 𝑘 is identified as 

[𝑓𝑖(𝑘). . 𝑓𝑖(𝑘)] = [𝑈𝑖(𝑡𝑘−1). . 𝑈𝑖(𝑡𝑘)], (4.8) 

where 𝑓𝑖(𝑘) and 𝑓𝑖(𝑘) represent the cumulative flow levels corresponding to the first and last 

vehicle that departed during period 𝑘 respectively. Note that this range excludes traffic 

𝑄𝑖(𝑡𝑘−1) as it departed during the previous period but was held up in a vertical queue on the 

considered link 𝑖 itself.  

The second type are links that are used by at least one route that was affected by active 

bottleneck(s) upstream (i.e.: links that were (also) used by paths for which ∏ 𝛼𝑖′  (𝑘)𝑖′𝑗′∈𝐼𝐽𝑝,𝑖 
<

1). Illustrated in Figure 4.6, for these links, demand that was held up during the previous time 

period in bottlenecks upstream (�̅�𝑖(𝑡𝑘−1)) is deducted, while the demand that was held up during 

the current time period in bottlenecks upstream (�̅�𝑖(𝑡𝑘)) is added to the range of cumulative 

flow that has departed in the considered time period, thus defining the relevant cumulative flow 

levels as: 

[𝑓𝑖(𝑘). . 𝑓𝑖(𝑘)] = [𝑈𝑖(𝑡𝑘−1)+�̅�𝑖(𝑡𝑘−1). . 𝑈𝑖(𝑡𝑘)+�̅�𝑖(𝑡𝑘)]. (4.9) 

Note that 𝑓𝑖(𝑘 + 1) = 𝑓𝑖(𝑘), hence in each time period, only 𝑓𝑖(𝑘) needs to be computed.  

The amount of demand held up in upstream bottleneck(s) is derived by summing residual traffic 

from queues on upstream turns 𝑖′𝑗′ on routes that use link 𝑖 using: 

�̅�𝑖(𝑡𝑘) = ∑ ∑ 𝑄𝑖′𝑗′,𝑠𝑝(𝑡𝑘)

𝑖′𝑗′∈𝐼𝐽𝑝,𝑖𝑝∈𝑃𝑖

, (4.10) 

where 𝑃𝑖 is the set of routes using the considered link 𝑖 and 𝑠𝑝 the destination of route 𝑝. 

Alternatively, �̅�𝑖(𝑡𝑘) can also be derived on link level by deducting the link inflow from the 

link demand: 
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�̅�𝑖(𝑡𝑘) = ∑ 𝜋𝑝,𝑟𝑠(𝑘)𝐷𝑟𝑠(𝑘) − 𝑢𝑖(𝑘)(𝑡𝑘-𝑡𝑘−1).

𝑝∈𝑃𝑖

 (4.11) 

One might argue that, when �̅�𝑖(∙) partly consists of residual traffic that was held up in an upstream 
bottleneck in the current time period after it was transferred from a bottleneck even further 
upstream from a previous time period, range (4.9) would not be continuous. However, it is 
assumed that it is, in order to avoid bookkeeping of transferred demand (subsection 4.3.2), thereby 
maintaining computational efficiency and simplicity. 

 
Figure 4.6: example of collective loss calculation from a traveler’s perspective on a link where at least one 

route was affected by upstream bottleneck(s) during periods 𝒌-𝟏 and 𝒌 

4.3.4.2.2 Determination of the set of relevant points in time 

As illustrated in Figure 4.6, the inverse functions of equation (4.4) are used to determine the 

entry and exit times of the first vehicle as 𝑈𝑖
−1(𝑓𝑖(𝑘)) and 𝑉𝑖

−1(𝑓𝑖(𝑘)) respectively, and the 

entry and exit times of the last vehicle as 𝑈𝑖
−1(𝑓𝑖(𝑘)) and 𝑉𝑖

−1(𝑓𝑖(𝑘)) respectively, together 

forming the set of entry/exit times: 

ℱ = {𝑈𝑖
−1
(𝑓𝑖(𝑘)) , 𝑉𝑖

−1
(𝑓𝑖(𝑘)) , 𝑈𝑖

−1
(𝑓𝑖(𝑘)) , 𝑉𝑖

−1
(𝑓𝑖(𝑘))}. (4.12) 

From the set of all start times 𝒯 = {𝑡𝑘∀𝑘 ∈ 𝐾), the start times that lie between the first entry 

and last exit time are added such that the set of relevant points in time is defined as:  

𝒢 = ℱ + {𝑡 ∈ 𝒯:𝑈𝑖
−1
(𝑓𝑖(𝑘)) < 𝑡 < 𝑉𝑖

−1
(𝑓𝑖(𝑘))}. (4.13) 

 

After ordering from low to high, elements in 𝒢 are referred to as 𝑡𝑛 with 𝑛 = 1. . |𝒢|.  
 
4.3.4.2.3 Calculation of collective loss and average delay per departure time period 

The points in time in 𝒢 together with the associated cumulative flow levels describe the vertices 

of the triangles and quadrilaterals that, when summed, form the total surface representing the 

collective loss for traffic departed in a considered time period 𝑘:  

𝑅𝑖(𝑘) = ∑ 𝑟𝑖(𝑘, 𝑡𝑛),

𝑛∈1..|𝒢|

 (4.14) 

with  

𝑟𝑖(𝑘, 𝑡𝑛) =
(𝑡𝑛-𝑡𝑛−1) (𝑈𝑖(𝑘, 𝑡𝑛−1)-𝑉𝑖(𝑘, 𝑡𝑛−1)+𝑈𝑖(𝑘, 𝑡𝑛)-𝑉𝑖(𝑘, 𝑡𝑛))

2
  (4.15) 

and 

𝑈𝑖(𝑘, 𝑡𝑛) = min[𝑈(𝑡𝑛), 𝑓𝑖(𝑘)] (4.16) 
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𝑉𝑖(𝑘, 𝑡𝑛) = max [𝑉(𝑡𝑛), 𝑓𝑖(𝑘)] 

Note that equation (4.15) is a special form of equation (4.5) that restricts the surface to within 

cumulative flow levels of the first and last vehicle departed in the considered time period.  

Finally, average delay is derived by dividing collective loss by the number of vehicles using 

the link during period 𝑘: 

𝜏𝑖(𝑘) =
𝑅𝑖(𝑘)

𝑓𝑖(𝑘)-𝑓𝑖(𝑘)
 (4.17) 

where 𝜏𝑖(𝑘) represents the average delay per vehicle on link 𝑖 that departed during period 𝑘. 

The network wide collective loss from the traveler’s perspective for traffic departed in period 

𝑘 (𝑅(𝑘)) is derived by taking the sum of collective losses per link per departure time from 

equation (4.14): 

𝑅(𝑘) =∑𝑅𝑖(𝑘)

𝑖

 (4.18) 

4.3.4.3 Traveler’s perspective – route level (for use in user equilibrium algorithms) 

On the route level, the most important application type for the traveler’s perspective is the 

evaluation of route delays within iterative solution algorithms imposing equilibrium 

conditions. This application type requires that the route delays are calculated using only 

information from the previous and current time period, as information for the next time period 

is dependent on the solution for the current time period and thus not available.  

This means that, in contrast to the calculation of delay on link level from the traveler’s 

perspective (subsection 4.3.4.2), the conditions of the next time period are not taken into 

account, as they are unknown. This is consistent with the definition of our semi-dynamic TA 

model in which only residual traffic is transferred to the next time period (subsection 4.2.1) 

and the definition of semi-dynamic TA models in general in (Bliemer et al., 2017). Also, as 

most travelers use information from route-planners that provide current instead of expected 

future route-delays, it probably leads to more realistic choice behavior.  

The travel time on a route experienced by the traveler is equal to the summation of travel times 

on all links in the route, where for each link, the travel time at the time of entering the link is 

used. Hence, a trajectory through space (the links in the route) and time must be used to 

determine the travel time, given a specific departure time.  

The instantaneous forward flow propagation assumption (subsection 4.2.1) in the static 

capacity constrained TA model causes demand on a route without upstream bottlenecks to 

arrive earlier at a specific link (i.e.: instantaneously) than demand on a route that experiences 

delay from some upstream bottleneck, whereas, as illustrated in the left part of Figure 4.4, the 

stationary travel demand assumption causes queues to be non-stationary, but growing (Bliemer 

et al., 2014; Gentile et al., 2015).  

The combination of these two assumptions cause demand on a route without upstream 

bottlenecks to experience less delay on a specific link than demand on a route that experiences 

delay on some upstream bottleneck, which means that the delay on some bottleneck link 𝑖 (i.e. 

𝛼𝑖(𝑘) < 1) varies for different routes using the link, depending on the delay that was 

experienced in upstream bottleneck links. In other words, route queuing delays are non-

separable over links whenever there’s more than one bottleneck on the route. This was 

recognized in (Bliemer et al., 2014), who derived the following expression for the average route 

queuing delays on route 𝑝 using only information from period 𝑘: 

�̇�𝑝,𝑖(𝑘) =
𝑡𝑘 − 𝑡𝑘−1

2
(

1
∏ 𝛼𝑖 (𝑘)𝑖𝑗∈𝐼𝐽𝑝,𝑖 

−1). (4.19) 
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4.3.4.4 Traveler’s perspective – route level (for use in e.g. departure time choice models) 

For application types in which information from time periods after the current time period can 

be used, more accurate (semi-dynamic) route delays can be derived. Typical application types 

would be the application of a departure time choice model based on travel times fed back from 

the semi-dynamic TA model and travel demand matrix estimation procedures that 

simultaneously handle multiple time periods. 

For such application types, queuing delays on route 𝑝 up to link 𝑖 may be calculated by creating 

trajectories  through (discretized) space and time, i.e.:  

𝜏𝑝,𝑖(𝑘) = ∑ 𝜏𝑖′(𝑘)

𝑖′𝑗′∈𝐼𝐽𝑝,𝑖

 (4.20) 

where 𝜏𝑖(𝑘) the delay on link 𝑖 in period 𝑘 calculated using equation (4.17). Note that although 

it allows to include information from time periods after the current time period, this approach 

ignores the non-separability of route queuing delays (discussed in subsection 4.3.4.3), just as 

(van der Gun et al., 2020) does. The implications that this inconsistency has on the application 

range are further discussed in 4.5.2. 

Further note that, conceptually, equation (4.20) is in line with the approach to determine the 

amount of residual traffic adopted by the models in the first two rows of Table 4.1: comparing 

the total travel time to the duration of relevant time periods, assuming stationary travel demand 

(i.e.: a uniform distribution of departure times within each time period). However, equation 

(4.20) accounts for queues from the presented semi-dynamic capacity constrained TA model, 

whereas the other approach does not account for queues.  

 

4.4 Applications 
To give insights in the accuracy and stability of the proposed semi-dynamic TA model 

compared to its static and dynamic counterparts, this section compares its outcomes on two 

theoretical model instances (subsections 0 and 4.4.2) with those from the static capacity 

constrained TA model from subsection 4.3.1 (Bliemer et al., 2014) and the dynamic TA model 

described in (Bliemer and Raadsen, 2019). Furthermore, to give insights in the scalability and 

the effect of the empty network assumption, the comparison with the static TA model is 

repeated for a third, real scale model instance in subsection 4.4.3. Because the dynamic TA 

model is not able to converge to SUE conditions a comparison with it is omitted for this model 

instance.  

Because the focus of the comparisons in this section is on differences in the TA models and 

not their inputs, the travel demand defined for the semi-dynamic model instances is also used 

as input to the static and dynamic TA model instances. For the static TA model instances this 

means that a sequence of static assignments (one for each period defined in the semi-dynamic 

travel demand) is run, whereas for the dynamic TA model instances this means that demand is 

kept stationary and during (relatively large) semi-dynamic time periods. The effect of this 

choice is that differences between the three types of models in this section are smaller than they 

typically will be in real world transport model applications, as these use a single (and larger) 

time period for static and more (and smaller) time periods for dynamic TA models.  

The specific static and dynamic TA models are selected for comparison, as these are the closest 

related TA models that run on real scale transport model systems. This is illustrated in Table 

4.3, which lists only the properties (using the definitions from (Bliemer et al., 2017)) for which 

the models differ. The differences with respect to the travel demand and traffic transfer relate 

to the temporal interaction assumptions whereas the other differences relate to the spatial 

interaction assumptions from Figure 4.1. Note that the differences with respect to the 

fundamental diagram and the constraints (last two columns) are considered a result of the 
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assumption with respect to the hypercritical wave speed. Because the static and semi-dynamic 

TA models assume a zero hypercritical wave speed, vertical queues are assumed, which means 

that: 1) the hypercritical branch of the FD becomes flat (as displayed in the left part of Figure 

4.3); and 2) there cannot be storage constraints. This means that only three assumptions in 

Table 4.3 (travel demand, traffic transfer and hypercritical wave speeds) are the true drivers of 

all differences. 

 

Publication 

Temporal interaction assumptions Spatial interaction assumptions 

Travel demand Traffic transfer 

Wave speeds   
Hypo-

Critical 

Hyper-

Critical 

Fundamental 

diagram Constraints 

Bliemer and Raadsen 2019 Dynamic All residual traffic Kinematic Kinematic Concave-linear Capacity+storage 

This paper Semi-Dynamic Queues only Infinite Zero Concave-flat Capacity only 

Brederode et al 2019,  

Bliemer et al 2014 

Static None Infinite Zero Concave-flat Capacity only 

Table 4.3: differences between the dynamic, semi-dynamic and static TA models compared in this section 

4.4.1 Evaluating accuracy: corridor network with two bottlenecks 

The corridor network with two bottlenecks was constructed to demonstrate differences in 

accuracy (of traffic conditions and collective losses) from network operator’s perspective in a 

situation where both flow reduction downstream and spillback upstream occurs. Figure 4.7 

displays the link capacities in pcu/h, whereas the top left graph of Figure 4.9 displays the travel 

demands for each of the seven defined one-hour time periods. Link lengths are 1 km for all 

three links. For the semi-dynamic and dynamic TA models, free flow speeds are 120km/h and 

(to simplify the examples) a triangular (instead of QL) fundamental diagram is used. For the 

dynamic TA model, jam density is set to 180pcu/km for each lane of 2000 pcu/h. Note that 

these inputs imply initial queues of 1000 pcu/h in front of the second and third links.  

 
Figure 4.7: link capacities of the corridor network with two bottlenecks 

Figure 4.8 summarizes link flows, conditions and vertical queues per time period as calculated 

by each of the three different TA models. Italics indicate the size of vertical queues at the end 

of the time period, dashed lines indicate congested links. In the dynamic TA model results, 

time averaged flows are reported, values starting with a tilde are rounded to the nearest 50 

pcu/h. The upper right and bottom graphs in Figure 4.9 display the corresponding cumulative 

collective losses from the network operator’s perspective. The cumulative collective loss (on 

link or network level) is the summation of collective losses from start of the simulation up to 

and including the considered time period.  

These figures indicate that in the static TA model, the total collective loss amounts 2000 pcu-

hours occurring only in {𝑡1, 𝑡2}, and only due to queues that had built up in 𝑡1 and shrink in 𝑡2, 

whereas in the semi-dynamic and dynamic TA models, total collective loss amounts to some 

7000 pcu-hours occurring in {𝑡1. . 𝑡5} for both models. Furthermore, in the static and semi-

dynamic TA models, there is no spillback, whereas in the dynamic TA model, during {𝑡1. . 𝑡5} 
the queue from the second bottleneck spills back onto the first bottleneck location whilst during 

{𝑡1. . 𝑡3} the queue spills back further onto the origin, where it is modelled as a vertical queue. 

This comparison shows that the size and temporal distribution of queues and collective losses 

from the semi-dynamic and dynamic TA models are very similar, but the spatial distribution 

(i.e.: the congestion pattern) is different as the semi-dynamic TA model ignores spillback. 
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Furthermore it shows that the static TA model does not resemble the other two TA models on 

size, temporal nor spatial distribution of queues and collective losses.  

 

 
Figure 4.8: link flows [pcu/h] (regular font) and vertical queues [pcu*h] (italics below shaded nodes) per 

time period from the three TA models. Links conditions are indicated by continuous (uncongested) and 

dashed  (congested) arrows. 

 
Figure 4.9: travel demand (top left) and corresponding cumulative collective vehicle losses from network 

operator’s perspective per time period for the static (top right), semi-dynamic (bottom left) and dynamic 

(bottom right) TA models.  

4.4.1.1 Detailed comparison between static and semi-dynamic TA model outcomes 

Considering the static and semi-dynamic TA model outcomes in 𝑡1, the collective losses are 

1000 pcu-hours for both models, comprised of 500 pcu-hours (the average of a new queue 

growing to 1000 pcu in one hour) on both bottlenecks. The indifference between static and 

semi-dynamic outcomes is due to the empty network assumption (subsection 4.2.1) which in 

𝑡1 automatically holds for both models.  

Considering the static and semi-dynamic TA model outcomes in 𝑡2, the static TA model 

‘forgets’ about the residual traffic on the network, causing equation (4.5) to only account for 

the collective loss due to the dissolving queues (500 pcu-hours for both bottlenecks), whereas 

in the semi-dynamic TA model, the residual traffic from 𝑡1 (1000 pcu on both bottlenecks) and 
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demand departed during 𝑡2 causes a dissolved queue at the first bottleneck and a queue of 2000 

pcu at the second bottleneck at the end of 𝑡2. This effectively means that demand departed in 

𝑡2 equals the network outflow, i.e. the semi-dynamic outcomes include an additional stationary 

queue of 1000 pcu. In {𝑡3. . 𝑡6}, the static TA assumes no queues, whereas the semi-dynamic 

TA, the remaining queue shrinks until it has dissolved at the end of 𝑡6, at which time the 

difference between static and semi-dynamic cumulative collective losses has risen to 5000 pcu-

hours.  

4.4.1.2 Detailed comparison between semi-dynamic and dynamic TA model outcomes 

Considering the semi-dynamic and dynamic TA model outcomes, given the equal model 

inputs, all differences are related to spillback. Once the queue from the second bottleneck spills 

back, the effective capacity of the upstream links are reduced to 1000 pcu/h, whereas in the 

semi-dynamic model, they remain to their original values throughout the simulation. As inputs 

of the dynamic TA model imply a backward wave speed of ~12 km/h, spillback onto the first 

bottleneck occurs in 𝑡1 after ~5 minutes, whereas spillback onto the origin occurs in 𝑡1 after 15 

minutes. Because traffic is confronted with a reduced capacity further upstream, losses during 

𝑡1are twice as high in the dynamic TA model. During 𝑡2 however, the collective losses are 

practically equal, as for this time period, the residual demands from the previous time period 

in the semi-dynamic TA model are equal to the queues stored on the upstream links in the 

dynamic TA model, while in both models only bottleneck 2 is active. Although spatially 

distributed differently, total collective losses during {𝑡3. . 𝑡6} are practically equal.  

4.4.2 Evaluating stability: two congested OD pairs sharing a bottleneck  

To demonstrate the stability (i.e.: the extent to which stochastic user equilibrium conditions are 

attained), the theoretical network displayed in Figure 4.10 is selected from (Brederode et al., 

2016b). The static demand for this network was extended to the semi-dynamic demand for 

three time periods as displayed in Table 4.4. 

 

 
Figure 4.10: theoretical network (links 4, 5 and 6 are active bottlenecks in SUE conditions) 

OD-pair 𝑡1 𝑡2 𝑡3 

𝑂 − 𝐷1 1750 2000 1750 

𝑂 − 𝐷2 2750 3000 2750 

Table 4.4: Semi-dynamic Od demands for the network with two congested OD-pairs sharing a bottleneck 

This network is hard to equilibrate for two reasons. Firstly, route costs on this network are 

strongly inseparable due to a shared active bottleneck at the downstream node of link 3 and 

due to spillback from the second bottleneck (at the downstream node of link 4) towards the 

origin. Secondly, the network is very sensitive, because travel demand, link capacities and free 

flow speeds are chosen in a way that in SUE conditions, the (vertical) queues on the network 

are very small (Table 4.5). This means that bottlenecks may (de-)activate from only small 
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changes in route choice probabilities that occur during equilibration causing sudden changes 

in route costs.  
Queue on link 3 Queue on link4  
t1 t2 t3 t1 t2 t3 

Static 10.39 15.61 10.39 0.00 0.14 0.00 

Semi-dynamic 10.39 15.74 10.60 0.00 0.18 0.00 

Difference 0.00 0.13 0.21 0.00 0.04 0.00 

Table 4.5: sizes of vertical queues [pcu] in static and semi-dynamic TA models in SUE conditions 

All three TA models were run for 100 iterations using the settings described in subsection 0 

and the method of successive averages to equally average route fractions over iterations. 

Furthermore, in the dynamic TA model, route choice moments at the start of each time period 

are applied, to align it with the route choice moments in the static and semi-dynamic TA 

models. Figure 4.11 displays the adapted relative duality gap (equation (4.2)) per iteration for 

each of the three tested TA models. This figure indicates that stability conditions are maintained 

from the static to the semi-dynamic TA model (reaching the required 1E-04 threshold after 

about 45 to 50 iterations), whereas they are not met by the dynamic TA model (as it does not 

reach values below 1E-02).  

The convergence graphs of the static and semi-dynamic TA models are very similar. This is 

due to the relatively small vertical queues in SUE conditions (Table 4.5), which means that the 

amount of residual traffic and hence the difference between the static TA model (which ignores 

it) and the semi-dynamic TA model (which transfers it) is also very small.  

 
Figure 4.11: adapted relative duality gap per iteration for the three TA models 

The oscillations visible in the first 20 to 30 iterations in the static and semi-dynamic TA model 

are caused by the averaging scheme overshooting and thereby temporary de-activating 

bottleneck(s) and thus become inconsistent with the network state under SUE conditions. This 

mechanism was recognized in (Brederode et al., 2016b), which referred to it as the ‘unstable 

phase’. After this phase, the correct network state is maintained smoothening convergence. 

Closely related to this, note that although the semi-dynamic TA model assigns slightly more 

demand, its convergence is slightly better than its static counterpart. This is because the 

additional demand increases the size of the vertical queues (last row in Table 4.5) and therefore 

causes the network state in SUE conditions (‘the stable phase’) to be attained in less iterations. 

This specific network shows that a more congested network does not always correspond to a 

less stable network, although in most cases (and hence in in real scale transport networks) this 

will be the case, as illustrated by the applications in (Brederode et al., 2019). In general, it is 
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expected that on real scale transport networks, convergence of the semi-dynamic TA model is 

expected to be slightly worse compared to the static TA model.  

4.4.3 Evaluating scalability and the effect of the empty network assumption on a real 

scale network 

To give insights into the scalability of the semi-dynamic TA model, but also in the order of 

magnitude of the effect of relaxing the empty network assumption (subsection 4.2.1) on 

outcomes in a realistic transport model context, the static and semi-dynamic TA models were 

applied on the large-scale strategic transport model of the province of Noord-Brabant 

(abbreviated in Dutch to ‘BBMB’). The network and prior OD demand for road traffic of the 

base year (2015, version S107) of the BBMB was used. This network contains 1425 centroids, 

145.269 links and 103.045 nodes.  

Trip-purpose specific OD matrices (including freight) from the BBMB describing demand on 

an average workday were split up into 24 time periods of 1 hour using purpose specific split 

factors and then summed up over trip purposes. Within these matrices, 1.590.247 OD pairs 

with nonzero demand in one or more time periods existed. During assignment 4.019.425 unique 

routes were generated and used, yielding 2.52 routes per OD pair on average. 

4.4.3.1 Scalability 

The static and semi-dynamic TA models were both run for each of the 24 time periods until 

equilibrium using a threshold value of 1E-04 on the duality gap (equation (4.2)). As there are 

no queues in the semi-dynamic TA model on the BBMB network before 6:00 and after 20:00; 

the empty network assumption holds for both TA models during these periods. This means that 

results and calculation times for these periods are exactly the same. Therefore, these time 

periods are left from the analysis below. 

Figure 4.12 displays calculation times per time period for both TA models. The numbers above 

the bars for assignment indicate the number of iterations required to reach user equilibrium 

conditions in the considered time period. Both TA models were run on a machine with AMD 

Ryzen 9 3900X CPU (12 cores) @3.79 Ghz and 128GB of RAM. Calculation times per time 

period in the static TA model vary between 1:08h and 1:30h requiring 8 up to 11 iterations, 

whereas the semi-dynamic TA model requires up to 1:44h (+16%) and 13 iterations (+18%) 

for the assignments themselves. On top of that, the transfer of residual traffic within the semi-

dynamic TA model requires an additional 5 minutes up to 1:30h (so up to +50% compared to 

the static TA model).  

 
Figure 4.12: calculation times (bars) and #iterations (numbers) per time period for static and semi-dynamic 

TA models on BBMB 

Table 4.7 compares (time) averaged and total calculation times. This shows that in time periods 

with queues, the semi-dynamic TA model requires on average 51% more calculation time, 
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predominantly due to calculation time spent by the traffic transfer module. It should be noted 

however that the assignment model implementation is optimized C++ code, whereas the 

residual traffic transfer module is a prototypical implementation in Ruby using file-based data 

exchange with the assignment model. Given its low computational complexity, it is expected 

that the additional calculation time for the residual traffic transfer module could easily be 

reduced to less than 10% when its implementation would be merged with the assignment model 

code into a single code base.  

 

 Static Semi-dynamic Difference 

 Assignment Assignment Traffic transfer Total  
Average 6h-20h 01:14 01:21 00:31 01:53 51% 

Total 6h-20h 17:27 19:06 07:19 26:26 51% 

Total 24h 28:33 30:13 07:29 37:43 32% 

Table 4.6: comparison of minimum, maximum, average and summed calculation times in [hh:mm] 

4.4.3.2 Effect of the empty network assumption on collective loss and link flows 

The black bars in Figure 4.13 and Figure 4.13 compare the network wide collective losses per 

hour from the network operator’s perspective between the static and semi-dynamic TA models. 

This comparison shows that the relaxation of the empty network assumption by the semi-

dynamic TA model yields more demand and hence more collective loss in time periods starting 

with residual traffic from a previous time period. On the BBMB, this yields up to 76% more 

collective losses during the peak periods and also extension of especially the AM peak period. 

Considering the entire 24h period, the semi-dynamic TA model yields 54% more collective 

loss. These substantial differences indicate that using a static TA model (i.e.: assuming an 

empty network at the start of each assignment) severely under-estimates delays on congested 

networks. It is therefore very likely that the empty network assumption in static TA models 

influences (policy) decisions based upon queue size and delay related model outcomes on 

congested networks.  

   

 
Figure 4.13: network wide collective loss per hour from network operator’s and traveler’s perspective from 

static (left) and semi-dynamic (right) TA model application on Noord-Brabant model. 

The orange bars in Figure 4.13 display the network wide collective losses from traveler’s 

perspective. Because the static TA model (left graph) omits residual traffic transfer, the 

cumulative flow corresponding to the first and last vehicles departed in a time period are equal 

to the cumulative in- and outflow levels of that period (e.g.: in Figure 4.6, 𝑓�̅�(𝑘) = 𝑈𝑖(𝑡𝑘) and 

𝑓𝑖(𝑘) = 𝑉𝑖(𝑡𝑘−1)), which causes the collective loss from the traveler’s perspective (equations 

(4.14)-(4.16)) to be equal to that from the network operator’s perspective (equation (4.5)).  

Comparing collective losses from traveler’s perspective with those from network operator’s 

perspective for the semi-dynamic TA model (right graph) demonstrates the difference between 

looking at when collective losses occur on the network versus looking at when travelers 
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experiencing losses have departed. The surpluses of orange bars represent losses occurring later 

on the network, whereas surpluses of black bars represent losses occurring due to demand 

departed in earlier time periods. 

  
Static TA model Semi-dynamic TA model Difference  

Period collective loss Period collective loss absolute relative 

AM peak 07:00 - 10:00 42554 07:00 - 11:00 74774 32220 76% 

PM peak 16:00 - 19:00 35156 16:00 - 19:00 44560 9404 27% 

24h period 00:00 - 24:00 77710 00:00 - 24:00 119334 41624 54% 

Table 4.7: collective losses from network operator’s perspective and peak period durations from static and 

semi-dynamic TA model applications. 

4.5 Discussion 

In this section, properties and limitations specific to the semi-dynamic TA model are discussed. 

These in particular pertain to (potential) accuracy improvements with respect to handling and 

prioritization of residual traffic (subsections 4.5.1 and 4.5.3), the definition of time period 

durations  (subsection 4.5.4) and the route delay calculation method (subsection 4.5.2).  

4.5.1 Omitting transfer of traffic based on total travel time 

The accuracy of the approach in this paper could be further improved by not only transferring 

traffic held up in queues, but to also transfer traffic for which the calculated travel time is longer 

than duration of the considered time period (following the approach from the models in the 

first two rows in Table 4.1). The authors deliberately choose to leave this topic for future 

research because 1) we see no means to integrate it into the TA model and hence it would 

require a post processing step; and 2) it would introduce an optimization problem around the 

equilibrium from the capacity constrained TA model. Both consequences would severely 

reduce tractability and stability whilst increasing computational requirements. Furthermore, in 

congested networks, including the effects of queuing is considered more important than 

including the effects of traffic not reaching its destination within a certain time period because 

a) route choices are not affected, as these are still based on complete travel time, even if it 

exceeds the period duration; and b) the proportion of trips with a longer duration than a typical 

time period duration in semi-dynamic TA models is relatively small. 

4.5.2 Separable vs inseparable route delays 

As mentioned in subsection 4.3.4.3, the flow propagation assumptions within the static capacity 

constrained TA model yields route queuing delays that are non-separable over links (Bliemer 

et al., 2014). To remove non-separability, during route delay calculation (van der Gun et al., 

2020) (implicitly) assume instantaneous flow propagation for both congested and uncongested 

links. By doing so, the realism of individual route delays may be increased, but this does 

introduce an inconsistency between the route delay calculation (assuming instantaneous 

propagation, even when in a queue) and the TA model (assuming zero propagation when in a 

queue).  

Because such an inconsistency reduces stability and convergence properties of the model, we 

recommend to use the route delay calculation from subsection 4.3.4.3 (yielding inseparable 

route delays) for any model application in which user equilibrium conditions are important. 

For model applications in which user equilibrium conditions are not important, the approach 

by (van der Gun et al., 2020) may be used to increase realism when comparing delays on 

individual OD pairs.  
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4.5.3 Influencing priority of transferred traffic 

In this paper, for the sake of scalability and simplicity, residual traffic is transferred to a 

centroid connected to the upstream node of the link with the vertical queue as origin (subsection 

4.3.2), and, during the updating of cumulative flow curves, this is compensated for by 

subtraction of 𝑄𝑖(𝑡𝑘−1) in equation (4.4). This means that transferred traffic from a previous 

time period has equal priority to demand from the current time period, and only higher priority 

to current demand that has encountered an upstream queue.  

This subsection discusses an alternative method, in which the model user can steer the priority 

of transferred to current demand in situations where a queue remains in the current time period. 

In this method, residual traffic from a vertical queue in period 𝑘 on node 𝑛𝑖𝑗 between links 𝑖 

and 𝑗 is transferred into the OD matrix for period 𝑘 + 1 using an origin centroid that is directly 

connected to 𝑛𝑖𝑗. By doing so, it is implicitly assumed that the queue discharge rate of the 

transferred demand instantly changes from 𝛼𝑖𝑗(𝑘)𝑢𝑖(𝑘)(𝑡𝑘+1-𝑡𝑘) into: 

𝛼𝑖′𝑗(𝑘 + 1)∑ 𝑄𝑖𝑗,𝑠(𝑡𝑘)𝑠∈𝑆𝑖𝑗

(𝑡𝑘+1-𝑡𝑘)
, (4.21) 

where 𝑖′ represents the connector from centroid storing the residual traffic to node 𝑛𝑖𝑗 and 𝑆𝑖𝑗 

is the set of destinations of the routes using turn 𝑖𝑗 in period 𝑘.  

Now, the modeler can use the capacity of connector 𝑖′ to influence to what extent the transferred 

traffic experiences delay traversing node 𝑛𝑖𝑗 in the next time period. When the capacity of the 

connector is set to a high value, 𝛼𝑖′𝑗(𝑘 + 1) approaches 1, hence the transferred traffic does 

not experience a queue while traversing node 𝑛𝑖𝑗, whereas when it is set to a very low value, 

the same mechanism causes the transferred traffic to experience a very large queue while 

traversing node 𝑛𝑖𝑗 .  

4.5.4 Transitions from queue discharge to departure rates  

The method from subsection 4.5.3 allows to influence the priority of residual traffic only when 

the queue on 𝑛𝑖𝑗 persists in the next time period. But when the amount of (departed plus 

residual) traffic arriving at 𝑛𝑖𝑗 in the next time period is smaller than the normative capacity 

constraint on that node, 𝛼𝑖′𝑗(𝑘 + 1) equals 1, hence there is no queue and the transferred traffic 

does not experience a delay no matter what capacity is set for connector 𝑖′. Instead, in this case, 

the queue discharge rate instantly changes to a stationary ‘departure’ rate of  

𝑄𝑖𝑗,𝑠(𝑡𝑘)

𝑡𝑘+1 − 𝑡𝑘
. (4.22) 

This demonstrates that the assumption of stationary travel demand within each time period in 

semi-dynamic TA model can result in residual traffic that ‘departs’ with a stationary departure 

rate depending on the duration of the next time period from the queue instead of with the queue 

discharge rate from the previous time period. This effectively means that in the semi-dynamic 

TA model, the FiFo condition still holds within each time period, but may be violated across 

time periods. 

This inconsistency is part of the very definition of the semi-dynamic TA model, and therefore 

cannot be removed. Instead, effects can only be reduced by shortening time periods. The 

optimal duration of the next time period should be a function of the discharge time of each 

queue according to the flow rates of the current time period. As the optimal duration is time 

period specific, such approach will result in varying period durations within the semi-dynamic 
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TA model. Note that only the discharge rate is considered relevant, because for a shrinking 

queue, a too long duration causes it to prematurely dissolve, whereas for a growing queue it 

only causes an instantaneous change in queue density.  

4.6 Conclusions and recommendations 

4.6.1 Findings and conclusions 

This paper presents a straightforward extension from the static capacity constrained TA model 

from (Bliemer et al., 2014; Brederode et al., 2019) into a semi-dynamic version. This 

effectively removes the empty network assumption, yielding a TA model that is more accurate 

than its static counterpart whilst, unlike its dynamic counterpart, it maintains the favorable 

stability and scalability properties required for application on large scale strategic transport 

model systems. To the best of the authors knowledge, the presented approach is the only semi-

dynamic TA model that places vertical queues at the correct location (on the upstream node of 

the link affected by capacity constraint(s)) and also removes flow downstream from bottlenecks 

as part of the assignment model.  

The solution algorithm consists of the static TA model from (Bliemer et al., 2014; Brederode 

et al., 2019) set in a loop with a residual traffic transfer module. Collective losses and average 

delays on network, route and link level from the network operator’s perspective (quantifying 

delay within a time period) and the traveler’s perspective (quantifying delay within a departure 

time period) are determined from cumulative in- and outflow curves as a post processing 

module.  

Outcomes from the semi-dynamic TA model were compared to its most closely related static 

(Bliemer et al., 2014; Brederode et al., 2019) and dynamic (Bliemer and Raadsen, 2019) 

counterparts. 

With respect to model accuracy, the comparison showed that the size and temporal distribution 

of queues and collective losses from the semi-dynamic and dynamic TA models are very 

similar, but that the spatial distribution is different as the former model ignores spillback. 

Furthermore, it shows that the static TA model does not resemble the other two models on size, 

temporal nor spatial distribution of queues and collective losses.  

Application of the static and semi-dynamic TA models on the large-scale strategic transport 

model of Noord-Brabant showed that the empty network assumption in the static TA model 

causes omission of 27% (PM peak) up to 76% (AM peak) of collective losses in busy periods 

and 54% when considering the 24h period. It is therefore very likely that the empty network 

assumption in static TA models influences (policy) decisions based upon queue size and delay 

related model outcomes on congested networks.  

With respect to model stability, the comparison showed that stability is maintained from the 

static to the semi-dynamic TA model (reaching the required 1E-04 duality gap threshold), 

whereas it is broken for the dynamic TA model (it does not reach the required duality gap 

threshold). This means that only the static and semi-dynamic TA models are suitable for 

strategic applications. 

With respect to model scalability, the semi-dynamic TA model in its current (prototypical) 

form requires on average 51% more calculation time in time periods with queues, 

predominantly due to calculation time spent by the traffic transfer module. However, it is 

expected that the additional calculation time for the residual traffic transfer module could easily 

be reduced to less than 10% when its implementation would be merged with the assignment 

model code into a single code base. Authors argue that the additional calculation time is a 

worthwhile inconvenience to bear, given the substantial amount of collective loss being omitted 

by the static TA model due to its empty network assumption.  
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4.6.2 Recommendations 

In this subsection, recommendations for further research are described, in order of priority from 

the authors’ point of view. 

With the shift from a static to semi-dynamic TA model, the question arises how the study period 

time dimensions (the list of start- and end time of each time period) should be defined. This 

could be done using an analytical approach that minimizes e.g. the number of transitions from 

queue discharge to departure rate due to time period boundaries (subsection 4.5.4), or using a 

more empirical approach in which sensitivity analysis is conducted on the effect of different 

time dimensions on the model outcomes compared to observed data and/or outcomes of a 

dynamic TA model.  

To determine the representativeness and robustness of the findings with respect to the effect of 

the empty network assumption (subsection 4.4.3.2), sensitivity analysis on the time dimensions 

(see previous paragraph) should be combined with a sensitivity analysis on the level of travel 

demand (what would happen if the temporal distribution of demand of the BBMB model would 

widen or narrow?) and ideally such analysis should be repeated on other realistic strategic 

transport models (especially with different levels of urbanization and geographical density 

distributions).  

As a follow up to the suggestion in subsections 4.3.2 and 4.5.3 to directly connect the residual 

traffic centroids to the queue location to be able to steer the priority of residual traffic, authors 

recommend to develop a method to automatically determine the values of the capacity of the 

connector links, such that the violation of FiFo across time periods is minimized.  

Because the effects are expected to be negligible, but more importantly, to maintain good 

tractability, stability and computational properties, the proposed semi-dynamic TA model 

omits transfer of traffic for which the calculated travel time is longer than duration of the 

considered time period (subsection 4.5.1). To approximate the effect of this omission on model 

accuracy, the primary effect per time period could be determined by comparing the amount of 

traffic that would have been transferred based on total travel time (by post processing the 

outputs of the model application from 4.4.3) to the amount of traffic transferred by the proposed 

semi-dynamic TA model. Because the effects of the omission are larger for smaller time 

periods, this analysis could also lead to recommendations with respect to a lower bound value 

for time period durations in the semi-dynamic TA model.  

One of the motivations to shift to a semi-dynamic TA model, is that it is expected that especially 

departure time choice modelling and travel demand matrix estimation would greatly benefit 

from it (subsection 4.1.1). With respect to the prior, authors recommend to do research in how 

to embed it in a travel demand model containing a departure time choice model. With respect 

to the latter, the most straightforward way to continue would be to extend the matrix estimation 

method described in (Brederode et al., 2023) to an estimation period covering the whole day, 

allowing to include observed flows, delays and congestion patterns on any temporal 

aggregation level. In line with the discussion from subsection 4.5.2, for both application types, 

a point of attention would be the effects of employing inseparable route delays in the TA model 

(equation (4.19)) and separable route delays (equation (4.20)) in the departure time choice 

model or matrix estimation method.  

The application in subsection 4.4.3 suggests that the empty network assumption in static TA 

models most likely has an effect on (policy) decisions based upon queue size and delay related 

model outcomes on congested networks. Authors recommend to more broadly investigate such 

effects by looking at the societal value of the shift from the static to the semi-dynamic TA 

model. This could be done by redoing a cost-benefit analysis for some (set of) policy 

measure(s) such that differences in model outputs are translated into differences in benefits and 

hence difference in policy decisions. Another case with respect to the societal value of the 

proposed method would be to re-evaluate a set of measures with respect to environmental and 
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noise standards. Again, differences could also be translated into their (expected) effects on 

policy decisions. 

Finally, authors recommend to further formalize the boundary between semi-dynamic and 

dynamic TA models. With respect to travel demand the boundary is somewhat defined in 

(Bliemer et al., 2017) who state “In a semi-dynamic model, multiple time periods are 

considered [..] e.g. 1 hour time slices” and “[dynamic TA models] usually consider many 

smaller time periods (e.g. time slices of 15 minutes)”. With respect to the definition of residual 

traffic (Bliemer et al., 2017) loosely define it as “[a semi-dynamic TA model] takes the result 

from a previous period (such as vehicles in a queue) into account, for example by passing on 

residual traffic to the next period’, whereas the literature review from subsection 4.2.2 suggests 

that not only vehicles in queue, but also travelling vehicles can be considered residual traffic. 

The authors current point of view on this is that whenever a TA model transfers not only 

demand and/or link flows but also link states (i.e. speeds and densities) it becomes dynamic, 

whereas a clear boundary with respect to travel demand has yet to be defined.  

 
A. APPENDIX: TWO DERIVATIONS FOR DETERMINATION OF QUEUE SIZE AT LINK LEVEL 

The amount of traffic held up on the queue of a link 𝑖 can be directly derived from the 

cumulative flow curves of the link by: 

𝑄𝑖(𝑡𝑘) = (1 − 𝛼𝑖(𝑘))𝑢𝑖(𝑘)(𝑡𝑘 − 𝑡𝑘−1) (4.23) 

or equivalently by summing residual traffic transferred from this link from equation (4.3): 

𝑄𝑖(𝑡𝑘) = ∑ ∑ 𝑄𝑖𝑗,𝑠(𝑘)

𝑠∈𝑆𝑖𝑗𝑗∈𝐽𝑖

 (4.24) 

where 𝐽𝑖 is the set of outlinks from link 𝑖 and 𝑆𝑖𝑗 is the set of destinations for which in time 

period 𝑘 residual traffic was transferred from a vertical queue on turn 𝑖𝑗. 
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Chapter 5 
 
Travel demand matrix estimation methods integrating the 
full richness of observed traffic flow data from congested 
networks  

Abstract 

Road travel demand matrix estimation fuses prior or synthetic travel demand matrices with 

observed flow data. Due to technological advances, ever more observed link flows, speeds and 

densities are available, whereas rising congestion levels trigger the urgency to use robust and 

sound estimation procedures on them. 

This paper addresses difficulties when estimating travel demand using link flows observed on 

congested networks. Active bottlenecks on these networks influence flow values both upstream 

(queues) and downstream (flow reduction). This implies that, depends on the specific traffic 

conditions in the network, observed link flow values may represent either 1) the unconstrained 

travel demand for that link, 2) a proportion of the capacity of a set of upstream links, 3) the 

capacity of the normative downstream link; or 4) a combination of these quantities.  

If the used traffic assignment model does not strictly adhere to link capacity constraints, flow 

reduction (2) is not accounted for and all traffic is considered unaffected (1), thereby forcing 

incorrect assumptions upon the estimation. Current practice is to derive unconstrained link 

demand values from flows affected by congestion (2, 3 or 4) and then, instead of the actual 

observed flows, use these link demand values during matrix estimation. As such, these methods 

exhibit poor tractability and robustness and do not integrate any information from the 

assignment model about the composition of routes on the observed links. 

This paper describes and compares three novel demand matrix estimation methods for large 

scale strategic congested transport models that use assignment models that strictly adhere to 

link capacity constraints and explicitly consider the conditions under which link flows are 

observed. It compares these methods to the current practice and gives practical insights from 

applications, demonstrating that these methods are more tractable and robust and allow for 

usage of observed congestion patterns and travel times from (big) data sources. Furthermore, 

these methods reveal data inconsistencies, allowing the modeler to correct the model network 

and other matrix estimation input.  

 

Keywords: demand matrix estimation, congested networks, strict capacity constraints, big 

data, floating car data, ANPR data, Bluetooth data 
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5.1 Introduction 

In strategic transport models, road travel demand matrices are usually estimated using 

estimation methods that fuse prior or synthetic travel demand matrices with flow data observed 

on individual roads (‘links’) in the network. On the one hand, ever more data on flows, speeds 

and/or densities on link level is available, driven by technological advances (e.g. PnD’s, 

smartphones, IoT), trends in transport policy towards smarter usage instead of expansion of the 

network and the smart mobility concepts arising from them. On the other hand, the urgency of 

robust and sound estimation procedures is triggered by rising congestion levels on these 

networks that are at an all-time high. In this paper we address the known difficulties when 

estimating travel demand using link flows observed on a network with high levels of 

congestion.  

5.1.1 Interpretation of observed flows under different network conditions 

Congested networks incorporate at least several active bottlenecks, which influence flow 

values both upstream (queues will form) and downstream (flow is metered). This implies that, 

on such a network, observed link flow values may represent either 1) the unaffected travel 

demand for that link, 2) a proportion of the capacity of (a set of) upstream link(s), 3) the 

capacity of the normative (in terms of capacity deficit) downstream link or 4) a combination of 

these quantities.  

 

These four conditions are illustrated in a unidirectional corridor network with two active 

bottlenecks in Figure 5.1, where: 

• The unaffected links (continuous black arrows) are unconstrained by active bottlenecks. 

This means that on links 1 and 2, link outflow equals the demand from centroid 1, whereas 

link outflow form link 3, equals the demand from centroids 1 and 2.  

• The outflow on flow metered links (continuous grey arrows) is determined by active 

bottlenecks upstream. This means that the outflow on bottleneck link b1 equals the 

capacity of this link, whereas the outflow on bottleneck link b2 and link 11 equals the 

capacity of link b2. The outflow on flow metered links 6 and 7 equals the capacity of 

bottleneck b1 multiplied by the turn proportion from link b1 to link 6, whereas the outflow 

on link 6a equals the capacity of b1 multiplied by the turn proportion towards link 6a.  

• The outflow on links in queue (short dashed black arrows) is determined by the normative 

downstream link. This means that on links 4 and 5, outflow equals the capacity of b1, 

whereas outflow of link 10 equals the capacity of b2. Note that for illustrative purposes, in 

this example bottleneck b1 affects two upstream links, whereas bottleneck b1 only affects 

one upstream link. In reality, the influence of downstream bottlenecks depends on the 

severity of the bottleneck in relation to the flow towards it and the buffer capacity on the 

links upstream from the bottleneck. 

• The outflow on partially metered links 8 and 9 (long dashed black arrows) is a 

combination of unconstrained link demand from centroid 3 and the capacity of active 

bottleneck (metered link) b1 reduced by the turn proportion towards link 6. Note that 

combinations of unaffected links (1) and links in queue (3) and combinations of flow 

metered links (2) and links in queue (3) are not included in this example. In practice, these 

situations can occur, but only when the considered link has at least one outlink that is not 

affected by the bottleneck causing the queuing to occur. This requires that exit lanes 

allowing traffic towards the unconstrained outlinks to freely traverse the queue must exist 

on the link. These conditions are outside of scope of this paper, as in macroscopic traffic 

assignment models these conditions cannot occur due to the first-in-first-out (FIFO) 
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assumption in these models, which is required to maintain the route choice of travelers on 

the network. 

 
Figure 5.1: example network illustrating different quantities that link (out)flow may represent 

As illustrated in the example from Figure 5.1, the specific traffic conditions in the network 

define which quantity each observed link flow represents. Note that only flows measured under 

conditions (1) or (4) contain information about the absolute level of traffic demand, whereas 

flows measured under conditions (2) or (3) only contain information about network capacities 

and bottleneck locations (hence a lower bound on the level of traffic demand). 

5.1.2 Problem formulation and current practice 

Demand matrix estimation methods use a traffic assignment model to assess the relationship 

between travel demand and link flow in intercept information. In current (strategic transport 

modelling) practice, intercept information is provided by traffic assignment models that cannot 

distinguish between the different conditions, because they do not strictly adhere to link capacity 

constraints. Therefore, flow metering (2, 4) nor queuing effects (3) of bottlenecks are taken 

into account and all traffic is implicitly considered to be unaffected (1), thereby forcing 

incorrect assumptions upon the estimation. Therefore, matrix estimation methods using these 

models should only be applied on observed flows values that are unaffected (1), rendering them 

mostly useless on networks with high congestion levels. Note that by nature these assignment 

models should not be applied on study areas with congestion altogether. 

5.1.3 Contributions 

This paper describes existing demand matrix estimation methods for large scale strategic 

congested transport models that use assignment models that strictly adhere to link capacity 

constraints, allowing them to explicitly consider the conditions under which link flows are 

observed. It compares these methods to the current practice and gives practical insights from 

applications of methods that are already implemented and applied, thereby demonstrating that 

these methods allow for usage of (big) data sources such as floating car data and congestion 

patterns (used in methods 2 and 3) and (route) travel time observations from e.g. Bluetooth or 

ANPR data (intended to be used in method 3).  

5.2 Methodologies 

All methodologies are described in the bi-level optimization framework summarized in 

equation (5.1), where in the upper level, the origin-destination (OD) demand matrix is altered 

to minimize differences between observed and modelled link flows and between the prior and 

modelled OD demand matrix, while in the lower level a traffic assignment model is used 

solving a user equilibrium problem translating the new OD demand into modelled link flows.  
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𝐃∗ = Argmin
𝐃

(𝐹) = argmin
𝐃

[(𝐃 − 𝐃𝟎)
𝟐 + (𝐲(𝐃), �̃�)2] 

s.t.:  𝐲(𝐃) = 𝑎𝑠𝑠𝑖𝑔𝑛(𝐃), 
𝐃 > 0, 

(5.1) 

 

where 𝐹 denotes the upper level objective function to be minimized, 𝐃∗, 𝐃 and 𝐃0 denote 

vectors containing posterior, current and prior (or observed) OD demand respectively for all 

OD pairs, 𝐲(𝐃) and �̃� denote vectors of estimated and observed link flows. Furthermore, we 

define 𝐿 = {𝐿1, 𝐿2, 𝐿3, 𝐿4} as the set of observed links split up into the four different traffic 

condition types, to be used in the remainder of this paper. 

5.2.1 Assignment model classes 

In the lower level, the function 𝑎𝑠𝑠𝑖𝑔𝑛 represents the assignment model used. The method 

from current practice (subsection 5.2.2) requires a static capacity restrained traffic assignment 

(SCRTA) model, whereas the other methods (subsections 5.2.3 through 5.2.5) require a static 

capacity constrained assignment (SCCTA) model. The essential difference between these 

model classes is that the SCCTA strictly respects link capacity constraints (link flow can never 

be larger than link capacity), whereas in the SCRTA model, only the route choice is influenced 

by capacity constraints (and link flow can be larger than link capacity). We refer to (Bliemer 

et al., 2017) for concise definitions of these assignment model classes.   

5.2.2 Solution method used in current practice 

Current practice to use observed flows affected by congestion (conditions 2, 3 or 4) is to 

estimate unconstrained link demand values from the observed flow values, for example using 

the ‘Tonenmethodiek’ (Transpute, 2003) used in the Dutch LMS/NRM models, or similar 

techniques that shift observed flows to upstream unconstrained links. Then, instead of the 

actual observed flows, the post-processed link demand values are used during OD demand 

matrix estimation. These models do not make use of any information from the assignment 

model about the network conditions on the observed links. Therefore, even flow metered 

observations (which by definition only contain information on network capacity) are 

erroneously used in the demand estimation instead of network supply calibration. For these 

reasons, these methods exhibit poor tractability and robustness.  

The objective function of this method is defined as  

𝐹 =𝑤1 ∑ (𝐷𝑜𝑑
0 − 𝐷𝑜𝑑)

2 +

𝑜𝑑∈𝑂𝐷

𝑤2∑(𝑦𝑙
𝑆𝐶𝑅𝑇𝐴(𝐃) − 𝑓(�̃�𝑙))

2

𝑙∈𝐿

, 
(5.2) 

 

where 𝑓 denotes a function (like the ‘Tonenmethodiek’) that estimates corresponding 

unconstrained link demand values from observed link flows, 𝑦𝑙
𝑆𝐶𝑅𝑇𝐴(𝐃) represents the link 

flows as calculated by a SCRTA assignment model and 𝑤1 and 𝑤2 represent parameters that 

express the relative importance of the prior demand component in relation to the link flow 

component in the objective function.  

Note that although an SCRTA model must be used to provide the link flows in the upper level, 

the final assignment of the estimated OD demand matrix can be done using a SCCTA model 

to increase accuracy. This is effectively being done by the assignment model QBLOK in the 

LMS/NRM model system, which uses capacity constraints model for route choice and the final 

assignment results but omits capacity constraints to determine the link flows used in the upper 

level. 



Chapter 5 – Travel demand matrix estimation methods integrating the full richness of observed traffic flow … 93 

 

5.2.3 Solution method 1: Using SCCTA instead of SCRTA model 

This method uses the SCCTA model to isolate unmetered from total demand and apply the 

upper level only on the unmetered demand. To this end, metered demand is subtracted from 

both the observed and modelled flows, yielding the following objective function:  

𝐹 =𝑤1 ∑ (𝐷𝑜𝑑
0 − 𝐷𝑜𝑑)

2 +

𝑜𝑑∈𝑂𝐷

𝑤2 ∑ (𝛼𝑙(𝐃)𝑦𝑙
𝑆𝐶𝐶𝑇𝐴(𝐃) − 𝛼𝑙(𝐃)�̃�𝑙)

2

𝑙∈{𝐿1,𝐿4}

 
(5.3) 

 

where 𝛼𝑙 denotes the proportion of flow that arrives at link 𝑙 unaffected by any upstream 

bottleneck(s). Proportion factors 𝛼𝑙 are derived from od specific proportion factors 𝛼𝑙
𝑜𝑑 

outputted by the SCCTA model using:  

𝛼𝑙 =
∑ 𝛿𝑙

𝑜𝑑𝛼𝑙
𝑜𝑑𝐷𝑜𝑑𝑜𝑑∈𝑂𝐷

∑ 𝛿𝑙
𝑜𝑑𝐷𝑜𝑑𝑜𝑑∈𝑂𝐷

 
(5.4) 

 

where 𝛿𝑙
𝑜𝑑 is the link-od incidence indicator which equals one if link 𝑙 is used by od pair 𝑜𝑑, 

and zero otherwise. 

Note that this method (correctly) only estimates demand using observed flow on links in 

{𝐿1, 𝐿4}, but does not use the information on bottleneck locations that can be derived from 

observed flows on links in {𝐿2, 𝐿3}. This method was initially applied in the 2018 version of 

the transport models of Noord-Brabant, but due to the omission of information on 𝐿3 links, 

queue lengths where structurally underestimated and not all bottleneck locations where 

modelled. This led to adoption of method 2 (described in the next subsection) in these transport 

models.  

5.2.4 Solution method 2: Adding information on bottleneck locations  

This method is an extension of the method described in 5.2.3 and adds usage of information 

from speeds observed on links in {𝐿2, 𝐿3} to determine bottleneck locations. In the applications 

presented, observed speeds from floating car data where used. To extract bottleneck locations 

from these speeds, first all links for which the observed speed 𝑣𝑓𝑐𝑑 is lower than its critical 

speed 𝑣𝑐𝑟𝑖𝑡 are identified as being in queue (i.e.: part of set 𝐿3). The required critical speeds 

can be derived from the speed limit that applies on the considered link. Once set 𝐿3 has been 

defined, bottleneck locations can be identified as the node between the last (most downstream) 

link from a (spatial) sequence of 𝐿3 links and the first (most upstream) link in a (spatial) 

sequence of other links.  

The queue on the (spatial) sequence of 𝐿3 links upstream from the bottleneck location can be 

translated into an excess demand (𝐷𝑙
𝑒𝑥𝑐), which, added to the capacity (𝐶𝑙) of the first link 

downstream from the bottleneck location, is treated as a (indirect) observation of demand just 

upstream from the bottleneck link. Note that, by definition, this first link must belong to 𝐿2.  

The method requires excess demand 𝐷𝑙
𝑒𝑥𝑐 to be calculated for all 𝐿3 links in the network. To 

do so, the observed speeds and the fundamental diagram of each link can be translated into the 

density that, according to the fundamental diagram, would apply on that link. The densities and 

lengths of al links in the considered sequence of 𝐿3 links together with the capacity of the 

bottleneck link can then be translated into the excess demand 𝐷𝑙
𝑒𝑥𝑐. Alternatively, the set of 

links in queue (𝐿3) may be derived from annual summaries of daily traffic reports (e.g. the File 

Top 50 in the Netherlands (VID, 2017)). These annual summaries provide observed bottleneck 

locations along with observed queue lengths and durations. Using a bottleneck model these 

queue lengths can be translated into excess demand, either assuming some value for the density 
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in queue, or using the density values derived from the observed speeds and fundamental 

diagrams as described above.  

Note that both sources for location and excess demand estimation may be combined, allowing 

the modeler to choose the most accurate source available to be used. For example, annual 

summaries of traffic reports may provide more accurate bottleneck locations, but they are 

typically not available for lower order roads, whereas accuracy of the densities derived from 

observed speeds may provide better estimates for excess demand than the bottleneck model 

would. This might lead the modeler to choose to use observed bottleneck locations on the 

higher order roads and derived bottleneck locations on the lower order roads.  

Figure 5.2 illustrates the procedure for bottleneck location detection and excess demand 

estimation on a corridor, merge and diverge network. The formulae for the corridor and merge 

cases indicate that the observed link speeds provide enough information to estimate the 

(indirect) observed demand for the bottleneck link. However, the formula for the diverge 

network indicates that more information is required to determine the normative outgoing 

(bottleneck) link. This information cannot be derived from observations on link level and 

would require observations on node and turn level and modelling of traffic flow on lane and 

turning movement level. Such observations are not (widely) available yet, but more 

importantly, such a level of traffic flow modelling is beyond the scope of the macroscopic 

traffic assignment models used in strategic transport models. 

 

Network (Indirect) observed demand  

Corridor  
 
�̃�3 = 𝐶4 + 𝐷2

𝑒𝑥𝑐 + 𝐷3
𝑒𝑥𝑐 

Merge  
 
�̃�3 + �̃�5 = 𝐶4 + 𝐷2

𝑒𝑥𝑐 + 𝐷3
𝑒𝑥𝑐 + 𝐷5

𝑒𝑥𝑐 

Diverge 

 

�̃�3 = 𝐶4 + 𝐷2
𝑒𝑥𝑐 + 𝐷3

𝑒𝑥𝑐 or 

�̃�3 = 𝐶6 + 𝐷2
𝑒𝑥𝑐 + 𝐷3

𝑒𝑥𝑐 

Figure 5.2: derivation of bottleneck locations and (indirect) observed demand from observed link speeds 

Method 2 implies the following objective function:  

 

𝐹 = 𝑤1 ∑ (𝐷𝑜𝑑
0 − 𝐷𝑜𝑑)

2 +

𝑜𝑑∈𝑂𝐷

𝑤2 ∑ (𝛼𝑙(𝐃)𝑦𝑙
𝑆𝐶𝐶𝑇𝐴(𝐃) − 𝛼𝑙(𝐃)�̃�𝑙)

2

𝑙∈{𝐿1,𝐿4}

+ 𝑤3∑(𝐶𝑏 + 𝐷𝑏
𝑒𝑥𝑐 −∑𝑦

𝑏
𝑆𝐶𝐶𝑇𝐴

𝑏

)

2

𝑏∈𝐵

 

(5.5) 

 

where 𝐵 denotes the set of bottleneck nodes, 𝐶𝑏 and 𝐷𝑏
𝑒𝑥𝑐 denotes the capacity and excess 

demand on the normative outlink (the link that has caused activation of the bottleneck location) 

of bottleneck node 𝑏 respectively, 𝑦
𝑏
𝑆𝐶𝐶𝑇𝐴 denotes the modelled flow on inlink 𝑏 of bottleneck 

node 𝑏 towards bottleneck link 𝑏 and 𝑤3 denotes the relative importance of the objective 

function component that covers the demand for bottleneck links.  

This method was applied on the NRM-West: the Dutch regional strategic transport model of 

the Randstad Agglomeration (including the 4 largest cities in the Netherlands) as described in 

(Brederode et al., 2017) and is recently implemented in the 2018 version of the strategic 

transport models of the province of Noord Brabant. 
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5.2.5 Solution method 3: Adding sensitivities of proportion factors and travel times  

Equations (5.3) and (5.5) indicate that the unmetered proportion factors 𝛼𝑙 depend on the 

current OD demand matrix 𝐃. This means that any changes made to 𝐃 in the upper level have 

an immediate effect on the value of the unmetered proportion factors, whereas these are 

considered constant in objective functions (5.3) and (5.5). For this reason14, this method 

approximates the sensitivity of the proportion factors to changes in demand (𝜕𝛼𝑙/𝜕𝐃) using 

marginal simulation of the node model component within the assignment model and adds these 

sensitivities to the objective function assuming a first order Taylor approximation.   

Equation (5.5) indicates that the bottleneck component in the objective function is competing 

with the prior demand and link flow components. This means that adding the bottleneck 

component reduces the chance that bottlenecks switch from active to inactive state during 

matrix estimation. Bottlenecks that switch from active to inactive or vice versa disturb the 

matrix estimation process is undesirable, because 1) it causes changes to the definition of sets 

𝐿1, 𝐿2, 𝐿3 and 𝐿4, thereby non-convergence; and 2) because the (added) sensitivities of the 

proportion factors are point approximations which are only valid when the considered link 

remains in the state in which the sensitivity was estimated. For these reasons, this method 

removes the bottleneck component from the objective function and instead, adds it as a 

constraint to the optimization problem15.  

Lastly, this method adds, when available, travel times to the objective function, as these can 

also be expressed as a function of 𝛼𝑙. Observed travel times can be derived from e.g. floating 

car data on link level or from ANPR or Bluetooth measurements on route level. These changes 

and additions yield the following optimization problem:  

𝐃∗ = argmin
𝐃

[𝑤1 ∑ (𝐷𝑜𝑑
0 − 𝐷𝑜𝑑)

2

𝑜𝑑∈𝑂𝐷

+𝑤2 ∑ ([𝛼𝑙(𝐃) +
𝜕𝛼𝑙
𝜕𝐃

(𝐃 − 𝐃𝟎)] 𝑦𝑙
𝑆𝐶𝐶𝑇𝐴(𝐃) − 𝛼𝑙(𝐃)�̃�𝑙)

2

𝑙∈{𝐿1,𝐿4}

+ 𝑤4∑(𝜏𝑝(𝐃) − �̃�𝑝)
2

𝑝∈�̃�

] (5.6) 

s.t.:          𝐲(𝐃) = 𝑎𝑠𝑠𝑖𝑔𝑛(𝐃), 

𝐃 > 0, 

∑𝑦
𝑏
𝑆𝐶𝐶𝑇𝐴

𝑏

= 𝐶𝑏 + 𝐷𝑏
𝑒𝑥𝑐      ∀ 𝑏 ∈ 𝐵, 

where �̃�, �̃�𝑝 and 𝜏𝑝 denote the set of paths with observed travel times, the observed travel time 

on path 𝑝 and the modelled travel time on path 𝑝 respectively. Weighing parameter 𝑤4 

expresses the relative importance of the travel time component of the objective function.  

This method is a continuation of the method described in (Brederode et al., 2014) and is 

implemented in prototype form. The method has proven to outperform methods 1 and 2, both 

 
14 A more thorough argumentation for adding these sensitivities to the objective function derivative is 

given in subsection 6.2.1.2.  
15 By including the bottleneck components as constraints to the optimization problem, the solver can 

be used to nudge any initial 𝐃0 to a demand vector that satisfies all constraints before evaluating the 

Taylor approximation. This is further described in subsection 6.3.2.6. 
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in accuracy as well as speed of convergence on small test networks. The prototype is still under 

development as its runtimes make it currently not practically applicable on large networks. 

5.3 Software 

Section 5.2 describes four methodologies in terms of problem formulations and solution 

methods, which give insight in the theoretical added value of the different methods. However, 

the extent to which this theoretical value is translated into practical value is determined by its 

software implementation. Therefore, this chapter briefly describes the different software 

implementations used by the authors gaining insights in practical applications, before these 

insights are described in section 5.4. Table 5.1 summarizes the applications and software 

examined.  

 
Method Transport model used Software lower level Software upper level 

Current practice LMS/NRM models QBLOK AVVMAT 

Method 1 models of Noord Brabant STAQ OtMatrixEstimation 

Method 2 models of Noord Brabant STAQ OtMatrixEstimation 

Method 2 NRM West (Randstad model) STAQ AVVMAT 

Method 3 Various transport models STAQ MATLAB 

Table 5.1: applications examined in this paper 

Furthermore, in this chapter, requirements for alternative software implementations (not used 

by the authors) are given to allow readers to adopt methods from section 5.2 in their own 

preferred software. 

5.3.1 Assignment model used in current practice 

Authors have gained experience of current practice using the assignment model used in the 

LMS/NRM methodology of the dutch national and regional strategic transport models: 

QBLOK (Bakker et al., 1994). QBLOK is a deterministic equilibrium model that extends 

traditional SCRTA models on the following three points:  

1) It not only models actual flow that uses the network within the study period, but also the 

flow that would have wanted to travel in the study period but did not reach its destination in 

time due to congestion.  

2) It takes the network effects of congestion (flow metering and spillback) into account using 

a heuristic, but these effects are only included in link travel time calculation (and thus route 

choice), not in the modelled traffic flows.  

3) It uses a fixed number of iterations and prefixed weights to approximate the user equilibrium, 

as convergence to equilibrium is infeasible within acceptable computation times.  

5.3.2 Assignment model used in methods 1 through 3 

Authors have gained experience of methods 1 through 3 using the SCCTA model STAQ 

described extensively in (Brederode et al., 2018). STAQ is implemented as a propagation 

model within the StreamLine framework in OmniTRANS transport planning software.  

The model supports any concave, two regime fundamental diagram, but insights in this paper 

where gained using the quadratic linear diagram (QL) from (Bliemer et al., 2014). To describe 

interaction of flows on nodes STAQ uses the explicit node model from (Tampère et al., 2011), 

which allows to explicitly calculate and output OD specific proportion factors 𝛼𝑙
𝑜𝑑 used in 

methods 1 through 3. This node model is also used in method 3 for the marginal simulation 

that determines the sensitivity of the proportion factors to changes in demand (𝜕𝛼𝑙/𝜕𝐃). In 
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most studies, the node model was extended with the junction modelling component of 

OmniTRANS transport planning software to account for the effect of limited supply due to 

conflict points on the junction itself (i.e. crossing flows), and to calculate travel-time delays 

due to geometry of the node and conflicts on turning-movement level. 

The assignment model can be used with different route choice models, but insights in this paper 

where gained using the multinomial logit (MNL) model with scale parameters set to one over 

14% of the minimal route cost of the considered OD pair. This means that the route choice 

model is only sensitive to the ratio of different route costs, not their absolute values. In all three 

methods, the stochastic user equilibrium (SUE) is used as underlying route choice paradigm. 

The adapted relative duality gap derived in (Bliemer et al., 2013) that accounts for perception 

errors and thus reaches zero upon convergence when using the MNL route choice model is 

used as convergence criterion with a threshold value of 5E-04. The method of self-regulating 

averages described in (Liu et al., 2009) is used to average route demands over iterations 

providing fast convergence. 

The assignment model makes use of pre-generated route sets. Insights in this paper where 

gained using the routeset generator from the StreamLine framework, which uses the Dijkstra 

algorithm to find the shortest path between each OD pair and then uses a repeated random 

sampling process on free flow link travel times using a gamma distribution known as the 

accelerated Monte Carlo method (Fiorenzo-Catalano, 2007) to generate additional alternative 

routes. Route filters are applied after the repeated random sampling process to reduce route 

overlap, remove irrelevant routes and restrict the size of the set of potential routes.  

For methods 1 and 2, any SCCTA model that can output OD-specific proportion factors 𝛼𝑙
𝑜𝑑 

can be used as an alternative for STAQ. For method 3, the assignment model must be suitable 

to be used to efficiently approximate the sensitivity of the link-based proportion factors to 

changes in demand (𝜕𝛼𝑙/𝜕𝐃)  

5.3.3 Upper level solvers used in current practice and methods 1 and 2 

In current practice and in the NRM West application of method 2, the AVVMAT software is 

used to solve the upper level. AVVMAT is based on the Combined Calibration matrix 

calibration program develop by Hague Consulting Group in the 1990’s. AVVMAT assumes a 

multiplicative model in which each matrix cell is a function of its initial value and a set of 

parameters (count, trip ends, trip length class, etc.). Furthermore AVVMAT assumes that the 

parameters are statistical of nature and therefor have a level of reliability. AVVMAT assumes 

a Poison distribution and applies the BFGS algorithm. Derivation and implementation of the 

AVVMAT OD matrix estimator is described in (Lindveld, 2006) in more detail. 

In the application of methods 1 and 2 on the models of Noord-Brabant OtMatrixEstimation is 

used to solve the upper level. OtMatrixEstimation is part of OmniTRANS transport planning 

software and uses a heuristic to iteratively scale relevant matrix cells in the prior matrix to 

better match with observed flows on link or screen line level. It threats trip ends and trip length 

distribution from the prior as constraints. A more extensive description of the heuristic can be 

found in (Smits, 2010). 

For methods 1 and 2, any solver that can handle the convex quadratic objective function and 

the non-negativity constraint may be used. However, because OD demand matrix estimation 

problems in strategic transport models are usually very large and very sparse, the solver should 

be able to exploit the sparsity of the problem to be able to solve the problem within constraints 

of available computer memory and required computation time. For the same reason, the solver 

should not rely on finite differences to approximate the gradient. Instead, the solver should use 

an analytically calculated gradient.  
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5.3.4 Upper level solver used in method 3 

The upper level and interaction with the lower level of method 3 is implemented in prototype 

form in Matlab and uses the fmincon interior point algorithm within the optimization toolbox 

of Matlab. The interior point algorithm uses a conjugate gradient descent method. To prevent 

memory issues, it is set to use the limited memory version of the BFGS algorithm (Nocedal, 

1980) to approximate the Hessian. Furthermore, functions to calculate the gradient of the 

objective function and the gradient of the bottleneck constraints are included in the 

implementation and passed to fmincon, to prevent it from doing finite difference analysis on 

every OD pair (which would take too much time). 

Like method 2, method 3 can be solved using any solver that is suitable for large sparse 

quadratic optimization problems. However, it must also be able to include the linear 

(bottleneck) constraints. Furthermore, analytical calculation of the gradient for both the 

objective function and constraints is possible (Rijksen, 2018), but due to the inclusion of the 

sensitivity of the bottleneck proportion factors the calculations are more complex than for 

methods 1 and 2. 

5.4 Practical Insights from applications  

This section discusses insights from the practical applications listed in Table 5.1.  

5.4.1 Insights in conditions on observed links 

Preliminary analysis on the input data of the Noord-Brabant and NRM West models reveal 

using floating car data to identify the links in queue (𝐿3) and STAQ to determine the 

distribution over unaffected (𝐿1), metered (𝐿2) and partially metered (𝐿4) links. Results of this 

analysis reveal that the majority of observed link flows are unaffected or partially metered (i.e. 

they belong to {𝐿1, 𝐿4}) and could thus be used for demand estimation using method 1.  

To illustrate this, we describe results from the preliminary analysis for the AM peak period of 

the base year of the NRM-West, which describes the most congested region of the Netherlands. 

For this model, there were no flow metered observed link flows (𝐿2 = ∅) and only 6% of the 

count locations where observed in queue. Covering the other 94% of the count locations, the 

black line in Figure 5.3 shows the portion of flow unaffected by upstream bottlenecks per count 

location according to the assignment results of the prior OD demand matrices. In the graph, 

count locations are ordered by their portion of unaffected flow increasingly. This reveals that 

about 66% of the count locations where partly metered (the percentile where the black line hits 

100%) and about 34% was unaffected (the remainder of the locations). These findings suggest 

that although most observed link flows are influenced by congestion, there are only few 

observed links that are not suitable to be able to apply method 1. Since the NRM-West 

describes the most congested region in the Netherlands, other Dutch models are expected to 

exhibit even lower proportions of link flows unsuitable for use with method 1.  
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Figure 5.3: portion of flow unaffected by bottlenecks per count location in NRM-West model, AM peak 

To determine robustness of these findings, sensitivity analysis was carried out in which the 

prior OD demand matrix was increased by 20%. The result is displayed as the gray line in 

Figure 5.3. In this case, around 3% of the count locations that where not in queue became flow 

metered, whereas the share of partially metered count locations increased to about 76%, leaving 

21% unaffected. Although the 20% increase of demand yields slightly more links to become 

unsuitable for application of method 1, it is still only a small minority. Since methods 2 and 3 

follow the same underlying principle but add (indirect) estimation using observations on links 

in queue (𝐿3) these insights about applicability holds to an even greater extent for those 

methods. For these methods no more than 3% of observed link flows is metered and could 

therefore not be used in demand matrix estimation methods 2 and 3.  

5.4.2 Insights from method used in current practice 

The method used in current practice (as described in subsection 5.2.2) circumvents 

computational issues that arise from inclusion of strict capacity constraints in OD demand 

matrix estimation methods for strategic transport models by projecting the (estimated) effect 

of capacity constraints on the input of the methodology (the observed flows), rather than 

adapting the methodology itself to include the constraints. This approach allows for the usage 

of proven technology: SCRTA models and (upper level) solution methods widely available 

since the 1990’s; see e.g. (Abrahamsson, 1998) for an overview. Because of the (desirable) 

mathematical properties of the SCRTA model and its corresponding (upper level) problem, 

solutions are found relatively easily and fast.  

However, using (estimated) link demands instead of observed link flows as primary input gives 

rise to the following myriad of problems all related to the fact that link demand is a quantity 

that cannot be measured. Firstly, this means that the accuracy of methods that estimate link 

demands (e.g. Tonenmethodiek) cannot be determined directly. Instead, only the accuracy of 

the solution method as a whole can be evaluated by comparing the result of a capacity 

constrained assignment of the estimated OD demand matrix with the observed flows. 

Differences between these modelled and observed link flows can be caused by either errors in 

the method used to estimate link demands, the assignment model or the solution method. 

Formulated differently: although the methodology minimizes differences between observed 

and modelled link demand, it does not necessarily minimize differences between observed and 

modelled link flows. This means that calibration of the parameters of the matrix estimation 

method and the assignment model, as well as finding and fixing input errors needs to take place 

in a single process. In practice, this leads to extensive estimation procedures that aim to provide 
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acceptable outcomes using (structured) trial and error. This causes high and uncertain lead 

times for projects including OD demand matrix estimation with only reasonable outcomes.  

Secondly, the process described in the previous paragraph is highly sensitive to changes in 

input. This means that a process that has produced acceptable outcomes for a set of observed 

link flows representing a certain study area or base year might not give acceptable outcomes 

for set of observed link flows representing another study area or base year. This reasoning also 

holds for different sets of parameters for the assignment model and/or upper level solution 

method. In practice, this requires estimation procedures to be changed when the input data or 

parameter set of the considered project gives rise to it. This causes expensive matrix estimation 

projects with poor tractability and comparability of model outputs.  

5.4.3 Insights from application using method 1 

By replacing the SCRTA model with a SCCTA model and considering only the unmetered 

demand in the upper level, the problems related to the usage of link demands described in 

section 5.4.2 are effectively removed. Method 1 allows to directly compare modelled flows 

with observed link flows and to isolate effects of changes in parameters of the upper level 

solution method and SCCTA model. Furthermore, there is no need to change the estimation 

procedure when input or parameter sets change.  

Although the share of observed link flows in queue is only small (section 5.4.1), these links are 

most important for a transport model to describe accurately. However, as mentioned in section 

5.2.3, method 1 does not use information on links in queue, hence it neglects observed queues. 

Instead, the hypothesis behind method 1 is that demand estimation on the other (majority) of 

the count locations will cause the correct demand on the queued links as well. This hypothesis 

proved wrong, as it turns out that fitting flows on unconstrained or partially constrained links 

only does not (substantially) improve the fit of link demand for links in queue.  

The reason for this is explained using the example in Figure 5.4. Assume that in this network 

observed flows are available for links 2 and 3. Method 1 would not use any information from 

link 3 (as this link is in queue) and thus would only try to minimize differences between 

modelled and assigned flow on link 2. Assume that modelled flow on link 2 is underestimated. 

Method 1 would then evenly increase demand on all OD pairs using link 2, neglecting the effect 

that demand on OD pairs towards link 6 would have on the queue on link 3, whereas a different 

(more uneven) distribution over OD pairs could effectively improve the fit on link 3 with the 

same improvement of fit on link 2.  

 
Figure 5.4: example where estimating demand matrices using method 1 and a single count on link 2 does 

not imply a positive effect on the fit on link 3 

The example shows that the OD demand matrix estimation problem has too many degrees of 

freedom (too many OD pairs to choose from) to expect a method to improve the overall fit on 

links that the method does not explicitly consider. For method 1, this means that the level of 

congestion in the final assignment results will mainly be determined by the level of congestion 
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in the assignment result of the prior demand matrix16, as was seen in its application in the 

transport models of Noord-Brabant. 

Another potential issue of method 1 is that it contains no mechanism that prevents bottlenecks 

to switch from active to inactive or vice versa during the matrix estimation process. As 

described in subsection 5.2.4, this causes poor convergence. In the Noord-Brabant application, 

this issue did not clearly manifest itself, probably because the prior demand matrices generally 

underestimated the congestion levels causing a limited set of active bottlenecks and hence a 

small chance of state switches during estimation. However, the more theoretical tests described 

in (Brederode et al., 2014; Frederix, 2012) clearly demonstrate this issue.  

5.4.4 Insights from applications using method 2 

In addition to the findings described in (Brederode et al., 2017) the application of method 2 on 

the strategic transport model of the Randstad Agglomeration proved that the addition of 

(indirect) observation of demand just upstream from the bottleneck link allows for accurate 

representation of observed queues while maintaining the fit on unconstrained and (partly) flow 

metered links, thereby solving the problems described in subsection 5.4.3.  

The application also demonstrated that by changing the ratio between weights 𝑤2 and 𝑤3, 

inconsistencies between model link capacities and observed congestion patterns and 

inconsistencies between count values can be isolated, allowing the modeler to correct the model 

network and other matrix estimation input. Often errors with respect to the exact bottleneck 

location, its normative outlink or the combination of observed flows and observed link speeds 

from different data sources proved to be the cause of these inconsistencies. The methodology 

proved an asset in removing these errors and inconsistencies.  

However, the application also showed that weighing parameter 𝑤3 needs to be set carefully. It 

should be high enough to ensure and maintain activation of the correct bottlenecks throughout 

the estimation procedure, but low enough to allow accurate representation of unaffected and 

partly metered link flows near bottleneck locations.  

5.4.5 Insights from applications using method 3 

As mentioned in subsection 5.2.5, method 3 outperforms methods 1 and 2, both in terms of 

accuracy as well as convergence properties. On top of that, removes the issue of choosing 𝑤3 

by replacing this component of the objective function with an equivalent constraint. 

Furthermore, it supports observed travel times as an additional input data type.  

However, the prototype is still under development as its runtimes make it currently not 

applicable on large networks. This is mainly caused by large sparse matrix multiplications that 

are required to translate the sensitivities of the proportion factors from the marginal node model 

runs to their effect on the objective function. Until this implementation issue is fixed, the 

method is best applied excluding the sensitivities of the proportion factors but including the 

constraints that ensure and maintain correct bottleneck states.  

5.5 Conclusion and recommendations 

Active bottlenecks in congested networks influence observed link flow values both up- as well 

as downstream. In strategic transport models, this means that an observed link flow value is 

either unaffected, metered, in queue or partially metered due to active bottlenecks. Flow 

observed on unaffected or partially metered links contains information about travel demand 

 
16 Assuming that no wide-spread unidirectional changes to the demand matrix are being made by the 

estimation method 
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that can be directly used for OD demand matrix estimation, whereas observed flow on links in 

queue is only useful when supplemented by observed link speeds or queue lengths. Flows 

observed on metered links only contain information on network supply and can therefore not 

be used for travel demand estimation.  

Data and sensitivity analysis on the transport model describing the most congested region of 

the Netherlands indicates that it is highly unlikely that more than 3% of observed link flows of 

any Dutch strategic transport model is flow metered, meaning that more than 97% contains 

information on OD demand. This data can be used, provided that observed link speeds (from 

e.g. floating car data) or observed queue locations (from e.g. daily traffic reports) are available 

and that a method that supports partial metered and links in queue is used.  

The most common OD demand matrix estimation method used for strategic transport models 

can only handle observed flows that are unaffected by active bottlenecks (which is the case for 

34% or less of the observations), and therefore needs to translate observed link flows into 

estimated link demands to account for bottleneck effects. This approach allows for the usage 

of conventional SCRTA models and relative quick solution of the matrix estimation problem. 

However, the use of input that is estimated rather than measured, makes the method non-

transparent and input sensitive resulting in poor tractability, comparability and transferability 

of estimation processes. This has led to high and uncertain project lead times with outcomes of 

only reasonable accuracy. 

Therefore, this paper assessed three methods that take bottleneck effects into account by 

replacing the SCRTA model with a SCCTA model. Method 1 can handle observed flows on 

partially metered links in addition to unaffected links and allows for direct use of and 

comparison with observed link flows. Methods 2 and 3 additionally provide support for 

observed queue lengths on links in queue, thereby integrating the full richness of traffic flow 

data on congested networks.  

For network diverges, methods 2 and 3 require information on the normative outgoing link 

which demands for observations on node and turn level and modelling of traffic flow on lane 

and turning movement level. Such observations are not (widely) available yet, but more 

importantly, such a level of traffic flow modelling is beyond the scope of the macroscopic 

traffic assignment models used in strategic transport models as it would violate the first-in-

first-out assumption. Although  (Wright et al., 2017) describe a node model that would allow 

for such violations, development in this direction will (further) degrade on mathematical 

properties that are desirable in the strategic context: existence and uniqueness of the SUE 

solution of the assignment model.  

Compared to method 2, method 3 provides greater accuracy and faster convergence, removes 

the need to set a sensitive 𝑤3 parameter and it supports observed travel times as an additional 

input data type. However, its implementation is still in prototype form limiting its applicability 

on large networks.   

The upper level problem of all three methods can be solved using widely available software 

packages for large sparse quadratic programming problems with linear constraints. Calculation 

of the gradient efficiently and correctly is a point of attention when implementing these 

methods. 

Currently, the authors are working on extension of methods 2 and 3 to support estimation of 

OD demand matrices that cover multiple period(s), which should eventually lead to a method 

that supports 24 hour estimation. This requires the SCCTA model to be extended to be able to 

transfer residual traffic (traffic that has not reached its destination within a previous time 

period) to the next time period, and an upper level extension that can simultaneously estimate 

matrices for all considered time periods. Both extensions are viable from a methodological 

point of view, but especially implementation of the latter is expected to create new challenges. 
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Chapter 6 
 
Travel demand matrix estimation for strategic road traffic 
assignment models with strict capacity constraints and 
residual queues 

Abstract 

This paper presents an efficient solution method for the matrix estimation problem using a 

static capacity constrained traffic assignment (SCCTA) model with residual queues. The 

solution method allows for inclusion of route queuing delays and congestion patterns besides 

the traditional link flows and prior demand matrix whilst the tractability of the SCCTA model 

avoids the need for tedious tuning of application specific algorithmic parameters. 

The proposed solution method solves a series of simplified optimization problems, thereby 

avoiding costly additional assignment model runs. Link state constraints are used to prevent 

usage of approximations outside their valid range as well as to include observed congestion 

patterns. The proposed solution method is designed to be fast, scalable, robust, tractable and 

reliable because conditions under which a solution to the simplified optimization problem exist 

are known and because the problem is convex and has a smooth objective function.  

Four test case applications on the small Sioux Falls model are presented, each consisting of 

100 runs with varied input for robustness. The applications demonstrate the added value of 

inclusion of observed congestion patterns and route queuing delays within the solution method. 

In addition, application on the large scale BBMB model demonstrates that the proposed 

solution method is indeed scalable to large scale applications and clearly outperforms the 

method mostly used in current practice.  

 

Keywords: demand matrix estimation, static traffic assignment model, capacity constrained, 

congestion patterns, route travel times, prior OD demand matrix, large scale, 

strategic, mathematical properties 
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6.1 Introduction 

Traditionally, travel demand origin-destination (OD) matrix estimation for road traffic is a 

process in which a prior demand matrix specifying travel demand between origin and 

destination nodes in the road network is enriched using observed flows on link level. It is a bi-

level optimization problem where in the upper level, the OD demand matrix is altered to 

minimize differences between observed and modelled link flows and between the prior and 

modelled OD demand matrix, while in the lower level a traffic assignment model is used 

solving a user equilibrium problem translating the new OD demand into modelled link flows.  

Different traffic assignment models can be used in the lower level, varying by capability and 

complexity. In this paper, we shall use the classification of assignment models described in 

(Bliemer et al., 2017) when referring to specific assignment model types. The majority of 

strategic transport model systems used today use static capacity restrained traffic assignment 

(SCRTA) models. SCRTA models assume separable monotonously increasing link travel time 

functions, yielding computationally fast and scalable models with desirable convergence 

properties needed for strategic large-scale transport model systems. Matrix estimation methods 

using SCRTA models have been studied extensively and are readily available, see e.g. 

(Cascetta, 2009) and references herein.  

However, link flows and speeds from SCRTA models do not correspond to empirically 

supported macroscopic traffic flow theory that describes the relation between flow, speed and 

density (the fundamental diagram). This is caused by the lack of a strict capacity constraint and 

omission of a congested branch and storage constraints in travel time functions used in SCRTA 

models.  

The most common solution for this problem is to is to switch to a (macroscopic) dynamic 

capacity and storage constrained traffic assignment (DCSTA) model. This model class does 

incorporate capacity constraints and hence physical effects of congestion and is more realistic 

compared to the SCRTA model class. However, the dynamic nature of DCSTA class models 

causes the mapping from OD demand to link flows to be extended with a temporal dimension, 

causing temporal correlations between model variables which makes estimation of OD demand 

matrices much more tedious and are therefore limited to small sized networks (see e.g.: Toledo 

et al., 2015).  

6.1.1 Contribution, positioning and outline 

This paper presents an efficient solution method for the matrix estimation problem using a 

static capacity constrained traffic assignment (SCCTA) model with residual queues. This type 

of assignment model is described in e.g. (Bliemer et al., 2014; Brederode et al., 2019; 

Bundschuh et al., 2006; Lam and Zhang, 2000; Smith, 2013), implemented in OmniTRANS 

Transport planning Software, PTV VISUM and Aimsun Next and applied in various contexts 

(e.g., Brederode et al., 2016a; Huang et al., 2020; Tajtehranifard, 2017; Tsanakas et al., 2020). 

The solution method is developed to be used in the context of strategic transport models where 

the user wants to refine prior OD demand from a demand model with information on link and 

route level (e.g.: loop detector and floating car data). 

Note that this paper only considers SCCTA models that incorporate capacity constraints within 

the link cost functions, thereby allowing for explicit residual queues in model outcomes, 

whereas SCCTA models in which the capacity constraints are only added as upper bounds on 

link flows (often referred to as ‘extended Beckmann’ or ‘capacitated Beckmann’; e.g. (Correa 

et al., 2004; Larsson and Patriksson, 1999; Nie et al., 2004; Yang and Yagar, 1994)) do not 

allow for residual queues and are therefore outside of scope of this paper. For reasons of 

brevity, in the remainder, we shall simply refer to ‘the SCCTA model’ (i.e.: omitting ‘with 

residual queues’) when referring to the TA model type considered in this paper.  
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By using a SCCTA model, the solution method combines the favorable properties of SCRTA 

and DCSTA models in the context of matrix estimation. Similar to DCSTA models, the strict 

capacity constraints of SCCTA models account for flow metering effects of active bottlenecks, 

which allows direct comparison and usage of observed flows that are reduced by upstream 

bottlenecks. The strict capacity constraints also extend the supported set of datatypes for 

estimation with observed (link- or route-) travel times and observed congestion patterns 

because queues are explicitly modelled. Similar to SCRTA models, the static nature of SCCTA 

models removes the temporal dimension in the relation between link flows and OD-demands, 

which allows demand estimation at a time-aggregate level. This avoids temporal correlations 

between model variables which causes the solution method to be relatively fast and suitable for 

large scale networks. 17  

Note that there is a big difference in what is considered a large network in the DSCTA 

compared to the SCCTA context. In the DSCTA context, networks containing in the order of 

tens of thousands OD pairs are considered large scale (e.g: Castiglione et al., 2021; Osorio, 

2019a), whereas SCCTA models are typically applied on networks containing in the order of 

millions OD pairs (Brederode et al., 2019). The proposed solution method presented In this 

paper targets networks that are considered large in the SCCTA context. To the best of the 

authors’ knowledge, the sheer size of these networks prevent usage of any DSCTA based 

method. Therefore, this paper takes the SCCTA model as a starting point for the matrix 

estimation method and does not include a comparison between DSCTA and SCCTA models. 

Instead, the interested reader is referred to (Brederode et al., 2019). 

Further note that, similarly to the methodology proposed in this paper, the quasi dynamic 

approaches by  (Marzano et al., 2018; Van der Zijpp, 1996) also employ time-aggregation on 

observed variables, but they do so to reduce -not avoid- temporal correlations between model 

variables. Furthermore, the meta model approach in (Osorio, 2019b), the computational graph 

approach in (Ma et al., 2020; Wu et al., 2018) and various SPSA-based approaches (e.g: 

Qurashi et al., 2020) show promising results in handling and reducing temporal correlations 

that exist in DCSTA models.18 The approach proposed in this paper is different because it is 

only applicable to SCCTA (and SCRTA) models, which means that it solves a less complex 

problem which should make it more efficient compared to the more generic approaches 

developed for DCSTA models.  

The remainder of this paper is organized as follows. Section 6.2 defines the matrix estimation 

problem for SCCTA models, the SCCTA model itself, solution methods to similar problems 

currently used in practice and the proposed solution method. Section 6.3 elaborates on the 

proposed solution method that uses a combination of analytical and approximated relationships 

in the lower level as well as the mathematical properties of its solution(s). In section 6.4 the 

added value of the proposed solution method is demonstrated using several test case 

applications on the small Sioux Falls model, whereas section 6.5 presents application of the 

proposed solution method on a large scale strategic transport model, demonstrating its 

performance and scalability. We end with discussion and conclusions in section 6.6. 

 
17 Note that in reality (and therefore also in time-aggregated observed variables), temporal correlations 

do occur, and -just like with any other static traffic assignment model- this knowledge must be taken 

into account when assessing the SCCTA models outcomes. 
18  Note that (Osorio, 2019) reports that her meta model approach should be transferable to any traffic 

assignment model, thereby making it applicable to the strategic context, but to the best of the authors 

knowledge, this has not been tested yet (Wu et al., 2018). 
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6.2 The Matrix estimation problem for SCCTA models 

In this section, the travel demand matrix estimation problem is defined for road traffic using 

input data consisting of a prior demand matrix, observed link flows and route queuing delays. 

Note that to the best of our knowledge, the inclusion of route queuing delays in the context of 

static traffic assignment models is novel, and it is only possible because strict capacity 

constraints are included. In subsection 6.2.3.3 we shall present another novelty in the context 

of static traffic assignment models which is to include observed congestion patterns in the 

optimization problem.  

6.2.1 Problem formulation 

Consider a general network 𝐺 = (𝑁, 𝐿) where 𝑁 denotes the set of nodes 𝑛 and 𝐿 denotes the 

set of directed links 𝑙. Let 𝑅 ⊂ 𝑁 and 𝑆 ⊂ 𝑁 be the set of origins 𝑟 and destinations 𝑠 
respectively and 𝑅𝑆 = 𝑅 × 𝑆 the set of all OD-pairs 𝑟𝑠. Furthermore, let �̃� ⊂ 𝐿 be the set of 

links for which flow has been observed (‘observed links’). Then, the bi-level matrix estimation 

problem using a prior OD matrix, observed link flows and observed route queuing delays is 

defined as: 

𝐃∗ = argmin
𝐃

(𝐹) = argmin
𝐃

[𝑓1(𝐃,𝐃0) + 𝑓2(𝐲(𝐃), �̃�) + 𝑓3(𝛕(𝐃), �̃�)] 

s.t. 𝐲(𝐃), 𝛕(𝐃) = 𝑎𝑠𝑠𝑖𝑔𝑛(𝐃), 

𝐃 ≥ 𝟎, 

(6.1) 

where 𝐹 denotes the upper level objective function to be minimized, 𝐃∗, 𝐃 and 𝐃0 denote 

vectors containing posterior, current and prior (or observed) OD demand respectively for all 

OD pairs in 𝑅𝑆, 𝐲(𝐃) and �̃� denote vectors of current and observed link flows in �̃�, 𝝉(𝐃) and 

�̃� denote vectors of current and observed route queuing delays (for the set �̃� of routes for which 

travel time has been observed), while 𝑓1, 𝑓2 and 𝑓3 denote distance functions measuring the 

differences between observed (or prior) and current OD demand, link flows and route queuing 

delays respectively. In the lower level, the function 𝑎𝑠𝑠𝑖𝑔𝑛 represents the traffic assignment 

model used (i.e. here the SCCTA model described in subsection 6.2.2). 

Note that �̃�, 𝐃0 and �̃� contain aggregate variables observed over some period(s) of time. 

Therefore, the observed values in these vectors are in fact instances of some probability 

distribution. Although, when known, these distributions can be considered when solving the 

upper level, this is not subject of this paper. In the remainder we therefore choose the least 

squared error as distance function for all three components since it does not require any 

additional data on the distribution of the observed flow values, prior matrix or route queuing 

delays. Furthermore, we introduce parameters that allows for weighing and normalization of 

the three components in the objective function. Using least squared errors and weighting 

parameters 𝑤1,𝑤2 and 𝑤3, the objective function now reads: 

𝐹 = 𝑤1 ∑(𝐃 − 𝐃𝟎)
2 + 𝑤2 ∑(𝐲(𝐃) − �̃�)

2 + 𝑤3∑(𝛕(𝐃) − �̃�)
2  (6.2) 

6.2.1.1 Decomposition of observed link flows 

As described in Chapter 5, active bottlenecks in a network influence flow values both upstream 

(queues will form) and downstream (flow is metered). This means that an observed link flow 

value represents either 1) the unaffected travel demand for that link, 2) a proportion of the 

capacity of (a set of) upstream link(s), 3) the capacity of the normative (in terms of capacity 

deficit) downstream link or 4) a combination of these quantities.  
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Only flows measured under conditions (1) or (4) contain information about the absolute level 

of traffic demand, whereas flows measured under conditions (2) or (3) only contain information 

about network capacities and bottleneck locations (hence a lower bound on the level of traffic 

demand). 

Because strict capacity constraints are lacking in SCRTA models, matrix estimation methods 

using these models do not take flow metering (2, 4) nor queuing effects (3) of bottlenecks into 

account. Instead, all traffic is (implicitly) considered to be unaffected (1), thereby forcing 

incorrect assumptions upon the estimation (Brederode and Verlinden, 2019). Formulated 

differently: SCRTA models and their matrix estimation methods assume that travel demand on 

route level equals route flow by definition, whereas in SCCTA models, route flow is lower 

than route demand on links downstream from the first bottleneck on the route. This advocates 

for the use of an SCCTA model and a different matrix estimation method, such that the 

conditions under which link flows are observed are considered during the estimation. 

6.2.1.2 Solution methods: current practice 

In SCRTA model context, bi-level problem (1) is typically solved by iteratively assigning the 

OD matrix from the upper level into the lower level to determine the relationships between link 

flows and OD-demands (assignment matrix 𝐀(𝐃) of size |�̃�| x |𝑅𝑆|) and the relationships 

between route queuing delays and OD-demands and then use these relationships to solve the 

upper level. In the SCRTA model context the relationships are considered constant while 

solving the upper level yielding the following response function for link flows: 

 𝐲(𝐃) = 𝐀(𝐃k−1)𝐃  (6.3) 

where 𝐃k−1 represents the OD demand from the previous upper level solution.  

For SCRTA models, numerous solution algorithms using constant response functions have 

been proposed and successfully applied as summarized by e.g. (Abrahamsson, 1998). For 

SCCTA models, to the best of our knowledge, only the following three solution approaches 

described in Chapter 5 have been proposed and/or applied. Below, these approaches are 

summarized, an extensive description of the practical implications for all three methods can be 

found in (Brederode et al., 2017; Brederode and Verlinden, 2019).  

The longest and most widely used approach to estimate demand for SCCTA models is to 

estimate unconstrained link demand values from observed link flow values and apply a 

traditional SCRTA-based solution algorithm assuming equation (3) in the upper level. By using 

(estimated) link demands instead of directly observed link flows as input, this approach 

constructs a synthetic matrix estimation problem in which all observations adhere to condition 

1 from subsection 6.2.1.1, allowing usage of an SCRTA model. However, this approach does 

not use any information about local network conditions on observed links as the SCRTA model 

cannot provide it. Instead, this approach relies on the unconstrained link demand values that 

are derived using heuristics based on generic model-wide temporal demand distributions. This 

means that using this approach will yield an OD matrix that fits to the estimated link demand 

values, but it does not guarantee that the final assignment of this OD matrix using the SCCTA 

model will yield link flows that fit to the observed link flows. Because of this, these methods 

exhibit poor tractability and robustness.  

The second approach is to use the SCCTA model to determine the assignment matrix and then 

apply matrix estimation only on unmetered demand, while assuming equation (6.3) in the upper 

level. This is the first solution approach that does not require usage of estimated link demands. 

This approach was tested on the Dutch regional strategic transport model of the Randstad 

Agglomeration (Brederode et al., 2017) and is implemented in the 2018 version of the strategic 

transport models of the Dutch province of Noord Brabant.  
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The last solution approach described in Chapter 5 refers to an early version of the solution 

method that is described in this paper. To the best of our knowledge this is the only estimation 

method for SCCTA models that can include observed queuing delays and/or congestion 

patterns in the estimation. Note that all but the proposed solution approaches for SCCTA 

models assume equation (6.3) in the upper level. By doing so, these methods all treat the matrix 

estimation problem as if it were a Cournot-Nash game by omitting any sensitivities in the 

response function, whereas (Frederix et al., 2013; Maher et al., 2001; Yang, 1995) point out 

that it intrinsically is a Stackelberg game. Although incorrect in theory, given the widespread 

usage with SCRTA models, this appears to not be a problem in practice in this context.  

However, strict capacity constraints cause the true response function to be more sensitive and 

less separable, which means that to solve it, 𝐀(𝐃) should no longer be considered constant 

while solving the upper level. Instead, the sensitivity of link flows (and the sensitivity of route 

queuing delays) for changes in OD-demand need to be included in the response functions. 

This was recognized in the DCSTA model context for which most approaches in literature use 

either direct finite differences (e.g: Djukic et al., 2017; Frederix et al., 2013; Shafiei et al., 

2017; Toledo and Kolechkina, 2013) or some form of the Simultaneous Perturbation Stochastic 

Approximation (SPSA) method (e.g: Antoniou et al., 2015; Cantelmo et al., 2017; Cipriani et 

al., 2013; Tympakianaki et al., 2015) to approximate the sensitivity of link flows to changes in 

OD-demand 𝛛𝐲(𝐃)/𝛛𝐃  and use it in a first order Taylor expansion around the current solution 

yielding the following response function for link flows:  

𝐲(𝐃) = 𝐲(𝐃k−1) +
𝛛𝐲(𝐃)

𝛛𝐃
|
𝐃k−1

(D − 𝐃k−1).  (6.4) 

In these studies, minimization of the upper level objective function in DCSTA context is done 

using a solver that can handle the quadratic objective function specified by (6.2) and (6.4) in 

combination with the linear constraints on link flows (6.4) and the bound constraints enforcing 

non-negativity in (6.2). Both the direct finite difference and SPSA approaches require 

additional assignment model runs in the lower level to determine the sensitivity of the link 

flows and therefore exhibit large calculation times and thus poor scalability. Also, SPSA-based 

approaches entail tedious tuning of application specific algorithmic parameters (e.g.: Cipriani 

et al., 2011). 

6.2.2 SCCTA model formulation 

This section describes the mathematical relationships within an SCCTA model, as these will 

be used by the solution method that will be proposed in subsection 6.2.3. An SCCTA model 

consists of two submodels: a network loading submodel and a route choice submodel (Figure 

6.1). The network loading submodel uses route demand 𝐐 from the route choice submodel to 

calculate route travel times which are used by the route choice submodel to calculate route 

choice probabilities 𝛙 to distribute OD demand over routes.  
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Figure 6.1: framework for SCCTA models 

The network loading submodel uses this route demand to compute the resulting link flows and 

speeds and thereby (route) travel times. The most important components within the network 

loading submodel are the node model component  that calculates flow acceptance factors 𝛂 on 

links entering nodes with active capacity constraints, and the link model component that applies 

these factors to the route demands yielding turn demands 𝐓, which by aggregation yield link 

flows 𝐲. Note that, as mentioned in section 1, some SCCTA models do not have a node model, 

but use link exit capacities instead. Further note that besides link flows (subsection 6.2.3.1) the 

acceptance factors 𝛂 also define the queuing delays (subsection 6.2.3.2) and the congestion 

patterns (subsection 6.2.3.3) used in the demand estimation.  

The mathematical definition of the route choice submodel depends on the chosen traffic 

assignment problem formulation. In this paper the stochastic user equilibrium (SUE, Fisk, 

1980) is chosen, which leads to the route choice submodel described in subsection 6.2.2.4. 

Other (non-equilibrium and/or deterministic) assignment problem formulations may also be 

used with the SCCTA network loading submodel but are not described here, because fixed 

route choice probabilities are assumed in the upper level (i.e.: route fractions are assumed to 

be locally constant), and, similar to approaches used for SCRTA models, it is assumed that 

iterations between lower and upper level will solve the consistency problem between route 

choice probabilities and OD demands. The remainder of this subsection describes each of the 

components from the SCCTA model framework in more detail.  

6.2.2.1 Link model component 

The link model component determines link flows taking into account reductions due to active 

bottlenecks in the form of flow acceptance factors per link 𝛼𝑙  ∀ 𝑙 ∈ 𝐿, calculated by the node 

model component (subsection 6.2.2.2). These flow acceptance factors are aggregated to the 

route-link level using: 

�̂�𝑙𝑝 = ∏ 𝛼𝑖𝑗′

𝑖𝑗′∈𝐼𝐽𝑝,𝑖𝑙

 . 
(6.5) 

where �̂�𝑙𝑝 denotes the acceptance factor due to upstream bottlenecks at link 𝑙 on route 𝑝 and 

𝐼𝐽𝑝,𝑖𝑙 represents the set of turns on route 𝑝 up to (and including) the turn from link 𝑖 to link 𝑙. 

Note that the matrix �̂� containing acceptance factors for all route-link combinations is actually 

the route-level equivalent of assignment matrix 𝐀 introduced in subsection 6.2.1.2. Further note 

that we define �̂�𝑙𝑝 = 0 for all 𝑙 not used by 𝑝, such that it also doubles as a route-link incidence 

indicator.  
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Given route demand 𝑄𝑝 from the route choice submodel (6.2.2.4), route specific link inflows 

are calculated using: 

𝑦𝑙𝑝 = 𝑄𝑝�̂�𝑙𝑝    ∀𝑙 ∈ 𝐿, ∀𝑝 ∈ 𝑃𝑟𝑠, ∀𝑟𝑠 ∈ 𝑅𝑆. (6.6) 

The route specific link inflows are used to determine turn demands 𝑇𝑖𝑗 from inlink 𝑖 to outlink 

𝑗 used as input for the node model component by: 

𝑇𝑖𝑗 =∑ ∑ 𝜎𝑗𝑝𝑦𝑖𝑝
𝒑∈𝑷𝒓𝒔𝑹𝑺

    ∀𝑖 ∈ 𝐼𝑛, ∀𝑗 ∈ 𝐽𝑛, ∀𝑛 ∈ 𝑁, (6.7) 

where 𝜎𝑗𝑝 ∈ {0,1} indicates if route 𝑝 uses link 𝑗. 

6.2.2.2 Node model component 

The node model component in SCCTA models determines which nodes in the network form 

an active bottleneck. Bottlenecks are activated on nodes where the demand for one or more of 

the ‘outlinks’ or turning movements (‘turns’) exceeds the capacity of the respective outlink(s) 

or turn(s) (Figure 6.2). On nodes that represent an active bottleneck, the node model component 

also determines how the available supply on its outgoing links and turns is distributed over the 

competing ingoing links (‘inlinks’). 

 
Figure 6.2: inlinks, outlinks and turns associated with a node 

Any first order node model can be used, as long as it complies to a set of seven requirements19 

for first order macroscopic node models described in (Tampère et al., 2011). One of these 

requirements is that the node model should comply with local supply constraints, which is the 

very reason that SCCTA models obey strict link capacity constraints. Below, a coarse outline 

of the workings of such node models is sketched; we refer to (Bliemer et al., 2014; Flötteröd 

and Rohde, 2011; Smits et al., 2015; Tampère et al., 2011) for a more thorough description and 

solution algorithms for specific node models.  

Consider a node 𝑛 connected to a set of inlinks 𝐼𝑛 and a set of outlinks 𝐽𝑛 forming the set of 

turn movements using the node 𝐼𝐽𝑛 = 𝐼𝑛x 𝐽𝑛. Furthermore, define the set of outlinks directly 

related to inlink 𝑖 as 𝐽𝑖 = {𝑗|𝑇𝑖𝑗 > 0} and the set of inlinks directly related to outlink 𝑗 as 𝐼𝑗 =

{𝑖|𝑇𝑖𝑗 > 0}. For all 𝑛 ∈ 𝑁 a node model Γ𝑛(⋅) is defined that calculates the vector of turn 

acceptance factors 𝛂n reducing turn flows traversing 𝑛 as a function of the vector of travel 

demand for each turning movement on the node (𝐓𝑛), the vector of link capacities of inlinks 

(𝐂𝑛) and the vector of supply constraints on the outlinks of the node (𝐑𝑛) defined by either the 

capacity, or (in case of spillback) the outflow of the outlink.  

 

 

 

 

 
19 These are: 1) general applicability (not just merges and diverges), 2) no holding back of flows, 3) 

non-negativity, 4) conservation of vehicles, 5) satisfying demand and supply constraints, 6) obeying the 

conservation of turning fractions, 7) satisfaction of the invariance principle) 
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This yields: 

𝛂𝑛 = Γ𝑛(𝐓𝑛, 𝐂𝑛, 𝐑𝑛) 
where: 𝛂𝑛 = {αij ∀ 𝑖𝑗 ∈ 𝐼𝐽𝑛}, 

               𝐓𝑛 = {𝑇𝑖𝑗 ∀ 𝑖𝑗 ∈ 𝐼𝐽𝑛}, 

                 𝐂𝑛 = {𝐶𝑖 ∀ 𝑖 ∈ 𝐼𝑛} and 

          𝐑𝑛 = {𝑅𝑗  ∀𝑗 ∈ 𝐽𝑛}. 

(6.8) 

Note that one of the requirements from (Tampère et al., 2011) is the first-in-first-out (FiFo) 

assumption. It means that traffic flows out of an inlink and into different outlinks in the same 

order they reached the end of the inlink. In the context of an static traffic assignment model 

without time-varying traffic flows, this assumption causes the flow acceptance factors for all 

turns on an inlink of a node to be  equal by definition, thereby also defining the relation between 

turn based and link based flow acceptance factors as 𝛼𝑙 = 𝛼𝑖𝑗  ⇔  𝑖 = 𝑙. Further note that since 

we are using an SCCTA model (hence: without storage constraints), spillback cannot occur, 

and 𝑅𝑗 = 𝐶𝑗, whereas in models with storage constraints, due to spillback, 𝑅𝑗 can also be equal 

to the outflow of link 𝑗. 

6.2.2.3 Fixed point problem and travel time calculation 

As Figure 6.1 and subsections 6.2.2.1 and 6.2.2.2 suggest, turn demands and flow acceptance 

factors are mutually dependent, and iterations between the node (equation (6.8)) and link model 

(equations (6.6) and (6.7)) are required to reach a fixed point. This fixed point problem was 

identified by (Bliemer et al., 2014), who have proven that its solution is unique under very mild 

conditions, whereas (Raadsen and Bliemer, 2019a) provide a more general and capable solution 

scheme for the problem.  

Once the fixed point is reached, route travel times are calculated using: 

𝑐𝑝 = ∑
𝐿𝑙
�̇�𝑙

𝑙∈𝐿𝑝

+ 𝜏𝑝,  (6.9) 

where 𝐿𝑙 and �̇�𝑙 are the length and maximum speed on link 𝑙 respectively and 𝜏𝑝 represents the 

route queuing delay. The route queueing delays are a function of all turn based flow acceptance 

factors on the route as derived in (Bliemer et al., 2014):  

𝜏𝑝 =
𝑇

2
(
1

�̂�𝑝
− 1), (6.10) 

where 𝑇 represents the study period duration considered by the assignment model. Note that 

�̂�𝑝 represents the same variable as in equation (6.5), but subscript 𝑙 was removed because in 

this context it is the last link of the route 𝑝 by definition. Further note that, without loss of 

generality, delay occurring on links in free flow conditions could be added to the first term by 

using the speed specified by the fundamental diagram in the free flow branch instead of the 

maximum speed on the link.  

6.2.2.4 Route choice submodel for SUE 

Within the route choice submodel, the route choice model uses the route travel times from the 

network loading submodel to compute route fractions for all route alternatives between an OD 

pair. The SUE assignment model assumes random utility maximization with perception errors, 

hence a multinomial logit (MNL) model to calculate route choice probabilities: 
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𝜓𝑟𝑠,𝑝  = exp(−𝜇𝑟𝑠𝑐𝑝) / ∑ exp (−𝜇𝑟𝑠𝑐𝑝′)

𝑝′∈𝑃𝑟𝑠

 (6.11) 

where 𝜓𝑟𝑠,𝑝 denotes the probability of choosing route 𝑝 for demand on OD pair 𝑟𝑠 and 𝜇𝑟𝑠 is 

a scale parameter describing the degree of travelers’ perception errors on route travel times 

(where perfect knowledge is assumed when 𝜇𝑟𝑠 approaches infinity). Note that 𝜇𝑟𝑠 is 

determined using a global scale parameter 𝜇 (which can be estimated using the variance in 

observed data on route choices), normalized over ODpairs by 𝜇𝑟𝑠 = 𝜇 / min
𝑝∈𝑃𝑟𝑠

∑
𝐿𝑙

�̇�𝑙
𝑙∈𝐿𝑝 . This 

normalization ensures that the relative effect of perception errors is the same on all OD pairs 

(regardless of their average route travel time). Furthermore, the SUE is approximated using 

route choice iterations between the network loading and route choice submodels. In each route 

choice iteration, new route demands are calculated using:  

𝑄𝑝 = 𝜓𝑟𝑠,𝑝𝐷𝑟𝑠 (6.12) 

where 𝑄𝑝 denotes the demand on route 𝑝. Note that in practical applications, convergence to 

SUE conditions is enforced and sped up by averaging the route choice probabilities between 

the route choice iterations using a smart averaging scheme (in this case the self regulating 

average (Liu et al., 2009) is used). The way this is done in the test case applications will be 

described in section 6.4. Further note that, without loss of generality, other discrete route choice 

models may be used (e.g. path size logit (Ben-Akiva and Bierlaire, 1999), C-logit (Cascetta et 

al., 1996) or paired combinatorial logit (Chu, 1989)), but this is outside the scope of this paper.  

6.2.3 Proposed solution method 

The proposed solution method solves bi-level problem (6.1) using first order Taylor 

approximated response functions to replace the SCCTA model to solve a series of simplified 

optimization problems. The simplified optimization problem (subsection 6.2.3.5) includes the 

sensitivity of link flows (subsection 6.2.3.1) and route queuing delays (subsection 6.2.3.2) for 

changes in OD-demand, but, contrary to the methods from current practice, avoids performing 

costly additional assignment model runs in the lower level to determine these sensitivities. 

Because the sensitivities used are point approximations, link state constraints are added to 

prevent their use outside their valid range. These constraints are also used to include observed 

congestion patterns in the matrix estimation problem (subsection 6.2.3.3).   

6.2.3.1 Response function for observed link flows 

To determine the response function for link flows we express link flow as a function of OD 

demand by substitution of (6.12) into (6.6) and summing over OD pairs:  

𝑦𝑙(𝐃) = ∑ ∑ �̂�𝑙𝑝(𝐃)𝜓𝑟𝑠,𝑝𝐷𝑟𝑠
𝑝∈𝑃𝑟𝑠𝒓𝒔∈𝑹𝑺

 (6.13) 

Following (Frederix et al., 2013), we use the first order Taylor approximation around the 

current solution 𝐃𝑘−1 as the response function for link flows yielding: 
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𝑦𝑙(𝐃) = ∑ ∑ �̂�𝑙𝑝(𝐃𝑘−1)𝜓𝑟𝑠,𝑝𝐷𝑟𝑠
𝑝∈𝑃𝑟𝑠

+ ∑
𝜕𝑦𝑙(𝐃𝑘−1)

𝜕𝐷𝑟𝑠
(𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠 )

𝒓𝒔∈𝑹𝑺𝒓𝒔∈𝑹𝑺

 

= ∑ ∑ �̂�𝑙𝑝(𝐃𝑘−1)𝜓𝑟𝑠,𝑝𝐷𝑟𝑠
𝑝∈𝑃𝑟𝑠𝒓𝒔∈𝑹𝑺

+ ∑
𝜕∑ ∑ �̂�𝑙𝑝(𝐃)𝜓𝑟𝑠,𝑝𝐷𝑟𝑠𝑝∈𝑃𝑟𝑠𝒓𝒔∈𝑹𝑺

𝜕𝐷𝑟𝑠
(𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠)

𝒓𝒔∈𝑹𝑺

 

= ∑ ∑ �̂�𝑙𝑝(𝐃𝑘−1)𝜓𝑟𝑠,𝑝𝐷𝑟𝑠
𝑝∈𝑃𝑟𝑠𝒓𝒔∈𝑹𝑺

+ ∑ (𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠 ) [ ∑ ∑ 𝜓𝑟𝑠′,𝑝′
𝜕�̂�𝑙𝑝′(𝐃)

𝜕𝐷𝑟𝑠
|
𝐃𝑘−1𝑝′∈𝑃𝑟𝑠𝒓𝒔′∈𝑹𝑺

𝐷𝑘−1,𝑟𝑠′]

𝒓𝒔∈𝑹𝑺

 

(6.14) 

Or, in vector-matrix form: 

𝐲(𝐃) = �̂�𝛙𝐃𝑘−1 +
𝜕�̂�

𝜕𝐃
𝛙𝐃𝑘−1(𝐃 − 𝐃𝑘−1) (6.15) 

where 𝐲(𝐃) is the vector of link flows of size �̃� x 1, �̂� is the assignment matrix on route level 

(size �̃� x 𝑃 ) determined by assigning 𝐃𝑘−1, 𝛙 is a matrix of route choice probabilities of size 

𝑃 x 𝑅𝑆 and 𝜕�̂� 𝜕𝐃⁄  is the sensitivity of the assignment matrix on route level (size �̃� x 𝑅𝑆 x 𝑃). 

6.2.3.2 Response function for observed queuing delays.  

We propose to add observed travel times on observed routes 𝑝 ∈ �̃� to the optimization problem. 

As reflected in equation (9), the average travel time on a route consists of the free-flow travel 

time and the queueing delay. Being a constant, the free-flow component per route, optionally 

including any delay occurring on links in free flow conditions (subsection 6.2.2.3), can be 

deducted from the observed route travel times to derive an approximated observed route 

queuing delay 𝜏�̃�.  

Through equation (6.8) 𝜏�̃� is a function of 𝐓𝑛, which means that, through equations (6.6) and 

(6.7), is it also a function of 𝐃. This means that a response function for observed queuing delays 

can be included into the optimization problem. Analogue to the approach taken for link flows, 

the first order Taylor approximation is derived for route queuing delays as: 

𝜏�̃�(𝐃) =
𝑇

2
(

1

�̂��̃�(𝐃𝑘−1)
− 1) + ∑

𝜕𝜏�̃�(𝐃)

𝜕𝐷𝑟𝑠
(𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠)

𝑟𝑠∈𝑅𝑆

 

=
𝑇

2
(

1

�̂��̃�(𝐃𝑘−1)
− 1) −

𝑇

2
∑

𝜕�̂��̃�(𝐃) 𝜕𝐷𝑟𝑠⁄ |
𝐃𝑘−1 

�̂��̃�(𝐃𝑘−1)2
(𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠),

𝑟𝑠∈𝑅𝑆

 

(6.16) 

or, in vector-matrix form:  

𝛕(𝐃) =
𝑇

2
(

1

�̃�(𝐃𝑘−1)
− 1) −

𝑇

2
(𝐃 − 𝐃𝑘−1)

𝑇 (
𝜕�̃�(𝐃)

𝜕𝐃
⋅

1

�̃�𝟐(𝐃𝑘−1)
) (6.17) 

where 𝛕(𝐃) and �̃� are vectors of size (1 x �̃�) containing route queuing delays and flow 

acceptance factors on route level respectively, and 𝜕�̃�(𝐃) 𝜕𝐃⁄   is a matrix of size (𝑅𝑆 x �̃�) 
containing the sensitivity of the acceptance factors on route level. Note that 𝑝 may be any non-
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cyclical combination of adjacent directed links in the network. Further note that because only 

the travel time of the whole route 𝑝 is relevant, �̃� only contains flow acceptance factors for the 

last link for each 𝑝 ∈ �̃� (removing the 𝑙 subscript on the �̂��̃� variable), whereas �̂� contains flow 

acceptance factors for each link 𝑙 within each route 𝑝 ∈ 𝐏. Therefore, �̃� ⊆ �̂� and 𝜕�̃�(𝐃) 𝜕𝐃⁄ ⊆
𝜕�̂�(𝐃) 𝜕𝐃⁄ , which means that calculation of the response function for queueing delay does not 

require any derivation of additional acceptance factors or sensitivities. 

6.2.3.3 Link state constraints for observed congestion patterns 

To include observed congestion patterns, link state constraints are used. Link state constraints 

enforce and preserve all links in a state known to coincide with an observed congestion patterns 

and are defined as: 

𝜒𝑗 (∑𝑇𝑖𝑗(𝐃)

𝑖∈𝐼𝑗

− 𝛿𝑗𝑅𝑗) ≤ 0 ∀ 𝑗 ∈ 𝐿, 
(6.18) 

 

where 𝜒𝑗 indicates the state of link 𝑗, which is either constraining (𝜒𝑗 =-1) or not constraining 

(𝜒𝑗 =1) and 𝛿𝑗 represents the minimum size of the deficit (when 𝜒𝑗 =-1) or surplus (when 𝜒𝑗 

=1) of supply at link 𝑗 expressed as the ratio between demand for link 𝑗 and its supply 𝑅𝑗. The 

response function for turn demands is derived by including (out)link-route incidence indicator 

𝜎𝑗𝑝 in both terms of (6.14) yielding: 

𝑇𝑖𝑗(𝐃) =∑ ∑ 𝜎𝑗𝑝 �̂�𝑖𝑝(𝐃𝑘−1)𝜓𝑟𝑠,𝑝𝐷𝑘−1,𝑟𝑠
𝒑∈𝑷𝒓𝒔𝑹𝑺

+ 

                 ∑ (𝐷𝑟𝑠 − 𝐷𝑘−1,𝑟𝑠 )

𝒓𝒔∈𝑹𝑺

[ ∑ ∑ 𝜓𝑟𝑠′,𝑝′𝜎𝑗𝑝
𝜕�̂�𝑖𝑝′(𝐃)

𝜕𝐷𝑟𝑠
|
𝐃𝑘−1𝑝′∈𝑃𝑟𝑠𝒓𝒔′∈𝑹𝑺

𝐷𝑘−1,𝑟𝑠′] 

                  ∀𝑖 ∈ 𝐼𝑛, ∀𝑗 ∈ 𝐽𝑛, ∀𝑛 ∈ 𝑁, 

(6.19) 

Contrary to observed link flows and route queuing delays, congestion patterns are not included 

as an objective function component but as linear constraints to the optimization problem. The 

reason for this is that the strict capacity constraints in the node model cause discontinuities in 

𝛂𝑛(𝐓𝑛) whenever a change in 𝐓𝑛 causes an outlink from node 𝑛 to switch from unconstrained 

to supply constrained or vice versa. This is illustrated in Appendix B using a numerical 

example. When such a link state switch would occur during matrix estimation, an update of 

�̂�𝑙𝑝 for all routes using this bottleneck would be necessary, as all downstream count locations 

change from sensitive to insensitive or vice versa. Furthermore, all (gradient approximation) 

calculations done so far with respect to these routes would become useless, since they are no 

longer valid after the state-change of the (potential) bottleneck. Simply updating �̂�𝑙𝑝 for all 𝑝 

using 𝑙 after a link state switch would practically mean starting over the matrix estimation 

process with an altered prior matrix, causing unnecessary bias from the original prior matrix, 

wasted calculation time and probably non-convergence of the bi-level optimization problem.  

The issue described above is present in all matrix estimation methods using an assignment 

model with strict capacity constraints. It has been described before in the context of matrix 

estimation using DTA models by (Frederix, 2012) who referred to it as “Non-convexity [of the 

upper level objective function] due to congestion dynamics”. Frederix suggests that any 

transitions between traffic regimes during matrix estimation should be avoided, meaning that 

the link states for all potential bottleneck links should be consistent with the start solution (i.e.: 

the link states from the assigned prior demand matrix) and that this state should be maintained 
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during matrix estimation. These suggestions are operationalized in the proposed solution 

method by addition of link state constraints (6.18) to the simplified optimization problem.  

To specify 𝛘 = {𝜒𝑗  ∀ 𝑗 ∈ 𝐿} the link states from assignment of the prior OD matrix could be 

used when this congestion pattern sufficiently corresponds to the observed congestion pattern 

or when no observed congestion patterns are available. Alternatively, 𝛘 could be derived by 

determining the regime of all 𝑗 ∈ 𝐿 by comparing observed link speeds (from e.g. floating car 

data or loop detectors) with critical link speeds from the fundamental diagram. When the 

observed speed is lower than the critical speed, the link is in congested state, otherwise the link 

is in free flow state. Then, set 𝜒𝑗 = −1 on links that are in free flow state and have one or more 

inlinks that is in congested state and 𝜒𝑗 = 1 for all other links. In case of diverges with one or 

more congested inlinks and more than one uncongested outlinks, additional data or knowledge 

is needed to determine which of the outlink(s) is actively constraining the inlink(s). Note that 

link state information from floating car data (on observed links) and from prior demand 

assignment results (on unobserved links) may be combined, hence the proposed solution 

method does not require observed link state information for all links in the network.  

The minimum capacity surpluses (on non-constraining outlinks 𝛿𝑗 < 1 ∀ {𝑗 ∈ 𝐿 | 𝜒𝑗 = 1}) and 

deficits (on constraining outlinks 𝛿𝑗 > 1 ∀ {𝑗 ∈ 𝐿 |𝜒𝑗 = −1}), act as a buffer around the 

discontinuity in 𝛂𝑛(𝐓𝑛) and should be set to a value as close to one as possible, but sufficiently 

far away from one to prevent unintentional regime switches when running the lower level.  

Note that there are three reasons to include link state information as constraints instead of 

objective function components. Firstly, constraints guarantee that transitions between traffic 

regimes during matrix estimation can indeed not occur. Secondly, since a link state is a binary 

variable, it is more natural to include it as a constraint. Thirdly, under the hood, any analytical 

gradient based solver will use some sort of barrier function to penalize constraint violations, 

which is effectively the same as including it in the objective function, but only now the solver 

(instead of the user) determines sufficiently large weight values.  

Further note that the capacity deficits 𝛿𝑗 > 1 may also be used to include observed capacity 

deficits (but then as a lower bound) derived from the prior assignment, by setting: 

𝛿𝑗 =
∑ 𝑇𝑖𝑗(𝐃

𝟎)𝑖∈𝐼𝑗

𝑅𝑗
 ∀  {𝑗 ∈ 𝐿 | 𝜒𝑗 = −1}, 

(6.20) 

 

or alternatively by setting to values derived from observed queue lengths in front of the link 

using a simple point queue model (Brederode et al., 2017). Note that the observed queuing 

delays from routes in �̃� represent the observed size of capacity deficits on the links it traverses. 

Therefore, to prevent overspecification (and the risk of infeasibility) of the optimization 

problem this may only be done for constraining outlinks that are not traversed by routes in �̃�. 

6.2.3.4 Normalization of weights 

Introduced in subsection 6.2.1, weighing parameters 𝑤1, 𝑤2 and 𝑤3 are used to define the 

relative importance of the three objective function components 𝑓1 (prior OD demand), 𝑓2 (link 

flows) and 𝑓3 (route queuing delays). Typically, these weights are set proportional to the 

relative level of confidence associated with the three types of observed data. However, since 

these types of data have a different scale (a summation of OD demand differences versus a 

summation of link flow differences versus a summation of route queuing delay differences) 

they must be normalized to allow the weighting parameter to be given a meaningful 

interpretation expressing the relative importance on a scale of zero to one. Note that we choose 
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to separate normalization and weighting for sake of tractability; alternatively, one could 

combine the normalization and weighting into a single weight value for each component. 

To normalize different objective function components a method described in e.g. (Alpcan, 

2013) is used to determine the range between the optimal (so called Utopia) and pseudo-worst 

(so called Nadir) points in objective space for each component of the objective function. Using 

these points, the scale of each component relative to the other can be calculated and used for 

normalization within the objective function. 

In our case, the value of the Utopia points 𝑓1,𝑈, 𝑓2,𝑈 and 𝑓3,𝑈 are all zero, occurring when 𝐃 =
𝐃0, 𝐲(𝐃) = �̃� and 𝛕(𝐃) = �̃� respectively. Nadir point 𝑓1,𝑁 is defined as the summation of 

quadratic differences between either the prior demand and zero or the prior demand and its 

upper bound. Nadir point 𝑓2,𝑁 is defined as the summation of quadratic differences between 

either the observed link flow and zero or the observed link flow and the links capacity. Nadir 

point 𝑓3,𝑁 is approximated by the summation of quadratic differences between either the 

observed route queuing delays and zero or the observed route queuing delays and route queuing 

delays from an assignment of the upper bound on OD demand. For all three Nadir points, for 

each element, the largest quadratic difference is chosen. Equations (6.21) summarize the Nadir 

point definitions described above.  

𝑓1
𝑁 = ∑ max [𝐷𝑟𝑠,0

2  , (�̅�𝑟𝑠 − 𝐷𝑟𝑠,0)
2
]

𝑟𝑠∈𝑅𝑆

 

𝑓2
𝑁 =∑max[�̃�𝑙

2, (𝐶𝑙 − �̃�𝑙)
2]

𝑙∈�̃�

 

𝑓3
𝑁 =∑max [�̃�𝑝

2, (�̃�𝑝 − 𝜏𝑝(�̅�))
2

]

𝑝∈�̃�

 

(6.21) 

After (arbitrary) normalization of 𝑓2 and 𝑓3 to 𝑓1 the objective function in (6.1) reads: 

𝐃∗ = argmin
𝐃

 

(𝑤1 ∑(𝐃 − 𝐃𝟎)
2 +

𝑤2𝑓2,𝑁
𝑓1,𝑁

∑(𝐲(𝐃) − �̃�)2 + 𝑤3𝑓3,𝑁/𝑓1,𝑁∑(𝛕(𝐃) − �̃�)
2) 

(6.22) 

6.2.3.5 Simplified optimization problem 

We aim to solve the bi-level problem defined in equation (6.1) by use of objective function 

(6.22) and  the response functions for observed link flows and observed route queuing delays 

defined in equations (6.15) and (6.17) respectively. To avoid transitions between traffic 

regimes during estimation link state constraints are added in the form of inequality (6.18) on 

top of the non-negativity constraints. Furthermore, upper bounds on the OD demands �̅� are 

added which can be used to reduce the number of potential constraining links from 𝐿 to 𝐽�̅� , 

thereby decreasing the calculation time of the solution method. Upper bounds �̅� are typically 

related to 𝐃𝟎 reflecting a maximum (absolute or relative) allowed increase per cell. This yields 

the simplified optimization problem (6.23) displayed below.  

Optimization problem (6.23) is a simplified version of the true optimization problem (6.1), 

because the link flows and link demands are approximated instead of determined by the 

assignment model, because the link state constraints restrict the solution space in order to be 

able to safely use the approximated variables, and because the vector of route fractions 𝛙 is 

assumed constant. The simplified optimization problem has a quadratic objective function, 

linear inequality constraints and is typically very large (given the number of elements in 𝐃 in 

real world transport models).  
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𝐃∗ = argmin
𝐃

(𝑤1 ∑(𝐃 − 𝐃𝟎)
2 + 𝑤2𝑓2,𝑁/𝑓1,𝑁 ∑(𝐲(𝐃) − �̃�)

2

+ 𝑤3𝑓3,𝑁/𝑓1,𝑁∑(𝛕(𝐃) − �̃�)
2) 

Subject to:  𝐲(𝐃) = �̂�𝛙𝐃𝑘−1 +
𝜕�̂�

𝜕𝐃
𝛙𝐃𝑘−1(𝐃 − 𝐃𝑘−1) 

𝛕(𝐃) =
𝑇

2
(

1

�̃�(𝐃𝑘−1)
− 1) −

𝑇

2
(𝐃 − 𝐃𝑘−1)

𝑇 (
𝜕�̃�(𝐃)

𝜕𝐃
⋅

1

�̃�𝟐(𝐃𝑘−1)
) 

𝟎 ≤ 𝐃 ≤ �̅� 

𝜒𝑗 (∑𝑇𝑖𝑗(𝐃)

𝑖∈𝐼𝑗

− 𝛿𝑗𝑅𝑗) ≤ 0 ∀ 𝑗 ∈ 𝐽�̅� 

(6.23) 

6.3 Solution algorithm 

This section describes the proposed solution algorithm. Subsection 6.3.1 provides an overview, 

whereas subsections 6.3.2 and 6.3.3 describe the algorithm details and some of its mathematical 

properties respectively. 

6.3.1 Overview 

The proposed solution algorithm is summarized in Figure 6.3: Overview of proposed solution 

approach. Each iteration consists of six steps to solve (an updated version of) the simplified 

optimization problem. Within an iteration, only a single SCCTA model assignment is run to 

determine the assignment matrix (subsection 6.3.2.1). Then, only for turns traversing an active 

bottleneck node, the local sensitivity of its bottleneck flow acceptance factor to local turn 

demand is approximated using finite differences, requiring one additional run of only the node 

model component (subsection 6.3.2.2). The resulting local sensitivities are used to construct 

the approximated sensitivity of the assignment matrix, as described in subsection 6.3.2.3. 

Furthermore, the approximated sensitivity of the assignment matrix is used to approximate 

gradients of the link flow and route section delay components within the objective function 

(subsection 6.3.2.4) and its linear constraints (6.3.2.5), which are used to efficiently solve the 

simplified optimization problem (subsection 6.3.2.6). Using locally approximated sensitivities, 

the computational cost of the proposed method is negligible compared to methods using full 

assignment runs to determine sensitivities.  

The proposed solution method is fast, scalable, robust, tractable and reliable because conditions 

under which a solution to the simplified optimization problem exists are known and because 

the problem is convex and has a smooth objective function. These favorable mathematical 

properties are discussed in subsections 6.3.3.1, 6.3.3.2 and 6.3.3.3 respectively as they played 

an important role during the development of the solution method and the implementation of 

the solution scheme.  
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Figure 6.3: Overview of proposed solution approach 

6.3.2 Solution scheme 

Using knowledge about the SCCTA model (subsection 6.2.2) and the simplified optimization 

problem (subsection 6.2.3.5), in this section the solution scheme is presented. It consists of six 

steps, each of which is executed in each iteration. The sixth step includes a stop criterion to 

determine whether the solution to the true optimization problem has been found or if an 

additional iteration is required. 

6.3.2.1 Step 1: Run SCCTA model and derivation of the assignment matrix 

As a reference, we first describe how the assignment matrix relates to assignment model results 

for SCRTA class models before we describe this relationship is the case of SCCTA models. 

Because SCRTA class models lack strict capacity constraints, all traffic arrives at its 

destination within the study period. Therefore, an element in the assignment matrix from 

SCRTA class models merely describes the proportion of demand on an OD pair that has chosen 

a route using the considered observed link and can be derived from the route choice 

probabilities calculated by the route choice submodel only using: 

𝐴𝑟𝑠,𝑙 = ∑ 𝜓𝑟𝑠,𝑝
𝑝∈𝑃𝑙

, (6.24) 

where 𝐴𝑟𝑠,𝑙 denotes the entry in the assignment matrix for observed link 𝑙 and OD pair 𝑟𝑠 and 

𝑃𝑙 denotes the set of routes using link 𝑙.  
When using a SCCTA class model, entries in the assignment matrix are reduced by the 

proportion of OD flow being held up by capacity constraints on links upstream from the 

considered link as calculated by the network loading submodel, yielding:  

𝐴𝑟𝑠,𝑙 = ∑ 𝜓𝑟𝑠,𝑝�̂�𝑙𝑝 ,

𝑝∈𝑃𝑙

 (6.25) 
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where the route-level assignment matrix �̂�𝑙𝑝 is calculated using (6.5). Note that, because within 

each iteration constant route probabilities are assumed (subsection 6.2.2), elements in the route 

based assignment matrix (�̂�𝑙𝑝) are the driving variables in the lower level. They are used to 

approximate link flows (6.14), queuing delays (6.16) and turn demands (6.19) and to 

approximate the gradients of the objective function (subsection 6.3.2.4) and the link state 

constraints (subsection 6.3.2.5). Therefore, in the remainder of this paper we do show how 𝐴𝑟𝑠,𝑙 
and its sensitivities are derived, but in the solution algorithm, its two components 𝜓𝑟𝑠,𝑝 and �̂�𝑙𝑝 

are used separately.  

6.3.2.2 Step 2: Approximate sensitivities on turn level 

Analogue to the assignment matrix itself (subsection 6.3.2.1), the sensitivity of the assignment 

matrix (to be captured in 𝜕�̂� 𝜕𝐃⁄ ) is constructed from the sensitivities of the acceptance factors 

on turn level.  

Using the node model, a point derivative of 𝛼𝑖𝑗to any 𝑇𝑖𝑗 can be approximated using finite 

differences. Only for turns that are actively constrained by an outlink or turn (i.e. 𝛼𝑖𝑗 < 1), the 

local sensitivity of its flow acceptance factor to local turn demand needs to be approximated. 

This is being done using the (one sided) finite difference method around the solution obtained 

by the (single) full assignment run in the lower level: 

𝜕𝛂𝑛
𝜕𝑇𝑖𝑗

=
𝛂𝑛
∗ − Γ𝑛(𝐓𝑛

−, 𝐂𝑛, 𝐑𝑛)

𝜖
      ∀ {𝑖𝑗 ∈  𝐼𝐽|𝛼𝑖𝑗

∗ < 1}, (6.26) 

where 𝛂𝑛
∗  and 𝐓𝑛

∗ are the vectors of turn flow acceptance factors and turn demands from the 

solution calculated by the full assignment, 𝜖 is the step size used for the finite difference 

calculation, 𝐓𝑛
− = (𝐓𝑛

∗\{𝑇𝑖𝑗
∗ }) ∪ {𝑇𝑖𝑗

∗ − 𝜖}, the set of turn demands where the turn demand for 

the considered turn 𝑖𝑗 is lowered by 𝜖 for finite differences. This requires only one additional 

application of a node model for each actively constrained turn. These point derivatives are then 

used as an approximate of 𝜕𝛼𝑖𝑗/𝜕𝑇𝑖𝑗′ in the upper level. Note that these point derivatives 

approximate the function well if no discontinuity occurs. This is illustrated in the example from 

appendix B.   

Note that by approximating derivatives we determine the partial derivatives for all turns on the 

network, but we choose to omit approximating secondary interaction effects. This means that 

we omit the fact that when simultaneously changing multiple elements in 𝐃, the effect on the 

set of route based flow acceptance factors �̂�𝑙𝑝 and therefore the effect on the assignment matrix 

𝐀 might not be simply the sum of the effects of changing 𝐷𝑟𝑠 sequentially per OD pair. 

Furthermore, note that although the proposed method would also work for nodes on which 

constraints imposed by geometry of the node itself exist, for the sake of simplicity, in this paper 

we assume these so called internal node constraints to be non-existent.  

6.3.2.3 Step 3: Translate sensitivities to route level 

The sensitivities on turn level (subsection 6.3.2.2) and the link states constraints (subsection 

6.2.3.3) allow for calculation of the sensitivity of the assignment matrix on route level (𝜕�̂� 𝜕𝐃⁄  

in (6.23)). This is a three-dimensional matrix containing elements 𝜕�̂�𝑙𝑝/𝜕𝐷𝑟𝑠′ that describe the 

sensitivity of link 𝑙 used by route 𝑝 for changes in demand on OD-pair 𝑟𝑠′. We calculate these 

elements as follows.  

First, we determine 𝜕�̂�𝑙𝑝/𝜕𝑄𝑝′ the sensitivity of link 𝑙 on route 𝑝 for changes in demand on 

route 𝑝′, by taking the derivative of equation (6.5) to 𝐐 (using the product rule), yielding: 
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𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
= ( ∏ 𝛼𝑖𝑗′(𝐐)

𝑖𝑗′∈𝐼𝐽𝑝,𝑖𝑙

)( ∑ (
𝜕𝛼𝑖𝑗′

𝜕𝑄𝑝′
|
𝐐

/ 𝛼𝑖𝑗′(𝐐))

𝑖𝑗′∈𝐼𝐽𝑝,𝑖𝑙

) 
(6.27) 

 

To simplify equation (6.27), we first define the following variables. Let 𝑖𝑗𝑝
∗ be the first blocked 

turning movement on route 𝑝 (i.e.: 𝛼𝑖𝑗𝑝∗ < 1). Let 𝐼𝐽𝑝∗  be the set of turns on route 𝑝 located 

upstream from 𝑖𝑗𝑝
∗ and 𝐼𝐽𝑝

∗  be the set of turns on route 𝑝 downstream from turn 𝑖𝑗𝑝
∗ until and 

including turn 𝑖𝑙. Furthermore let 𝑇𝑖𝑗𝑝′′′  be demand on turn 𝑖𝑗𝑝′
′′  on route 𝑝’ that influences 𝛼𝑖𝑗𝑝∗  

(and hence must located on the same node as 𝑖𝑗𝑝
∗). Note that 𝛼𝑖𝑗𝑝∗  may be influenced by routes 

using the turn itself (i.e.: 𝑖𝑗𝑝′
′′ = 𝑖𝑗𝑝

∗), but it can also be influenced by routes on other turns 

sharing their outlink with one of the turns that share their inlink with turn 𝑖𝑗𝑝
∗ (in which case 

𝑖𝑗𝑝′
′′ ≠ 𝑖𝑗𝑝

∗). Then, given that link state constraints will maintain to be satisfied, three properties 

of equation (6.27), all related to the strict capacity constraints in the assignment model, are 

considered: 

1. On turns 𝑖𝑗’ located upstream from the first blocking turn on route 𝑝, by definition, all 

demand passes, hence  𝛼𝑖𝑗′ = 1 ∀ 𝑖𝑗′ ∈ 𝐼𝐽𝑝∗  and 𝜕𝛼𝑖𝑗′/𝜕𝑄𝑝′ = 0 ∀ 𝑖𝑗
′ ∈ 𝐼𝐽𝑝∗   ;  

2. On turns 𝑖𝑗’ located downstream from the first blocking turn on route 𝑝, due to the strict 

capacity constraints, the acceptance factor on the first blocking turn 𝑖𝑗𝑝
∗ will neutralize any 

changes in demand on 𝑝, such that its downstream turns become insensitive: 𝜕𝛼𝑖𝑗′/𝜕𝑄𝑝′ =

0 ∀ 𝑖𝑗′ ∈ 𝐼𝐽𝑝
∗ . 

Incorporating these two properties into equation (27) yields: 

𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
= ( ∏ 𝛼𝑖𝑗′(𝐐)

𝑖𝑗′∈{𝑖𝑗𝑝
∗  ; 𝐼𝐽𝑝

∗ }

)
𝜕𝛼𝑖𝑗𝑝∗

𝜕𝑄𝑝′
|
𝐐

/𝛼𝑖𝑗𝑝∗(𝐐) 

 = ( ∏ 𝛼𝑖𝑗′(𝐐)

𝑖𝑗′∈ 𝐼𝐽𝑝
∗

)
𝜕𝛼𝑖𝑗𝑝∗

𝜕𝑄𝑝′
|
𝐐

 

(6.28) 

 

To use the approximated point derivatives from 6.3.2.2, the third property is considered: 

3. Analogue to the second property, when turn 𝑖𝑗𝑝′
′′  on route 𝑝’ (the turn for which its demand 

is influencing 𝛼𝑖𝑗𝑝∗ ) is located downstream from the first blocking turn on route 𝑝′, 

acceptance factor 𝛼𝑖𝑗𝑝∗  will neutralize any changes in demand on 𝑝’, such that 
𝜕𝛼

𝑖𝑗′

𝜕𝑄𝑝′
=

0 ∀ {𝑝′: 𝑖𝑗𝑝′
′′ ∈ 𝐼𝐽𝑝′

∗ } . In other cases, 𝑄𝑝′ = 𝑇𝑖𝑗𝑝′′′  and thus 𝜕𝛼𝑖𝑗′/𝜕𝑄𝑝′ = 𝜕𝛼𝑖𝑗′/

𝜕𝑇𝑖𝑗𝑝′′′  ∀ {𝑝
′: 𝑖𝑗𝑝′

′′ ∈ {𝑖𝑗𝑝′
∗  ;  𝐼𝐽𝑝′

∗ }} . 

Incorporating the third property into equation (6.28) yields: 
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𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
=

{
 
 

 
 
( ∏ 𝛼𝑖𝑗′(𝐐)

𝑖𝑗′∈ 𝐼𝐽𝑝
∗

)
𝜕𝛼𝑖𝑗′

𝜕𝑇𝑖𝑗𝑝′′′
|

𝑸

 ∀{𝑝′: 𝑖𝑗𝑝′
′′ ∈ {𝑖𝑗𝑝′

∗  ;  𝐼𝐽𝑝′
∗ }}

0  ∀ {𝑝′: 𝑖𝑗𝑝′
′′ ∈ 𝐼𝐽𝑝′

∗ }

 
(6.29) 

 

Example network 

To further clarify these variables and properties, the figure below shows an example network 

(nodes and links in grey) with routes 𝑝 and 𝑝’ indicated by the blue dashed lines. Small arrows 

indicate turning movements used by the routes, each turning movement is labeled by a colored 

number. There are bottlenecks a and b causing turn 7 on route p and turn 3 on route 𝑝’ to be 

blocking. Due to FiFo on the upstream node of the bottleneck link, this also causes turn 4 on 

route 𝑝 to be blocking, thereby defining 𝑖𝑗𝑝
∗ = 4, 𝐼𝐽𝑝∗ = {1,2}, 𝐼𝐽𝑝

∗ = {5,6,7} and 𝑖𝑗’’ = 3.  

Considering route 𝑝, the first two properties indicate that only the sensitivity of the alpha on 

turn 𝑖𝑗𝑝
∗ = 4 is relevant, whereas the third property indicates that demand on route 𝑝’ is 

represented by turn demand on turn 𝑖𝑗’’ = 3. This means that: 

• for links upstream from turn 3: 
𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
= 0;  

• for links  between turns 4 and 7: 
𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
=

𝜕𝛼4

𝜕𝑇3
|
𝐐

, and; 

• for links downstream from turn 7 
𝜕�̂�𝑙𝑝(𝐐)

𝜕𝑄𝑝′
= 𝛼7

𝜕𝛼4

𝜕𝑇3
|
𝐐

. 

 
 

Equation (6.29) expresses equation (6.27) in terms of turn based acceptance factors that are 

output from the SCCTA model and a single partial derivative that can be derived using finite 

differences of its node model component. Interpretation of equation (6.29) shows that its 

second term represents the maximum sensitivity of route flows on 𝑝 for demand on route 𝑝’ 
whereas the first term propagates (and dampens) this sensitivity downstream from turn 𝑖𝑗𝑝

∗ to 

turn 𝑖𝑗 on route 𝑝. The derivatives with respect to OD- (instead of route-) demand are defined 

as: 

𝜕�̂�𝑙𝑝

𝜕𝐷𝑟𝑠
= ∑ 𝜓𝑟𝑠,𝑝′

𝜕�̂�𝑙𝑝

𝜕𝑄𝑝′
𝑝′∈𝑃𝑟𝑠,𝑙

. (6.30) 

and since route choice probabilities are fixed within a single upper level evaluation 

(𝜕𝜓𝑟𝑠,𝑝/𝜕𝐷𝑟𝑠 = 0 ∀ 𝑟𝑠 ∈ 𝑅𝑆), the sensitivity of an element in the assignment matrix can now 

be expressed as:  

a 
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𝜕𝐴𝑟𝑠,𝑙
𝜕𝐷𝑟𝑠′

= ∑ 𝜓𝑟𝑠,𝑝
𝜕�̂�𝑙𝑝

𝜕𝐷𝑟𝑠′
𝑝∈𝑃𝑟𝑠,𝑙

. (6.31) 

The sensitivities in (6.30) are used to approximate link flows (6.14), queuing delays (6.16) and 

turn demands (6.19) in the upper level using while the solver is evaluating a candidate vector 

of OD demands 𝐃 and to approximate the gradients of the objective function (subsection 

6.3.2.4) and the link state constraints (subsection 6.3.2.5). 

6.3.2.4 Step 4: Approximate objective function gradient 

Gradients can be derived for all three components (𝑓1, 𝑓2 and 𝑓3) of the objective function. Note 

that by doing so, the gradient of the total objective function (6.2) is also determined. The partial 

derivatives of the first part of objective function to OD-demands are given by: 

𝜕𝑓1
𝜕𝐷𝑟𝑠

=
𝜕

𝜕𝐷𝑟𝑠
( ∑ (𝐷𝑟𝑠 − 𝐷𝑟𝑠

′

𝑟𝑠∈𝑅𝑆

)2) = 2(𝐷𝑟𝑠 − 𝐷𝑟𝑠
′ ),   ∀ 𝑟𝑠 ∈ 𝑅𝑆. 

(6.32) 

 

The partial derivatives of the second part of the objective function 𝑓2 to OD-demands 𝐃 are 

derived using the approximated sensitivity of the assignment matrix from subsection 6.3.2.3. 

First the gradient of 𝑓2 is translated from OD to route level: 

𝜕𝑓2
𝜕𝐷𝑟𝑠

= ∑ 𝜓𝑟𝑠,𝑝
𝜕𝑓2
𝜕𝑄𝑝

𝑝∈𝑃𝑟𝑠

= ∑ 𝜓𝑟𝑠,𝑝∑2(𝑦𝑙 − �̃�𝑙)
𝜕𝑦𝑙
𝜕𝑄𝑝

𝑙∈�̃�𝑝∈𝑃𝑟𝑠

. 
(6.33) 

 

To derive 𝜕𝑦𝑙/𝜕𝑄𝑝, first equation (6.13) for link flows is expressed on route level: 

𝑦𝑙(𝐐) = ∑ �̂�𝑙𝑝(𝐐𝑘−1)𝑄𝑝 + ∑(𝑄𝑝′ − 𝑄𝑘−1,𝑝′ ) [∑
𝜕�̂�𝑙𝑝

𝜕𝑄𝑝′
|
𝐐𝑘−1

𝑄𝑘−1,𝑝
𝑝∈𝑃𝑙

]

𝑝′∈𝑃

 

𝑝∈𝑃𝑙 

 (6.34) 

Taking the derivative to 𝑄𝑝 yields:  

𝜕𝑦𝑙
𝜕𝑄𝑝

=
𝜕

𝜕𝑄𝑝
(∑ �̂�𝑙𝑝𝑄𝑝 + ∑(𝑄𝑝′ − 𝑄𝑘−1,𝑝′  ) [∑

𝜕�̂�𝑙𝑝

𝜕𝑄𝑝′
|
𝐐𝑘−1

𝑄𝑘−1,𝑝′
𝑝∈𝑃𝑙

]

𝑝′∈𝑃

 

𝑝∈𝑃𝑙 

) 

         = �̂�𝑙𝑝 + ∑
𝜕�̂�𝑙𝑝

𝜕𝑄𝑝′
|
𝐐𝑘−1

𝑄𝑘−1,𝑝′ ,

𝑝′∈𝑃

    ∀𝑙 ∈ 𝐿, ∀𝑝 ∈ 𝑃,   

(6.35) 

where elements in the assignment matrix �̂�𝑝
𝑙  and their sensitivities are calculated using  

equations (6.5) and (6.29) respectively.  

Finally, the partial derivatives of the third part of the objective function 𝑓3 to OD-demands 𝐃 

are given by:  
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𝜕𝑓3
𝜕𝐷𝑟𝑠

=
𝜕

𝜕𝐷𝑟𝑠
(∑(𝜏�̃�(𝐃) − �̃��̃�)

2

�̃�∈�̃�

) =∑2(𝜏�̃�(𝐃) − �̃��̃�
𝜕𝜏�̃�(𝐃)

𝜕𝐷𝑟𝑠
)

�̃�∈�̃�

=∑2(𝜏�̃�(𝐃) − �̃��̃�)

�̃�∈�̃�

(−
𝑇

2

𝜕�̂��̃�(𝐃) 𝜕𝐷𝑟𝑠⁄

�̂��̃�(𝐃)2
)

=∑(�̃��̃� − 𝜏�̃�(𝐃))

�̃�∈�̃�

(
𝑇 𝜕�̂��̃�(𝐃) 𝜕𝐷𝑟𝑠⁄

�̂��̃�(𝐃)2
) 

(6.36) 

This section has shown that the gradient of the objective function can be approximated using 

information from a single assignment model evaluation (subsection 6.3.2.1) and a single 

additional node model evaluation for each turn 6.3.2.2 only.  

6.3.2.5 Step 5: Approximate link state gradient 

The gradient of the link state constraints is defined as the derivatives of equation (6.18) to OD 

demand:  

𝜕

𝜕𝐃
[𝜒𝑗 (∑𝑇𝑖𝑗

𝑖∈𝐼𝑗

− 𝛿𝑗𝑅𝑗)] = 𝜒𝑗∑
𝜕𝑇𝑖𝑗

𝜕𝐷𝑟𝑠
𝑖∈𝐼𝑗

 ∀𝑗 ∈ 𝐿, ∀ 𝑟𝑠 ∈ 𝑅𝑆 
(6.37) 

 

To calculate 𝜕𝑇𝑖𝑗/𝜕𝐷𝑟𝑠, we can use the same approach used for calculation of the gradient of 

the link flow part of the objective function (equations (6.34)-(6.35)), once we have established 

the relationship between link flow and turn demands. To do so we point out that in equation 

(6.7), the turn demand is expressed in terms of all route flows on the turns inlink (𝑦𝑖𝑝), directed 

towards the considered outlink 𝑗 (𝜎𝑗𝑝), thereby excluding the acceptance factor on turn 𝑖𝑗 itself. 

This is shown when equation (6.6) is substituted in equation (6.7), yielding: 

𝑇𝑖𝑗 =∑ ∑ 𝜎𝑗𝑝𝜎𝑖𝑝𝑄𝑝 ∏ 𝛼𝑖𝑗′

𝑖𝑗′∈𝐼𝐽𝑝
𝑖𝑗
{\𝑖𝑗}𝒑∈𝑷𝒓𝒔𝑹𝑺

   

= ∑ ∑ 𝜎𝑗𝑝𝜎𝑖𝑝𝑄𝑝 ∏ 𝛼𝑖𝑗′

𝑖𝑗′∈𝐼𝐽𝑝,𝑖𝑗

𝛼𝑖𝑗⁄

𝑝∈𝑃𝑟𝑠𝑅𝑆

 

=∑ ∑ 𝜎𝑗𝑝𝑦𝑙𝑝/𝛼𝑖𝑗.

𝑝∈𝑃𝑟𝑠𝑅𝑆

 

(6.38) 

Realizing that turn demands are related to link flows through equation (6.38), approximations 

for 𝜕�̂�𝑖𝑝 𝜕𝑄𝑝′⁄ ∀𝑖 ∈ 𝐼𝑛, ∀𝑛 ∈ 𝑁 can be derived by replacing the superscript 𝑙 with 𝑖 in equation 

(6.29) and remove any routes 𝑝’ for which 𝑖𝑗′′ = 𝑖𝑗𝑝
∗ yielding:  

𝜕�̂�𝑖𝑝(𝑸)

𝜕𝑄𝑝′
= ( ∏ 𝛼𝑖𝑗′(𝑸)

𝑖𝑗′∈𝐼𝐽𝑝
∗

)
𝜕𝛼𝑖𝑗𝑝∗

𝜕𝑇𝑖𝑗′′
|
𝐐𝑘−1

∀𝑝′∃ 𝑖𝑗′′ ∈ 𝐼𝐽𝑝′
∗   

(6.39) 

 

which is the turn-demand equivalent of equation (6.29). These derivatives can be used to 

calculate 
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𝜕𝑇𝑖𝑗

𝜕𝑄𝑝
= 𝜎𝑗𝑝�̂�𝑖𝑝 + ∑

𝜕�̂�𝑖𝑝

𝜕𝑄𝑝′
|
𝐐𝑘−1

𝑄𝑘−1,𝑝 ,

𝑝′∈𝑃

    ∀𝑗 ∈ 𝐿, ∀𝑝 ∈ 𝑃,   (6.40) 

which is the turn-demand equivalent of equation (6.35) to be translated to OD level using: 

𝜕𝑇𝑖𝑗

𝜕𝐷𝑟𝑠
= ∑ 𝜓𝑟𝑠,𝑝

𝜕𝑇𝑖𝑗

𝜕𝑄𝑝
𝑝∈𝑃𝑟𝑠

 
(6.41) 

 

which is multiplied by its corresponding 𝜒𝑗 to yield the gradient of the link state constraint. 

Analogue to the approximation of the gradient of the objective function (subsection 6.3.2.4), 

this section has shown that the gradient of the link state constraints can be approximated using 

information from a single assignment model evaluation (subsection 6.3.2.1) and a single 

additional node model evaluation for each turn traversing an active bottleneck only (subsection 

6.3.2.2). 

6.3.2.6 Step 6: Solve simplified optimization problem 

The simplified optimization problem can be solved by applying any solver that can handle such 

a problem. In this paper, the interior point algorithm described in (Waltz et al., 2006) is used 

in combination with the approximated gradients from subsections 6.3.2.4 and 6.3.2.5. Once 

solved, the estimated OD matrix is assigned using the SCCTA model as a step 1 of the next 

iteration, and the objective function value is evaluated and compared to a user defined threshold 

value for convergence.  

To have a meaningful and comparable convergence criterion, the convergence threshold is 

defined in terms of average link flow and route delay deviations (equation (6.42)).20 A run is 

considered converged when the solver has found a feasible solution and both conditions are 

met.  

∑ |𝑦𝑎 − �̃�𝑎|/𝑎∈�̃� �̃�𝑎

|�̃�|
≤ 𝜀𝐀  ∧  

∑ |𝜏𝑝 − �̃�𝑝|/𝑝∈�̃� �̃�𝑝

|�̃�|
≤ 𝜀𝐏 (6.42) 

For non-converging runs, criteria on objective function stability (absolute difference between 

the true objective function value of latest and previous iteration) and the maximum number of 

iterations are added.  

If either the convergence or stability criterion is met, or when the maximum number of 

iterations is reached, the solution is accepted, and the algorithm stops. In other cases, the 

algorithm starts a new iteration by using the assignment results from the new OD matrix that 

was already assigned for objective function evaluation. Note that the difference between the 

objective function value of the simplified problem (known after step 6) and the objective 

function value after assignment (known after the assignment in step 1) can be used as an 

indicator for the size of the errors due to the first order Taylor approximations and the 

neglection of secondary interaction effects (as defined in subsection 6.3.2.2). 

 
20 Note that the proposed solution method does not capture secondary interaction effects (subsection 

6.3.2.2) which means that the optimization problem is not fed with information to actively steer it 

towards solutions where combined changes in the OD matrix yield lower OD matrix deviations whilst 

still fitting it to observed network data. This means that it can only fit an OD matrix to observed network 

data by increasing the deviation from the prior OD matrix which means that it makes no sense to include 

a stop criterion on the deviations to the prior OD demand. 
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As described in subsection 6.2.3.3, for the solution algorithm to converge, links states should 

be consistent with the start solution (the prior demand matrix) and these states should be 

maintained during matrix estimation. Link state constraints (6.18) take care of maintaining link 

states, but do not enforce the start solution to be consistent. To prevent the sensitivity 

information in the first iteration to be based on a (possibly) inconsistent OD matrix and let the 

algorithm to take off on a false start, an (optional) nudging iteration is prepended to the solution 

scheme. In this nudging iteration, the same interior point algorithm is used to solve only the 

feasibility problem from the link state constraints by setting the objective function to a value 

of zero.  

6.3.3 Mathematical properties of the simplified optimization problem  

6.3.3.1 Feasibility 

When the conditions under which a solution to the problem exists are known, the input can be 

adapted to satisfy these conditions. By doing so, the solver is guaranteed to find a feasible 

solution, thereby contributing to the reliability of the solution method. For the simplified 

optimization problem (6.23), feasibility is guaranteed when the non-negativity and link state 

constraints are satisfied by (assignment of) the prior OD matrix. This means that the prior OD 

matrix may not contain negatives, and that the link state constraints must be satisfied in the 

assignment results of the prior OD matrix. In all subsequent iterations, feasibility will be 

automatically maintained through the constraints themselves.  

This means that feasibility can be guaranteed by adding a check on negatives in de prior OD 

matrix to prevent violation of the non-negativity constraints and to set the values for 𝜒𝑗 

according to the assignment results of the prior OD matrix itself to prevent violation of the link 

state constraints. Alternatively, when using 𝜒𝑗 values from an exogenous source (i.e. observed 

congestion patterns), the simplified optimization problem (6.23), but with removed objective 

function, can be solved to nudge the prior OD matrix into the feasible region. Solving this 

problem is computationally very cheap as it is an instance of the “first phase problem” in the 

two phase simplex method (Murty, 1991, pp 60). 

6.3.3.2 Convexity 

Problems that are convex are likely to be solved using polynomial time algorithms which are 

relatively fast and scalable. Furthermore, any solution to a convex problem is a global 

minimum and when the problem is strictly convex this global minimum is unique, contributing 

to robustness and tractability of the solution method.  

In appendix A it is proven that the first part of the objective function of the simplified 

optimization problem (6.23) is strictly convex, whereas the second and third part of the 

objective function are convex. Furthermore, all considered constraints are linear inequalities, 

and as such form a closed convex set which means that (6.23) as a whole is classified as a 

convex optimization problem.  

6.3.3.3 Smoothness 

Problems having a smooth (i.e.: twice differentiable) objective function may be solved using 

algorithms that exploit information from its gradient and Hessian, which are relatively fast and 

can provide first order optimality measure values. Formulated differently: smoothness of the 

objective function avoids the need to resort to derivative free algorithms, thereby improving 

the tractability of the solution method. 

In subsection 6.3.2.4, first order derivatives of the objective function where calculated whereas 

in appendix A, it is shown that the second order derivatives (the Hessian matrices) of all three 
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objective function components can also be calculated. This means that the objective function 

is indeed twice differentiable in 𝐃, which was implicitly already concluded in subsection 

6.3.2.5 when the objective function of the simplified optimization problem was classified as 

quadratic. 

6.4 Application on a small network 

In this section, the added value of the proposed matrix estimation methodology is demonstrated 

using four test case applications on the well-known Sioux Falls test network that gradually 

build up from the traditional approach used for SCRTA models towards the proposed solution 

method from section 6.3. First, the specifics of the used SCCTA model implementation 

(subsection 6.4.1) and network (subsection 6.4.2) are described. Then, the evaluation 

framework (subsection 6.4.3) and test case applications (subsection  6.4.4), are defined and 

results are presented (subsection 6.4.5).  

6.4.1 SCCTA model implementation 

The mathematical relationships in SCCTA assignment models for the SUE have already been 

described in subsection 6.2.2. In this section, specifics of the used SCCTA model 

implementation are briefly considered.  

With respect to the network loading submodel, the SCCTA model STAQ (Static Traffic 

Assignment with Queueing, Brederode et al., 2019) is used which possesses all the favorable 

properties described in section 0. Note that in (Brederode et al., 2019), the assignment model 

used in this paper is referred to as STAQ - variation without spillback, but for brevity, in this 

paper we shall abbreviate this to STAQ. Findings in this paper with respect to the matrix 

estimation method apply to any (future) SCCTA class network loading submodel using an 

explicit node model described in subsection 6.2.2.  

The used route choice submodel relies on a route set that is pre-generated from the digitized 

transport network using a route set generator. The route set generator used combines the 

Dijkstra algorithm to find the shortest path between each OD pair and the repeated random 

sampling process on free flow link travel times from (Fiorenzo-Catalano, 2007) to generate 

alternative routes. Route filters calibrated on GPS data (Fafieanie, 2009) are applied after the 

repeated random sampling process to reduce route overlap, remove irrelevant routes and restrict 

the size of the set of potential routes.  

To check for convergence to SUE conditions, the adapted relative duality gap as derived in 

(Bliemer et al., 2013) is used, which accounts for perception errors and thus reaches zero upon 

convergence when using the MNL route choice model:  

𝐷𝐺 =
∑ ∑ 𝑄𝑝(𝑐𝑝 + −𝜇𝑟𝑠

−1ln (𝑄𝑝 − 𝜁𝑟𝑠)𝑝∈𝑃𝑟𝑠𝑟𝑠∈𝑅𝑆

∑ 𝐷𝑟𝑠𝜁𝑟𝑠𝑟𝑠∈𝑅𝑆
  

 

(6.43) 

where 𝜁𝑟𝑠 = min
𝑝∈𝑃𝑟𝑠

[𝑐𝑝 + 𝜇𝑟𝑠
−1 ln 𝑄𝑝] represents the minimum stochastic path cost on OD pair 𝑟𝑠. 

In line with (Boyce et al., 2004; Brederode et al., 2019; Han et al., 2015; Patil et al., 2021), for 

all test applications in this paper, a threshold value of 5E-05 is used as the stop criterion for the 

traffic assignment model. Note that (Bliemer et al., 2014) provides proof for existence and 

uniqueness of the user equilibrium solution for exactly this SCCTA model implementation.  

As mentioned in subsection 6.2.2.4 convergence to the SUE is enforced and sped up by smartly 

averaging route demands about iterations. To this end, the method of self-regulating averages 

(SRA, Liu et al., 2009) is used which tends to provide fast convergence with high precision. 
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Note that, apart from using this more efficient averaging scheme, this paper uses the exact same 

SCCTA model (i.e.: it uses the same network loading submodel and reaches the same SUE 

conditions) as described in (Bliemer et al., 2014), who use the method of successive averages 

instead. 

6.4.2 Network and observed input data 

To evaluate the quality and convergence properties of the methodology synthetic test cases on 

the well-known Sioux Falls network are used which contains 24 centroids (that also serve as 

nodes) and 35 links. The network and OD matrix are downloaded from (Transportation 

Networks for Research Core Team, 2019) but the OD matrix was adapted because the original 

OD matrix represents extremely high levels of congestion: all or nothing assignment yielded 

64% of the links having a volume/capacity (V/C) ratio greater than one, whereas 26% of the 

links had a V/C ratio greater than two. 

Such high demand is not desired for test case applications because its model variables are not 

within a range that is representative for real world situations, because the delays caused by such 

high demands would force travelers to change their mode, departure time and/or trip frequency, 

effectively lowering demand for the mode and time period considered by the assignment 

model.  

Dividing the OD matrix by a factor of two is in line with findings in (Chakirov and Fourie, 

2014) and yield link demands within a more realistic -but still very high- level of congestion: 

22% links with a V/C ratio higher than one and 3% links with a V/C ratio higher than two. 

Interpreting this OD matrix as the ‘true’ OD demand it was assigned using STAQ to generate 

‘true’ observed flows, congestion patterns (constrained (out)links) and travel times. This ‘true’ 

OD matrix contains 528 OD pairs with nonzero demand, and during assignment 1430 unique 

routes where generated and used, yielding 2.71 routes per OD pair on average.  

Note that in real world applications, observed flows, speeds, travel times and congestion 

patterns are observed in a more fine-grained time interval than a typical study period of SCCTA 

models, hence time-aggregation of observed values is required. In line with assumptions of 

static traffic assignment models, time- averaged values of observed flows, speeds and travel 

times should be used, and time average values for speeds or densities should be used to derive 

congestion patterns. It is however not possible to correct real world observed data to another 

assumption made in static traffic assignment models: the network is assumed empty before and 

after the study period. The solution to this problem would be to extend the approach to use a 

semi-dynamic capacity constrained traffic assignment model (SDCCTA) such that residual 

traffic is accounted for in both the model and the observations, which is therefore recommended 

in subsection 6.6.2. 

The (arbitrary selected) set of count locations and the set of constrained outlinks as well as the 

two selected routes with observed queuing delays (one traversing a single vertical queue, the 

other one traversing two vertical queues) are displayed on the left hand side of Figure 4 whereas 

the prior assignment results (link flows, (vertical) queue sizes and link speeds as a percentage 

of maximum speeds) are displayed on the right hand side of Figure 6.4.21  

 
21 Note that In Figure 4, to indicate the turning movement from which the queuing delay on a routes last 

node is included,  the route is defined to end halfway onto the last nodes downstream link. 
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Figure 6.4 Sioux Falls network: left: count locations (black flags next to links on the side of direction of 

travel), observed route definitions (dashed arrows) and congestion patterns (blocking links in red); right: 

assignment results of ‘true’ OD matrix (width: flow; colour: speed as percentage of maximum speed; pie 

charts: number of vehicle hours lost in (vertical) queue)) 

6.4.3 Evaluation framework 

The performance of a matrix estimation methodology relates to the difficulty of the problem it 

needs to solve, which is related to the amount and (in)consistency and sensitivity of its input 

data (observed flows, congestion patterns, prior OD matrix and travel times). 

Inconsistencies in input data force the solution methodology to (implicitly) choose or average 

between inconsistent datapoints which deteriorates the quality of the output and the speed and 

end-level of convergence. Sensitivity of the model also has influence on the convergence of 

the lower level, as very sensitive models (i.e.: high levels of congestion) force the use of small 

step sizes and the use of smart step size calculation methods, which both increase calculation 

time. Furthermore, high sensitivities amplify the negative effects on convergence due to 

differences between the true (6.1) and simplified (6.23) optimization problem. 

To evaluate the performance of the matrix estimation methodology, the evaluation framework 

from Figure 6.5 is used. For this synthetic application on the Sioux Falls network, a ‘true’ OD 

matrix (𝐃𝑡𝑟𝑢𝑒) is available, whereas in real model applications this is not the case. Therefore, 

𝐃𝑡𝑟𝑢𝑒 is perturbed and used as the prior OD matrix together with the ‘true’ observed link flows 

and travel times. Recognizing that inconsistencies are merely coincidences of inconsistent 

inputs each test case application is run repetitively 100 times with a differently perturbed prior 

OD matrix, thereby robustly evaluating the performance. Recognizing the effect of sensitivity 

of the model, the prior OD matrix (being perturbed around 𝐃𝑡𝑟𝑢𝑒) as well as the other input 

represent a situation with much congestion (as shown in the right hand side from Figure 6.4).22  

 
22 Note that more inconsistencies could be introduced by also perturbing around the ‘true’ observed 

flow and travel time values. We leave this idea for further research. 
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Figure 6.5 Evaluation framework used for test case applications 3 and 4 

6.4.3.1 Stop criteria and performance indicators 

For all applications in this paper, the thresholds for the convergence criterion (defined in 

subsection 6.3.2.6) are set to 1% for the average percentual deviation in link flow (𝜀𝐀) and 5% 

for the average percentual route delay deviation (𝜀𝐏). These values fall well below accuracy 

levels of observed link flows and route delay deviations in strategic transport models. The 

threshold of the stability criterion is set to zero, meaning that it is only met when the upper 

level yields the exact same OD matrix in two concurrent iterations. The maximum number of 

iterations is set to 10, because a solution method that would require that many iterations would 

be unsuitable for application on large scale networks due to computational requirements.  

With respect to comparison of observed and calibrated link flows and route travel times, the 

convergence criterion effectively monitors both. Therefore, strictly spoken, there is no need to 

monitor these explicitly when evaluating application results. Instead, the number of iterations, 

the number of upper level function evaluations and the calculation time (on a machine with 

AMD Ryzen 9 3900X CPU (12 cores) @3.79 Ghz) required for convergence are monitored as 

the performance indicator for the match between link flows and route travel times. However, 

for clarity, average link flow and route delay deviations will also be included in the analysis of 

the results in subsection 6.4.5.  

With respect to comparison of OD demands, the evaluation framework from Figure 6.5 allows 

to evaluate to what extent the matrix estimation method retrieves 𝐃𝑡𝑟𝑢𝑒 when fed with 

congestion patterns, link flows and travel times that are consistent with it, but also how much 

deviation from the prior OD matrix it requires. The structural similarity index (SSIM, Djukic 

et al., 2013) is used to compare both the estimated and ‘true’ OD matrices as well as the 

estimated and prior OD matrices. More specifically, mean SSIM (mSSIM) values are used as 

performance indicators. Following suggestions by (Ros-Roca et al., 2018) mSSIM values are 

calculated by averaging SSIM values per row of the OD matrix considered. The mSSIM is an 

indicator for the similarity in matrix structure (by the definition from (Behara et al., 2020): the 

arrangement of the destinations from each origin).  To also consider the actual differences in 

values per OD pair ((Behara et al., 2020) use the term ‘mass’), for the comparison between 

estimated and prior OD matrices root mean squared error (RMSE) values are also presented.  

Differences between observed and estimated congestion patterns are enforced to be nonexistent 

in the upper level by the link state constraints. But because the problem that is solved in the 

upper level (6.23) is a simplified version of the true problem (6.1), this does not guarantee that 

all link state constraints are satisfied after application of the SCCTA model in the last iteration. 

Therefore, the number of link state violations in the final assignment results of the lower level 

are explicitly monitored as a performance indicator of the match with observed congestion 

patterns.  
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6.4.3.2 Generation of perturbed OD matrices  

Treating entries in an OD matrix as exponentially distributed random variables, differences 

between different OD matrices would be best governed by a Laplace distribution (Kotz et al., 

2001). Therefore, a Laplace distribution is used to randomly draw the cell-by-cell perturbations 

applied to the true OD matrix to generate the 100 OD matrices used as priors.  

To determine the relevant size range of the perturbations, peak-hour OD matrices derived from 

observed Dutch mobile phone data from Vodafone for all non-holiday workdays in March 2017 

where used. First, for each OD pair having more than 10 observations in the considered peak 

hour during the considered days, differences between the cell’s values over the different days 

and its average value where calculated and expressed as percentual differences to the average. 

This yielded a dataset of about 4.5 million relative differences per peak hour on which Laplace 

distributions where fitted yielding location parameters close to 0 and scale parameters around 

0.135 for both peak periods. The estimated distributions are displayed in Figure 6.6 together 

with the distribution applied on the Sioux Falls test cases. To ensure that the test cases represent 

a worst-case scenario for the matrix estimation methods, the distribution applied on the Sioux 

Falls test cases uses a much higher and wider distribution by increasing the scale parameter to 

0.3, which means that the structure of the OD matrix is severely changed by the perturbations, 

but the number of nonzero OD pairs remained 528 for all perturbed ODmatrices.23 

Furthermore, to make sure that the performance of the proposed solution method is tested in 

congested conditions, it was verified that the percentage of demand per observed link varied 

between 5% and 100% for all use cases.  

Note that the fitted distributions imply that no structural bias is introduced during generation 

of perturbed OD matrices. Given the use case of the method (subsection 6.1.1: to refine prior 

OD demand from a demand model with data on link and route level), this a deliberate choice 

for the test case applications, because if in practice there would be a structural bias between 

prior assignment results and observed demand levels, authors suggest using a global scaling 

factor to remove it before applying the matrix estimation method, such that the prior structure 

is kept in-tact as much as possible.  

 
Figure 6.6: Probability mass functions of the Laplace distributions fitted to (relative) variations in 

Vodafone data and the Laplace distribution applied on the Sioux Falls test cases in this section 

 
23 Note that during application, the distribution was truncated such that OD pairs for which 
perturbations of less than -100%  would be applied where assigned a value of 1 (to not introduce new 
OD pairs with value 0) while OD pairs with a true value of more than 500 and a perturbation of more 
than 100% where truncated to that value. 
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6.4.4 Test case applications 

Four test case applications are defined that gradually add solution method features and support 

for additional types to the traditional approach used for SCRTA models until we arrive at the 

proposed solution method from section 6.3. Distinctive properties of the four test case 

applications are summarized in Table 6.1. In all test case applications, the same route set with 

1430 routes was used yielding an average of 2.71 routes per OD pair (since all perturbed OD 

matrices have the same number of nonzero OD pairs). Furthermore, in all test case applications, 

the same pre-generated route set (subsection 6.4.1) is used.   

 

Test case Response functions Congestion patterns Prior Flows Queuing delays 

# Referral 𝐲(𝐃) 𝛕(𝐃) 𝛘 𝛿𝑗 (deficits) 𝛿𝑗 (surpluses) nudging 𝑤1 �̃� 𝑤2 �̃� 𝑤3 �̃� 

1 [REF] eq (13)  ∅ ∅ ∅  ½ 𝐃o ½ 

from 

𝐃𝑡𝑟𝑢𝑒  ∅ 

2 [+LS] eq (13)  from 𝐃𝑡𝑟𝑢𝑒 1.01 0.99  ½ 𝐃o ½ 

from 

𝐃𝑡𝑟𝑢𝑒  ∅ 

3 [+LS+S] eq (15)  from 𝐃𝑡𝑟𝑢𝑒 1.01 0.99  ½ 𝐃o ½ 

from 

𝐃𝑡𝑟𝑢𝑒  ∅ 

4 [+LS+S+QD] eq (15) eq (17) from 𝐃𝑡𝑟𝑢𝑒 1.01 0.99(94);0.9(6) (9)/100 ⅓ 𝐃o ⅓ 

from 

𝐃𝑡𝑟𝑢𝑒 ⅓ from 𝐃𝑡𝑟𝑢𝑒 

Table 6.1: Distinctive properties of the four test case applications 

The first test case application (referred to as [REF]) employs the approach used in (Brederode 

et al., 2017),weighing (normalized) deviations from prior demand and (normalized) deviations 

from observed link flows equally (𝑤1 = 𝑤2 = ½). [REF] acts as a reference in which 

sensitivities and link state constraints are omitted, in which case it is not possible to include 

observed queuing delays nor congestion patterns. Therefore, in [REF], problem (6.23) 

simplifies into: 

𝐃∗ = argmin
𝐃

(𝑤1 ∑(𝐃 − 𝐃𝟎)
2 + 𝑤2𝑓2,𝑁/𝑓1,𝑁 ∑(𝐲(𝐃) − �̃�)

2) 

Subject to:  𝐲(𝐃) = �̂�𝛙𝐃 

𝟎 ≤ 𝐃 ≤ �̅� 

(6.44) 

which resembles, apart from the traffic assignment used, any of the gradient based approaches 

described in (Abrahamsson, 1998). 

The second test case application (referred to as [+LS]) adds link state constraints from observed 

congestion patterns derived from 𝐃𝑡𝑟𝑢𝑒 by adding equation (6.18) to optimization problem 

(6.44). The minimum capacity surpluses 𝛿𝑗 (on non-constraining outlinks {𝑗 ∈ 𝐿 | 𝜒𝑗 = 1}) and 

deficits (on constraining outlinks {𝑗 ∈ 𝐿 |𝜒𝑗 = −1}) that act as a buffer around discontinuities 

in 𝛂𝑛(𝐓𝑛) are set to 0.99 and 1.01 respectively. By adding link state constraints, transitions 

between traffic regimes are avoided, which should improve convergence and reduce the link 

state violations. However, because exogenous congestion patterns (from 𝐃𝑡𝑟𝑢𝑒) are used 

inconsistencies between the exogenous congestion patterns and the prior OD matrix may cause 

the objective function to become non-convex (as described in 6.2.3.3), hence reducing 

convergence in [+LS].  

The third test case application (referred to as [+LS+S]) adds sensitivities (+S) to the response 

function for link flows to account for the sensitivity of the assignment matrix to changes in OD 

demand. To do so, the response function for link flows is restored to the first order Taylor 

approximation (equation (6.15)), effectively arriving at problem (6.23), but excluding observed 

queuing delays (i.e.: 𝑤3 = 0). The inclusion of sensitivities should improve convergence as the 

upper level has more accurate information which should also lead to less link state violations 

and less unnecessary changes to the prior OD demand.  
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The fourth test case application (referred to as [+LS+S+QD]) adds observed queueing delays 

(+QD) derived from 𝐃𝑡𝑟𝑢𝑒. This means that (normalized) route delay deviations are added to 

(6.23), weighted equally to both (normalized) OD demand deviations and (normalized) link 

flows (𝑤1 = 𝑤2 = 𝑤3 = ⅓). Because the queuing delays operate on the level of individual 

turning movements (instead of aggregations over inlinks (for link flow deviations) or outlinks 

(for link state constraints)), the solution candidates evaluated by the upper level contain 

relatively large changes to individual turn demands. This increases the likelihood that 

discontinuities in 𝛂𝑛(𝐓𝑛) are crossed due to difference between the true function within the 

node model (6.8) and its linear approximate derived by finite differences (see subsection 

6.3.2.2) used in the upper level. This mechanism is described in more detail in appendix C and 

it led to 9 runs that did not converge within the maximum number of (10) iterations. For these 

runs, a nudging iteration (section 6.3.2.6) was prepended to reduce the chance that the 

mechanism occurs in the first iteration, whereas for 6 of these 9 runs it was also necessary to 

increase the buffer around discontinuities in 𝛂𝑛(𝐓𝑛) for one or two of the non-constraining 

outlinks by lowering the minimum capacity surpluses 𝛿𝑗 from 0.99 to 0.9 to prevent the 

mechanism to occur in later iterations.  

6.4.5 Results 

Results of all four test case applications are displayed in Figure 6.7. Because each test case is 

run a hundred times with a different prior demand matrix, all performance indicators are 

summarized as cumulative distributions of each indicator over the different runs. Recall from 

subsection 6.4.3.1 that stop criteria are defined for link flow and route delay deviations. Note 

however, that for [REF], [+LS] and [+LS+S], the stop criterion on route delay deviation is 

ignored, as in these applications, route delays are not included in the optimization. This means 

that for these applications convergence is reached when only link flow deviations meet the stop 

criterion, whereas for [+LS+S+QD] convergence is only reached when both criteria are met. 

Considering the level of convergence of the bi-level problem (upper left graph), the number of 

converging runs is read by looking at the value at iteration ≤ 10. This shows that in [REF] 

98/100 runs converge. Addition of link state constraints [+LS] causes a reduction to 96/100 

converging runs, which shows that (at least on this network), the positive effect of added 

stability is outweighed by the negative effect of (potential) additional data inconsistencies. As 

expected in subsection 6.4.3.1, addition of sensitivities to the response function [+LS+S] 

increases the number of converging runs (to 99/100) as the upper level has more accurate 

information. Addition of queuing delays [+LS+S+QD] only slightly reduces the number of 

converging runs to 98/100. However, without the algorithmic enhancements (nudging and 

lowering the minimum capacity surpluses on specific link state constraints) the number of runs 

converged would have been 91/100, showing that addition of observed queuing delays without 

mitigating measures has the largest negative effect on the level of convergence. Note that the 

speed of convergence barely varies over the different test case applications; only the addition 

of queuing delays structurally lags about one iteration for runs requiring more than four 

iterations.  

Note that for all four test case applications the cumulative distributions in the upper left graph 

indicate that no additional runs are converging beyond iteration 8 or 9. Additional test runs (not 

described in this paper) with the maximum number of iterations criterion increased beyond 10 

confirm this observation. Analysis of individual non-converging data points within some of the 

non-converging runs point towards differences between the route choice probabilities from the 

‘true’ and perturbed OD demand. These differences can cause certain combinations of observed 

link flows and/or route queuing delays to become inconsistent, causing the optimal, still 

feasible, solution to not satisfy the convergence criteria (subsection 6.4.3.1). That differences 
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due to route choice inconsistencies are indeed the cause is confirmed by the fact that additional 

test runs (not described in this paper) where route choice probabilities from 𝐃𝑡𝑟𝑢𝑒 where kept 

fixed over iterations all converged within two to four iterations. Note that in practice, non-

converging datapoints are easily detectable and may be resolved by increasing the difference 

tolerance on one or both datapoints or removing one of the datapoints. 

 
Figure 6.7: cumulative distributions of performance indicators for all four test case applications. Note that 

40 runs fall outside the range of the vertical axis of the mid upper graph for test case application 4. 

Therefore it is noted here that the 95th percentile of the number of evaluations required for this test case 

application is 214. 

From the number of upper level function evaluations required for convergence (upper mid 

graph) two mechanisms are derived. Firstly, adding data sources increases difficulty of the 

optimization problem, and thus requires more function evaluations, which is shown by 

comparison of [+LS] with [REF] for the effect of addition of congestion patterns and 

comparison of [+LS+S+QD] with [+LS+S] for the effect of addition of queuing delays. 

Secondly, enhancing the gradient information in the upper level by including sensitivities 
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increases effectiveness of the upper level solver and thus reduces the number of function 

evaluations required, which is shown by comparison of [+LS+S] with [+LS]. 

Considering the calculation time required for convergence (upper right graph) in relation to the 

previous two graphs shows that relatively small differences in the number of iterations required 

and the relatively large differences in the number of function evaluations required translate into 

relatively small differences in calculation time. This reveals that most time is still spent in the 

lower level (and within the lower level the SCCTA run takes up most of the time), whilst the 

upper level is relatively fast.  

With respect to the number of link state violations (left graph on second row), comparison of 

[+LS] with [REF] shows the effectiveness of the link state constraints, whereas differences 

between these cumulative distributions and a (non-shown) vertical asymptote at 0 violations 

represent the number of violations caused by the difference between the simplified problem 

solved in the upper level and the true bi-level optimization problem. Results from test case 

application [+LS+S] compared to [+LS] show that addition of sensitivity information to the 

gradient decreases the number of link state violations, as expected in subsection 6.4.3.1, while 

adding queuing delay information (compare [+LS+S+QD] with [+LS+S]) does not have a clear 

effect. The latter observation makes sense because in these test case applications, congestion 

patterns and queuing delays are fully consistent, as these are both derived from 𝐃𝑡𝑟𝑢𝑒.  

With respect to the average route delay deviations (mid graph on second row), comparison of 

[+LS] and [+LS+S] with [REF] shows that inclusion of link states and sensitivity information 

only slightly improves the fit on observed route delays, whereas the proposed method 

[LS+S+QD] is required to include observed queuing delays. The limited effect of adding link 

state and sensitivity information on the fit on observed route delays shows that there is indeed 

relatively limited correlation between model variables, suspectedly because temporal 

correlations are avoided as the solution method employs a static (hence time aggregated) 

assignment model (recall from section 0).  

For the sake of completeness, Figure 6.7 also includes a comparison of average link flow 

deviations (right graph on second row). This graph confirms that, except for the 7 non-

converging runs already described above, the stop criterion of 1% average link flow deviations 

is met for all four test case applications.  

Comparison of the estimated against the ‘true’ OD matrix (lower left graph) shows no notable 

differences between the different runs. Apparently, even though observed link flows, 

congestion patterns and queuing delays are all derived from 𝐃𝑡𝑟𝑢𝑒, in all four hundred runs 

there is an abundant number of optimal solutions close to the prior. Additional test runs (not 

included in this paper) show that this remains the case, even when the search space is increased 

by excluding the prior demand component in the objective function (by setting 𝑤1 to zero). 

This demonstrates that although the proposed solution method finds the global optimum to the 

simplified optimization problem for each iteration, this does not mean that it finds the global 

optimum (if it exists) to the true optimization problem.  

Comparison of the estimated against the prior OD matrix (lower mid and right graphs) shows 

that adding congestion patterns leads to substantial larger deviations from the prior OD matrix 

compared to the results from test cases with added sensitivity information. This demonstrates 

the effect of the increased effectiveness of the upper level solver due to the sensitivity 

information on the quality of the estimated matrix. Compared to the mSSIM, the RMSE 

indicator shows larger differences, since the latter captures all differences, whereas the former 

only targets differences in matrix structure (subsection 6.4.3.1). 
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6.5 Application on a large network 

In this section, results of a large scale application of the proposed solution algorithm on (data 

from) the strategic transport model of the province of Noord-Brabant, the Netherlands 

(Heynickx et al., 2016) are presented. 

6.5.1 Transport model and observed input data 

The network and prior OD demand for road traffic of the base year (2015, version S107) of the 

provincial model of Noord-Brabant (abbreviated in Dutch to ‘BBMB’) is used. This network 

contains 1425 centroids 145.269 links and 103.045 nodes. The prior OD matrix used describes 

the AM peak period (07:00-09:00) and contains 1.580.764 OD pairs with nonzero demand. 

During assignment 5.162.010 unique routes where generated and used, yielding 3.26 routes per 

OD pair on average. 

With respect to observed input data, the full BBMB count-data set for the AM peak period is 

used, which contains observed link flows for 415 count locations, along with a set of observed 

travel times on 24 (highway) routes. Up until now, this set was only used for validation 

purposes, as the prevailing matrix estimation method of the BBMB-model is not capable of 

including observed queuing delays. Link state constraint values are derived from assignment 

results of the prior demand matrix. To reduce problem size, the upper bound on od demands 

(subsection 6.2.3.5) is set to �̅� = 𝟐𝐃𝟎, yielding a set of relevant links (𝐽�̅�)  containing 21 

constraining and 1583 non-constraining links (hence a reduction of 98.9% compared to the set 

𝐿 containing all links). 

 

 
Figure 6.8: (study area of the) BBMB network: assignment results of prior OD matrix (width: flow; colour: 

speed as percentage of maximum speed; pie charts: number of vehicle hours spent in (vertical) queue)) 

Note that the BBMB model employs junction modelling, which means that its node models do 

not only account for constraints due to limited supply on outlinks (in the form of link 

capacities), but also for the effect of limited supply due to conflict points on the junction itself 

(i.e. crossing flows; in the form of turn capacities). To support this in the context of the 

proposed matrix estimation method, turn capacities are calculated using the junction modelling 
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component of OmniTRANS  (Bezembinder and Brandt, 2016) and included as internal node 

constraints (Tampère et al., 2011) while running the SCCTA model (subsection 6.3.2.1) and 

approximating sensitivities (subsection 6.3.2.2). 

6.5.2 Convergence and calculation time 

Ten iterations of the proposed methodology where run on the BBMB model, after which all 

convergence indicators (solid lines in Figure 6.9) seem to have stabilized. The minimum 

capacity surpluses and deficits added to prevent unintentional regime switches when running 

the lower level (subsection 6.2.3.3) where both set to 1% (i.e.: 𝛿𝑗 = 0.99 for non-constraining 

outlinks and  𝛿𝑗 = 1.01 for constraining outlinks). The weighting parameters in the objective 

function where set to 𝑤1=0.01 (prior), 𝑤2=0.12 (link flows) and 𝑤3=0.87 (queuing delays), and 

directly applied (i.e.: normalization as described in 6.2.3.4 was omitted). Also in Figure 6.9, 

dashed lines indicate minimum deviations yielded by the software currently used for matrix 

estimation in the BBMB, which employs the [REF] method described in 6.4.4. 

Considering the average link flow deviation per count location, the upper left graph shows that 

these quickly reduce from 27% to around 5% and that it outperforms the reference 

methodology (which averages on 90 vehicles per count location) in iteration three. This graph 

also shows that for link flow deviations, to save calculation time, the algorithm could be 

stopped after iteration four, as results hardly improve afterwards. 

The average route delay deviations (upper mid graph) show a reduction from around 39 to 

around 15 percent, which translates to a reduction from 112 seconds (in a range from 13 up to 

241 seconds) to 43 seconds (in a range from 1  up to 114 seconds). Note that from iteration 7 

onwards, the fit on link flows slightly deteriorates while the route delay deviations keep 

improving. During these iterations, the objective function keeps improving, which 

demonstrates the weighting of objective function components. Further note that the reference 

method does not consider route delay deviations, which causes an average deviation of 322 

seconds per observed route, which is (much) larger than the average route delay deviation when 

assigning the prior demand.  

Considering the congestion patterns (lower right graph) deviations reduce from a deficit of 

more than 1700 vehicles on four different locations in the first iteration to zero vehicles from 

the fifth iterations onwards. The reference method also converges to zero vehicles. Note that 

from the fifth iteration onwards, the graph still reports one location on which the congestion 

pattern is not matched. This is because the minimum capacity surpluses and deficits added to 

prevent unintentional regime switches when running the lower level (subsection 6.2.3.3) are 

included in this graph. Inspection of the assignment results showed that the concerning location 

is a constraining outlink for which the demand is indeed higher than its capacity, but lower 

than the capacity multiplied by 𝛿𝑗 . 

Considering deviations to the prior OD demand, the lower right graph shows that, in 

correspondence to the link flow deviations, most changes to the OD matrix are done in the first 

four iterations.  This is also confirmed by the objective function values (lower mid graph). The 

proposed method requires less than 0.1 trips per OD pair on average, which is less than the 

reference method, which required a change of 0.13 trips per OD pair on average.  

Calculation times per iteration of the proposed solution method on an AMD Ryzen 9 3900X 

CPU (12 cores) @3.79 Ghz are displayed in Table 6.2, along with the total calculation time of 

the reference method.24 The total calculation time of the proposed solution method (10 outer 

loop iterations) amounts 61 hours, of which 46% is spent in the lower and 54% is spent in the 

 
24 Note that the reference method does not use a solver, but a heuristic approach in the upper level, 

which explains why the number of solver iterations is left empty for this method. 
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upper level. Apart from the first iteration (in which the route set and mappings between OD-, 

route-, turn- and link level are generated), lower level calculation times show limited variation 

at around 2:45 hours per iteration. This is explained by realizing that most of it is spent during 

application of the SCCTA model (STAQ) whilst the number of STAQ iterations only varies 

between 12 and 14 iterations per (outer loop) iteration, translating to 12:19 up to 12:46 minutes 

per STAQ iteration. Upper level calculation times vary extensively between 45 minutes and 8 

hours per (outer loop) iteration, translating to 1:18 up to 4:51 minutes per solver iteration. This 

means that not only the number of solver iterations, but also the calculation time per solver 

iteration varies extensively.  

Both the upper level calculation times as well as the number of solver iterations indicate that 

most effort is put in the first three (outer loop) iterations which corresponds to the reductions 

of the objective function value per iteration and the amount of change in the OD matrix, which 

are largest in these first three iterations. As the default settings for the solver (Waltz et al., 

2006) where used in this application, the number of solver iterations per (outer loop) iteration 

could probably be reduced and stabilized over iterations by tuning its parameters and stop 

criteria, but we leave this for future research. 

Figure 6.9 shows that, compared to the minimum deviations from the reference method (dashed 

lines), the proposed method (solid lines) attains lower deviations on all objective function 

components from iteration three onwards. We therefore compare the calculation times of the 

reference method (19 hours) with the calculation time spent in the first three iterations of the 

proposed method (31 hours). This comparison shows that the proposed method spends 61% 

more time, but yields lower link flow and prior demand deviations and much lower route delay 

deviations, whilst performing equally on congestion pattern deviations.  

 
Iteration# # of STAQ 

iterations 

calculation time 

lower level 

# of solver 

iterations 

calculation time 

upper level 

total calculation 

time 

1 12 03:15:12 100 08:04:42 11:19:54 

2 14 02:52:26 100 07:43:52 10:36:18 

3 13 02:43:45 100 06:30:09 09:13:54 

4 13 02:42:54 35 01:44:18 04:27:12 

5 13 02:42:54 71 04:01:08 06:44:02 

6 13 02:45:07 46 02:11:37 04:56:44 

7 13 02:46:04 35 01:02:40 03:48:44 

8 13 02:44:35 35 00:45:30 03:30:05 

9 13 02:43:48 35 00:45:36 03:29:24 

10 13 02:54:04 0 00:00:00 02:54:04 

Proposed method (10 iterations) 130 28:10:49 557 32:49:32 61:00:21 

Proposed method (3 iterations)  39 8:51:23 300 22:18:43 31:10:06 

Reference method (4 iterations) 40 15:06:35 - 04:15:31 19:22:06 

Table 6.2 calculation times and related indicators from application of proposed and reference method on 

the BBMB model 
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Figure 6.9: convergence of proposed methodology on the BBMB model in terms of average link flow deviations (upper left graph), route delay deviations (upper mid 

graph), prior demand deviations (lower left graph), congestion pattern deviations (lower right graph) and objective function value (lower mid graph). Dashed lines 

indicate minimum deviations yielded by the software currently used for matrix estimation in the BBMB, which employs the [REF] method described in 4.4 
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6.5.3 Findings on large network application 

The most important finding from the application on the BBMB model is that the proposed 

solution method is indeed applicable to large scale transport models. The proposed method 

clearly outperforms the reference method and  does so within feasible calculation times, but 

only because of the use of the following three problem size reducing features of the solution 

method. 

Firstly, recall from subsection 6.4.5 that the added value of including sensitivities for observed 

link flows and link states proved very limited, whereas inclusion of sensitivities proved to be a 

requirement for observed route queuing delays. It is suspected that this is caused by the flow 

maximization property of the node model, which is one of the seven requirements for first order 

macroscopic node models (Tampère et al., 2011). This property causes that reductions in turn 

flow towards supply constrained outlinks (the source of all sensitivities) due to reduced demand 

are compensated for by increases of flow on other turns towards that outlink. This yields stable 

link flows on constrained outlinks, composed by unstable flows on turns towards the outlink. 

Therefore, being the only data source dependent of flows on turn instead of link level, observed 

queuing delays require inclusion of sensitivities, whereas other (link-level) data sources do not.  

This led to the insight that sensitivities for observed link flows and link states may be omitted 

altogether, which reduced the number of the required evaluations of equation (6.29) for 

application on the BBMB model by more than 95%. 

Secondly, reducing the problem sizes for steps 2 through 6 in subsection 6.3.2, upper bounds 

on od demands are set to �̅� = 𝟐𝐃𝟎 (subsection 6.5.1), reducing the number of links considered 

by 98.9%. Although this reduction proved sufficient for the application presented, the solution 

space may be widened, and/or the problem size number be further reduced by setting the upper 

bounds per OD pair allowing to combine absolute values and values relative to the prior 

demand.  

Thirdly, not indicated earlier, the problem size in the upper level (steps 3 through 6 in subsection 

6.3.2) is reduced by only including paths and OD pairs that use links with observed flow, state 

or queuing delay data. For the application on the BBMB model, this reduces the number of OD 

pairs considered from 1.58 million to 1.51 million (a reduction of 4%).  

6.6 Conclusions, discussion and further research 

In this paper, an efficient solution method for the matrix estimation problem is presented using 

a SCCTA model which combines the favorable properties of SCRTA and DCSTA models. The 

solution method allows for inclusion of route queuing delays and congestion patterns besides 

the traditional link flows and prior demand matrix, which is novel to the best of our knowledge. 

The proposed solution method uses response functions constructed from sensitivities on node 

level to solve a series of simplified optimization problems in the upper level, thereby avoiding 

costly additional assignment model runs of the lower level. Link state constraints are added to 

prevent usage of approximations outside their valid range as well as to include observed 

congestion patterns. The proposed solution method is robust, tractable and reliable because 

conditions under which a solution to the simplified optimization problem exist are known and 

because the problem is convex and has a smooth objective function. 

Four test case applications on the small Sioux Falls model where conducted, each consisting of 

100 runs with varied prior OD demands for robustness. These applications demonstrate the 

inclusion of observed congestion patterns and that adding sensitivities to the response function 

leads to more accurate results and slightly less computation time required.  

Addition of queuing delays proved to be the biggest challenge, as these operate on the level of 

individual turning movements, and are therefore, contrary to link flows and link demands, not 

stabilized by the flow maximization property of the node model. This increases the likelihood 
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that discontinuities in 𝛂𝑛(𝐓𝑛) are crossed during estimation. This caused 9/100 runs with 

queuing delays to not converge, but algorithmic enhancements (nudging and lowering the 

minimum capacity surpluses on specific link state constraints) resolved this problem, 

decreasing the number of non-converging runs to only 1. 

The proposed solution method yields 99 converging runs whereas analysis shows that the single 

non-converging run is caused by a prior OD Demand matrix from which the SUE route choice 

probabilities cause incompatibility between two datapoints. In practice such inconsistencies can 

easily be detected and removed. 

In addition to the Sioux Falls results, a large scale application on the BBMB model was 

conducted. Results show that when using its problem size reducing features, the solution 

method is indeed capable of solving large scale problems within feasible calculation time and 

while doing so, it attains lower deviations on all objective function components compared to 

the reference method.  

6.6.1 Discussion 

Although this paper shows the potential for SCCTA model in the context of travel demand 

matrix estimation, use of this type of assignment model is still very limited. Apart from STAQ 

(used in this paper), all SCCTA models of which the authors are aware of (Bakker et al., 1994; 

Bell, 1995; Bifulco and Chrisalli, 1998; Bundschuh et al., 2006; Köhler and Strehler, 2012; 

Lam and Zhang, 2000; Smith, 2012, 1987) are not directly suitable for two reasons. Firstly, 

they use link exit capacities that constrain flow through a link only at the downstream end of 

the link, thereby unrealistically modelling queues inside the bottleneck links contrary to 

upstream of the bottleneck. Secondly, all these models lack a node model satisfying the 

requirements posed by (Tampère et al., 2011). Fortunately, research on SCCTA models and its 

more advanced sibling SCSCTA models that adds storage constraints is still ongoing (Bliemer 

and Raadsen, 2019; Raadsen and Bliemer, 2019b).  

The proposed solution approach is currently only applicable to SCCTA and SCRTA models as 

it solves a matrix estimation problem in which temporal correlations between model variables 

do not exist. Authors believe that the proposed solution approach would be extendible to the 

semi-dynamic capacity constrained case, where multiple time periods, each with its own 

stationary travel demand, are modelled and residual traffic is transferred in between (Bliemer 

et al., 2017) but do not believe that this approach is easily extendible to DTA context, as such 

models introduce temporal correlations. 

Because the way in which the proposed solution derives and uses the assignment matrix (�̂�(𝐃)) 
and its sensitivity (𝜕�̂�/𝜕𝐃) the approach is not dependent on conditions (if any) to which the 

assignment model results adhere. This was confirmed by test runs of the proposed method (not 

described in this paper for brevity) in which the SCCTA model was run for only one route 

choice iteration and test runs where the SCCTA model was run to equilibrium using the paired 

combinatorial instead of multinomial logit route choice model. This makes the approach 

suitable for application in a wide range of SCCTA model applications spanning from 

operational (disequilibrium) to strategic (equilibrium) and using any first order node model (see 

(Smits et al., 2015) for an overview of different node models proposed in literature).  

The link state constraints in this paper effectively stabilize the solution method by maintaining 

the state of potential bottleneck links. However, constraints in the node model actually operate 

on the turn level, and any constraint state switch causes a discontinuity in 𝛂𝑛(𝐓𝑛) (Brederode 

et al., 2014). This means that the link state constraints from subsection 6.2.3.3 are too simplistic 

as they do not specify the normative turning movement. However, refining link state constraints 

is not pursued any further for three reasons. Firstly, during development of the solution method, 

tests with constraints on turning movement have been conducted, showing that the turn 
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constraints in combination with fixed route choice probabilities constrain the simplified 

optimization problem too much, causing this version of the solution method to perform very 

poorly. Secondly, it has not proven to be a problem in any of the test case applications. Thirdly, 

deriving link state constraint values from observed data currently is already a challenge and 

deriving normative turning movements from some suitable data source would be even harder.  

To increase robustness of the test results, an almost infinite number of additional test 

applications could be defined by introducing different inconsistencies and variations in the data 

by e.g. perturbing around the ‘true’ observed flow and travel time values, change the set of 

observed links, congestion patterns and routes, change the level of demand in 𝐃𝑡𝑟𝑢𝑒, and vary 

the combinations of different observed types. This has not been described in this paper for two 

reasons. Firstly, authors feel that it is more useful to switch to true empirical data first (as done 

in section 6.5), to be sure that the correct range of input data is tested. Secondly, a multitude of 

test cases have been conducted in preparation of this paper, but due to limits to the length of a 

scientific paper only insights from those runs relevant to the four test case applications and the 

large network application have been used in subsections 6.4.5 and 6.5.3. 

Subsection 6.2.1.2 stated that, although incorrect in theory, omitting sensitivities in response 

functions appears to not be a problem in practice, which seems to withhold practitioners from 

using methods that include sensitivities. Authors suspect that this is the case because the 

sensitivities are relatively very small compared to the direct effect of changing OD demand. 

This is especially the case when an SCRTA assignment model is used assuming SUE 

conditions, as in such models only route choice sensitivities exist (the lack of capacity 

constraints implies flow acceptance factors are non-existent) and traffic is spread out over 

routes the most, dampening any effects of changed route choice.  

This same mechanism but then applied to flow acceptance factors is suspected to only partly 

explain why the added value of inclusion of sensitivities in the SCCTA context is very limited 

(compare results from testcases [LS+S] to [LS]). The other part of the explanation in SCCTA 

context was already discussed in subsection 6.5.3: the flow maximization property of the node 

model stabilizes link flows but does not stabilize turn flows. These hypotheses could be checked 

by comparing the effects of omitting sensitivities for the different types of observed data using 

an assignment model assuming stochastic user equilibrium conditions with an assignment 

model assuming all-or-nothing route choice behavior for both the SCRTA and SCCTA cases, 

but we leave this idea for further research. 

6.6.2 Future research 

In this section, recommendations for further research are described, in order of priority from 

the authors’ point of view.  

This paper shows that the proposed solution method converged in 99/100 test runs conducted 

on Sioux Falls, and that non-convergence occurs due to route choice probabilities being 

incompatible with some of the datapoints describing link flows and route queuing delays. This 

advocates for an extension to the solution method that accounts for sensitivities of the response 

function of route choice probabilities -just as the current method does for the response functions 

for link flows, queuing delays and congestion patterns- such that it can actively steer away from 

situations where route choice probabilities cause datapoints to become inconsistent. 

Although not yet applicable to real sized transport model networks, authors believe that in time 

static models that take both capacity and storage constraints into account (Bliemer and Raadsen, 

2020) will replace the role of SCCTA models in strategic transport model systems. Therefore, 

on the longer term, research into extension of the proposed solution algorithm to support storage 

constraints is desired. 

The mSSIM performance indicator used for OD matrix comparison in this paper is known to 

be sensitive to the way it is averaged. Based on literature, in this paper, averaging per matrix 
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row was chosen. Other aggregates might reveal different insights. Given this sensitivity, use of 

another performance indicator for OD matrix comparison is recommended. The mean 

normalized Levenshtein distance as proposed by (Behara et al., 2020) seems a promising 

alternative.   

 
A. APPENDIX: CONVEXITY 

A.1 Convexity and uniqueness of first part of the objective function 

To consider the first part of the objective function we look at problem (6.23) with 𝑤1 = 1, 𝑤2 =
0, 𝑤3 = 0.  To prove convexity of the first part of the objective function, we look at the Hessian 

(second partial derivatives to the OD demands), which is given by:  

𝜕

𝜕𝐷𝑟𝑠′

𝜕𝑓1
𝜕𝐷𝑟𝑠

=
𝜕2(∑ (𝐷𝑟𝑠 − 𝐷𝑟𝑠

0 )𝑟𝑠∈𝑅𝑆

𝜕𝐷𝑟𝑠𝜕𝐷𝑟𝑠′
= {0 ∀𝑟𝑠′ ≠ 𝑟𝑠

2 ∀𝑟𝑠′ = 𝑟𝑠
   ∀𝑟𝑠′, 𝑟𝑠 ∈ 𝑅𝑆 (45) 

Hence, in this case, the Hessian matrix |𝑅𝑆|𝑥 |𝑅𝑆| has value two on all elements of its diagonal 

and zeroes in all other cells, which means it is positive definite. Therefore, the first part of the 

objective function is strictly convex and since all constraints are linear inequalities, and as such 

form a closed convex set, problem (6.23) always has a unique solution when 𝑤1 = 1, 𝑤2 = 0, 

𝑤3 = 0). 

A.2 Convexity of second part of objective function 

To consider the second part of the objective function we look at problem (6.23) with 𝑤1 = 0, 

𝑤2 = 1, 𝑤3 = 0.  To prove convexity of the second part of the objective function, we look at 

the first order Taylor approximations of the link flows 𝑦𝑙(𝐃) which are linear functions of the 

form:  

𝑦𝑙(𝐃) = 𝑐𝑙 + 𝑏𝑙
𝑇𝐷 with 𝑐𝑙 ∈ ℝ, 𝑏𝑙 ∈ ℝ

|𝑅𝑆|. (46) 

As such, (𝑦𝒍(𝐃) − 𝑦�̃�)
2 is a quadratic function:  

(𝑦𝒍(𝐃) − 𝑦�̃�)
2 = (𝑏𝑙

𝑇𝐷)2 − 2𝑏𝑙
𝑇𝐷(𝑦�̃� − 𝑐𝑙)

2 (47) 

With corresponding Hessian matrix ∇2(𝑏𝑙
𝑇𝐷)2 = 2𝑏𝑙𝑏𝑙

𝑇 which is positive semidefinite. Indeed: 

𝐷𝑇𝑏𝑙𝑏𝑙
𝑇𝐷 = (𝑏𝑙

𝑇𝐷)2 ≥ 0 ∀𝐷 ∈ ℝ|𝑅𝑆|, (48) 

which means that the second part of the objective function in (6.23) is convex. This means that 

there is no unique solution for problem (6.23) when 𝑤1 = 0, 𝑤2 = 1, 𝑤3 = 0, but all local 

solutions are global minimizers.  

A.3 Convexity of third part of objective function 

To consider the third part of the objective function we look at problem (6.23) with 𝑤1 = 0, 

𝑤2 = 0, 𝑤3 = 1.  To prove convexity of the third part of the objective function, we look at the 

first order Taylor approximations of the queuing delays on route level 𝜏𝑝. Using the same 

reasoning as in A.2 it can be proven that its corresponding Hessian matrix is positive 

semidefinite which means that also the third part of the objective function in (6.23) is convex.  
 

B. APPENDIX: DISCONTINUITIES IN FLOW ACCEPTANCE FACTOR FUNCTION 

Because the node model adheres to strict link capacity constraints, a discontinuity in the 

relationship between OD demand and flow acceptance factors occurs whenever a change in 

demand causes a bottleneck to switch from an inactive to an active state or vice versa. To 
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illustrate this, consider the corridor network displayed in Figure 10 (top) where 𝐶1 = 3000, 

𝐶2 = 2000 and 𝐶3 = 1000 and the corresponding relations between demand on 𝑟𝑠 and flow 

acceptance factors (bottom left) and between demand on 𝑟𝑠 and link flows (bottom right). It is 

clearly visible that functions 𝛼23 and 𝑦3 are discontinuous at 𝐷𝑟𝑠 = 1000 (link 3 switches state) 

whereas functions 𝛼12 and 𝑦2 are discontinuous at 𝐷𝑟𝑠 = 2000 (link 2 switches state). The 

switch of state of link 2 at 𝐷𝑟𝑠 = 2000 causes a second discontinuity of 𝛼23(𝐷𝑟𝑠) due to the 

active bottleneck upstream, but the route based flow acceptance factor at link 3 (�̂�𝑝
3 = 𝛼12𝛼23) 

and thus 𝑦3 do not have such a discontinuity.  

  

 
Figure 10: corridor network (top), flow acceptance factors (left) and link flows as function of demand (right) 

From Figure 10 (right), it becomes apparent that elements in response function (6.4) become 

unresponsive to changes in demand whenever one or more upstream bottlenecks are active on 

the considered OD pair. This means that, in the upper level, these OD pairs cannot be used to 

directly influence flows downstream links, and as such become irrelevant. We therefore look at 

the sensitivity of link flows for different demand intervals in Table 6.3 and conclude that link 

3 can only be influenced when 𝐷𝑟𝑠 ≤ 1000, whereas link 2 can only be influenced when 𝐷𝑟𝑠 ≤
2000 and link 1 remains sensitive as long as 𝐷𝑟𝑠 ≤ 3000.  

Figure 10 (left) illustrates approximation for  𝜕𝛼23/𝜕𝐷𝑟𝑠 evaluated in point 𝐷𝑟𝑠 = 1500. Notice 

that because in this example and case 𝛼12 = 1, the turn demand 𝑇23 is equal to OD demand 𝐷𝑟𝑠, 
so translation from turn to route and OD level (subsection 6.3.2.3) is omitted in this example. 

Further note that the results in this example seem trivial, as they can be deduced by simply 

analysing the network, but this example is given as an introduction to the solution scheme 

described in subsection 6.3.2. A more complex case based on the numerical example described 

in (Tampère et al., 2011) is given in (Brederode et al., 2014).  

Demand interval Flow acceptance factors Sensitivity of link flows 

𝐷𝑟𝑠 𝛼23 𝛼12 
𝜕𝑦3(𝐷𝑟𝑠)

𝜕𝐷𝑟𝑠
 

𝜕𝑦2(𝐷𝑟𝑠)

𝜕𝐷𝑟𝑠
 

𝜕𝑦1(𝐷𝑟𝑠)

𝜕𝐷𝑟𝑠
 

𝐷𝑟𝑠 ≤ 1000 1 1 >0 >0 >0 
1000 < 𝐷𝑟𝑠 ≤ 2000 (1/2,1) 1 0 >0 >0 
2000 < 𝐷𝑟𝑠 ≤ 3000 ½ (2/3,1) 0 0 >0 

Table 6.3: turn based flow acceptance factors and sensitivity of link flows on corridor network for different 

demand intervals 

C. APPENDIX: APPROXIMATED SENSITIVITIES ON TURN LEVEL BREAKING CONVERGENCE 

This appendix describes the mechanism that causes discontinuities in 𝛂𝑛(𝐓𝑛) to be crossed 

during application of the proposed solution method. This may happen due to difference between 

the true function within the node model equation (6.8) and its linear approximate derived by 
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finite differences (see subsection 3.2.2) used in simplified optimization problem (6.23) applied 

in the upper level. 

Continuing the numeric example from appendix B, but now the domain of interest is limited to 

𝐷𝑟𝑠 ≤ 𝐶2. In this case 𝛼23(𝐓𝑛) = 𝛼23(𝐷𝑟𝑠) and the link state constraint (as defined in (6.18)) 

on link 3 may be written as: 

The two graphs in Figure 10 display 𝛼23(𝐷𝑟𝑠) for the case where link 3 is not constraining (left; 

𝐷𝑟𝑠 = 900) and constraining (right; 𝐷𝑟𝑠 = 1100), along with its linear sensitivity-

approximations 
𝜕𝛼23

𝜕𝐷𝑟𝑠
|
500

 and 
𝜕𝛼23

𝜕𝐷𝑟𝑠
|
1500

 and link state constraints assuming 𝛿3 = 0.95 (left) and 

𝛿3 = 1.05 (right).  

 
Figure 11: 𝜶𝟐𝟑(𝑫𝒓𝒔), sensitivity approximations and link state constraints for not constraining (left) and 

constraining (right) cases in reference situation with effective turn capacity equals 1000 pcu/h 

Consider a situation where this corridor network is just a part of a general network where 

demand on other OD pairs in the network has influence on the distribution of available supply 

of the outlinks of the node between links 2 and 3. Assume that the upper level solver changes 

the OD demand matrix such that the distribution of supply on the considered node in altered 

reducing the effective capacity of the turn from link 2 to link 3 to 750 pch/h. As displayed in 

Figure 12, this yields a shifted 𝛼23(𝐷𝑟𝑠) and different sensitivities, whereas the approximated 

sensitivities used in the simplified optimization problem are not updated. This means that in 

both cases the link state constraint is still satisfied, but   

1. In the non-constraining case (Figure 12, left), the upper level uses an approximated 

sensitivity of zero, whereas it has become negative. This occurs in 6 runs of test case 

[+LS+S+QD] and breaks convergence. In the test case applications in subsection 6.4.4 this 

is prevented by lowering 𝛿𝑗 to 0.9 on the considered outlinks. In this theoretical example 

𝛿𝑗 should be lowered to 0.75 or lower;  

2. In the constraining case (Figure 12, right), the upper level assumes a slightly more negative 

sensitivity than its non-approximated counterpart. This probably occurs in some runs in 

some test cases in subsection 6.4.4, but does not break convergence, as the gradient 

information correctly assumes the sensitivity to remain smaller than zero (albeit that the 

approximate value is slightly off). 

𝜒3(𝐷𝑟𝑠 − 𝛿3𝐶3) ≤ 0. (49) 



Chapter 6 – Travel demand matrix estimation for strategic road traffic assignment models with strict … 145 

 

 
Figure 12: 𝜶𝟐𝟑(𝑫𝒓𝒔), sensitivity approximations and link state constraints for not constraining (left) and 

constraining (right) cases when effective turn capacity is reduced to 750 pcu/h 

Now assume that the upper level solver changes the OD demand matrix such that the 

distribution of supply on the considered node in altered increasing the effective capacity of the 

turn from link 2 to link 3 to 1250 pch/h25. As in cases 1 and 2, this yields a shifted 𝛼23(𝐷𝑟𝑠) 
whilst still satisfying the link state constraint, but 

3. In the non-constraining case (Figure 13, left), the approximated sensitivity of zero used in 

the upper level remains correct. This probably occurs in some runs in some test cases in 

subsection 6.4.4, but it does not break convergence. 

4. In the constraining case (Figure 13, right), the upper level assumes a negative sensitivity , 

whereas it has become zero. This apparently does not occur in the test cases in subsection 

6.4.4, or at least not to the extent that it breaks convergence. However, this mechanism is 

likely to break convergence.  
 

 
Figure 13: 𝜶𝟐𝟑(𝑫𝒓𝒔), sensitivity approximations and link state constraints for not constraining (left) and 

constraining (right) cases when effective turn capacity is increased to 1250 pcu/h  

Currently, it is unknown why the first case breaks convergence in the test case applications 

whereas the fourth test case does not (or does not occur). This is left for further research.  

  

 
25 This is not possible in the corridor network, because the turn capacity would be higher than the 

capacity of its outlink, but in a general network, the effective turn capacity can increase due to a change 

in the distribution of supply on a node, which is the mechanism that this example illustrates. 
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Chapter 7 
 
Conclusions, implications and discussion  

In this thesis, the development, implementation, testing and large scale applications of a new 

static and a new semi-dynamic capacity constrained TA model, as well as a travel demand 

estimation methodology that uses the SCCTA model are presented. Both TA models where 

developed to provide better accuracy in congested conditions compared to the SCRTA models 

that are the most widely used strategic TA models to date. The travel demand estimation 

methodology allows to include observed travel times, congestion patterns and observed flows 

affected by upstream bottlenecks (besides unaffected flows), which are all unique features in 

the large scale strategic context.  

Besides these methodological contributions, this thesis also positions the two developed TA 

models and the travel demand estimation method in the field. For the TA models, a theoretical 

framework was developed that classifies all macroscopic first order TA models in terms of a 

genetic code with three genes and nine nucleotides consisting of four spatial, three temporal, 

and two behavioural assumptions. For demand estimation methods, a conceptual framework 

was developed that distinguishes four types of observed flow values based on how they are 

affected by active bottlenecks. Using this framework, three SCCTA model based solution 

strategies are identified and assessed by comparison to current SCRTA model based practice.  

The remainder of this chapter draws conclusions on the SCCTA model (section 7.1), its semi-

dynamic counterpart (section 7.5) and the travel demand estimation method (section 7.2) and 

concludes with implications for current and future strategic transport model systems (section 

7.3) and a discussion (section 7.4).  

7.1 Conclusions on the SCCTA model STAQ  

Based on the comparison of the SCCTA model STAQ with STA and DTA models from Chapter 

3 we conclude that STAQ possesses all of the desired properties for application on large scale 

strategic transport models with congested networks. Below, conclusions per model property are 

drawn, referring to the TA model related criteria from Table 1.2. 

With respect to accountability (S7) and tractability (S8), it was shown that the different 

mechanisms that occur in a transportation network when applying STAQ can all be isolated and 

verified using only the law of flow conservation and the shape of the fundamental diagram, 

proving that tractability and accountability of STAQ are comparable to that of STA models and 

amply exceed that of DTA models. 

With respect to model accuracy (R1), we conclude that, contrary to STA models, STAQ 

successfully detects and models flow metering and spillback effects of primary bottlenecks, but 

may overlook bottlenecks that are activated due to second-order and lane-distribution effects. 

STAQ allows for assignment of different vehicle classes and the junction modelling component 

allows application on both urban roads as well as motorways.  

Based on analysis of twelve different model variations on seven large scale strategic transport 

models of largely congested regions (R2) we conclude that STAQ with spillback in the last 

iteration, full junction modelling and the self-regulating averaging scheme proved to be the 

optimal variation, providing sufficient realism while adhering to UE conditions (S1) within well 

acceptable calculation times (R3) ranging from 23 minutes up to 14 hours on a regular desktop 

pc (Core I7-950 3.07 Ghz). Being a macroscopic TA model (S3), STAQ does not contain 
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randomness (S2), thus satisfying all stability criteria. A limitation of the optimal model variant 

is that spillback effects are not included in the route choice behavior. It is possible to add these 

effects, but at the expense of convergence to UE conditions. 

STAQ needs little extra input compared to STA models (S6), but its strict capacity constraints 

put emphasis on the required level of precision and accuracy of the input data. Most importantly, 

the definition of the study period and the level of stationary demand in the matrices should be 

consistent and the strict capacity constraints require more accurate capacity values on links and 

junctions to be coded as a single node.  

Based on the above, we conclude that STAQ is a viable alternative to capacity restrained TA 

models, providing more accuracy whilst maintaining low complexity and sufficient stability. 

This makes the model suitable for applications where both static capacity restrained and 

dynamic TA models may fail: strategic applications on large-scale congested networks. 

7.2 Conclusions on the travel demand estimation method 

Chapter 6 presents an efficient solution method for the offline matrix estimation problem using 

STAQ (thus satisfying criterion S5 from Table 1.2). It allows for inclusion of observed route 

queuing delays and congestion patterns besides the traditional link flows and prior demand 

matrix, which is novel to the best of our knowledge. It thus satisfies criterion R4 from Table 

1.2. It can also interpret and use observed flows affected by upstream bottlenecks, besides 

unaffected flows.  

The proposed solution method uses response functions constructed from sensitivities on node 

level to solve a series of simplified optimization problems, thereby avoiding costly additional 

TA model runs. Link state constraints are added to prevent usage of approximations outside 

their valid range as well as to include observed congestion patterns. The proposed solution 

method is robust, tractable and reliable because conditions under which a solution to the 

simplified optimization problem exist are known and because the problem is convex and has a 

smooth objective function (S4). Although not described in Chapter 6 and not yet tested in 

practice, the gradient information that is explicitly calculated within the proposed travel demand 

estimator can be used to identify data inconsistencies (R5) by looking for OD pairs that have 

gradient values with a different sign for different datapoints.  

Test case applications on the small Sioux Falls model demonstrated that the inclusion of 

observed congestion patterns and the addition of sensitivities to the response function leads to 

more accurate results and slightly less computation time. Addition of queuing delays proved to 

be the biggest challenge, as these operate on the level of individual turning movements, and are 

therefore, contrary to link flows and link demands, not stabilized by the flow maximization 

property of the node model. This increases the likelihood that discontinuities in the response 

functions are crossed during estimation. Algorithmic enhancements (nudging and lowering the 

minimum capacity surpluses on specific link state constraints) resolved this problem. 

A large scale application on the large-scale strategic transport model of Noord-Brabant model 

demonstrated that using its problem size reducing features, the solution method is indeed 

capable of solving large scale problems within feasible calculation time and while doing so, it 

attains lower deviations on all objective function components compared to the reference method 

that used a (less advanced) SCCTA-based model based solution strategy in the conceptual 

framework from Chapter 5.  

7.3 Implications 

The combination of STAQ (Chapter 3) and the travel demand estimation method (Chapter 5) 

in their current form allows for deployment of a new generation of strategic transport model 
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sytems that, for the first time, are suited for application on large scale, structurally congested 

networks consisting of both highways and urban roads and for different road user classes, whilst 

maintaining the (low) complexity and (high) stability levels required for strategic applications. 

The improved accuracy of STAQ compared to SCRTA model outcomes causes large effects in 

terms of societal benefits of policy measures (subsection 3.4.2.3). This demonstrates that 

changing from capacity restrained TA models to capacity constrained TA models has 

substantial effects on the outcomes of a cost benefit analysis for networks with structural 

congestion.  

Building upon this new generation of strategic transport model systems, an extension of the 

travel demand estimator to handle multiple time periods would be straightforward from a 

methodological point of view (Chapter 5). If such extension would be implemented and 

combined with the semi-dynamic version of STAQ (Chapter 4), it would yield a transport model 

system in which demand can be estimated using observed flows, delays and congestion patterns 

on any temporal aggregation level, ultimately leading to continuous (24 hour) estimation. 

Besides providing the building blocks for new generations of strategic transport model systems, 

the software and methods developed in this thesis can also be used to incrementally improve 

current strategic transport model systems, as described below.  

The presented SCCTA-based travel demand estimation method (Chapter 6) allows to directly 

use measured link flows, thereby removing the need to estimate link demands and use these as 

input (as required for SCRTA based estimation methods). This means that compared to SCRTA 

model based estimation methods, the presented method is much more transparent and less input 

sensitive, resulting in better tractability, comparability and transferability of the estimation 

process. This greatly reduces lead times for application of the estimation method, whilst 

delivering better accuracy (subsection 5.4.2 contains further elaboration on this topic). 

Another potential incremental improvement to current strategic transport model systems is that 

the inclusion of observed queuing delays in the presented travel demand estimation method 

reduces the under-specification of the mathematical problem that it solves. This reduces 

differences between different application instances of the demand estimation method, thereby 

increasing consistency in estimation results for different instances. This ensures similar quality 

of results when e.g. updating the base year of a transport model system, or comparing base year 

outcomes of two different transport models systems.  

Finally, the shift from the static capacity restrained to more advanced TA models has 

implications for policy makers as well. As shown in subsection 3.4.2.3, the addition of capacity 

constraints to the TA model (Chapter 3) has substantial effects on the outcomes of cost benefit 

analysis for study areas with structural congestion. On top of that, the relaxation of the empty 

network assumption that leads to the semi-dynamic version of STAQ (Chapter 4) causes large 

increases in collective losses compared to its static capacity constrained counterpart (up to 76% 

in peak periods; subsection 4.4.3.2). It is therefore very likely that the empty network 

assumption in static TA models (both capacity restrained and capacity constrained) influences 

(policy) decisions based upon queue size and delay related model outcomes on congested 

networks.  

7.4 Discussion 

This section discusses more subjective findings by the author on strategic TA models 

(subsection 7.4.1), strategic travel demand estimation (subsection 7.4.2) and the gap between 

scientific research on methodologies for strategic transport model systems (such as this thesis) 

and methods currently used by practitioners (subsection 7.4.3).  
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7.4.1 On traffic assignment models in strategic transport model systems 

Based on the applications of the static and semi-dynamic TA models in subsections 3.4 and 4.4 

the author concludes that semi-dynamic capacity constrained TA models are currently the most 

capable models (Figure 2.2) that still possess the stability and complexity properties required 

for the strategic application context (Table 1.2).  

The author argues that the lack of stability in dynamic and/or storage constrained TA models is 

related to sensitivity of the cost function, summarized in its Jacobian, that contains sensitivities 

of route cost to changes in OD-demand for all route-OD-pair combinations that exist in the 

model system.  

With respect to TA models with storage constraints, stability is lost due to diagonal 

indominance of the Jacobian, which means that cost of some routes are more sensitive to 

changes in demand on other OD-pairs than to changes in demand on the OD-pair that uses the 

considered route. Diagonal indominance causes the mathematical problem to be solved by 

storage constrained TA models to be non-convex (Dafermos, 1980), which means that it no 

longer has a unique solution. Because the averaging schemes employed here (MSA and SRA, 

subsection 3.2.4.3) were designed to solve the convex (deterministic and stochastic) UE 

problems described in (Beckmann et al., 1956) and (Fisk, 1980) they no longer work for non-

convex storage constrained TA models. Alternative algorithms to enforce convergence for this 

type of problem do exist (Dafermos, 1980; Florian and Spiess, 1982; Lawphongpanich and 

Hearn, 1984), but unicity is lost and computational efficiency is relatively low. Note that 

diagonal indominance may also occur in TA models without storage constraints due to 

application of junction modelling (subsection 3.2.3.3) or even only the node model in capacity 

constrained TA models (subsection 3.2.3.2), but based upon the numerous applications 

conducted, this seems to be rarely the case in practice. This, in combination with the shift from 

focus from static to dynamic TA models might be the reason why research on these alternative 

algorithms seems to have stalled. 

With respect to dynamic TA models, stability is lost due to their relatively sensitive (implicit) 

route cost function because these models employ short time periods from which all network 

conditions are transferred. As illustrated in the example in subsection 4.4.2, this causes much 

larger variablility in network conditions compared to static and semi-dynamic TA models that 

employ longer time periods and do not transfer traffic conditions or only transfer residual 

demand. It is expected that this problem can to some extent be solved by more enhanced 

algorithms (Brederode et al., 2016b describes a first attempt from the author), but at the cost of 

computational efficiency.  

Note that almost all dynamic TA models used in practice also are storage constrained, hence 

suffering from both causes of instability. This yields insufficient stability and computational 

efficiency for application in the strategic context. 

7.4.2 On matrix estimation methods for strategic transport model systems 

When authorities decide to shift from a static capacity restrained to a static or semi-dynamic 

capacity constrained TA model, the assignment model no longer assumes that flow on all links 

is unaffected by active bottlenecks (subsection 5.1.2). The introduction of capacity constraints 

therefore requires a different solution method for travel demand estimation, as the relationship 

between OD demand and link flows is no longer strictly monotonic.  

Current practice (subsection 5.2.2) is to maintain a matrix estimation method designed for 

capacity restrained TA models, but feed it with unconstrained link demand values estimated 

from the observed flows in a preprocessing step. The author strongly advices against this, as 

preprocessing methods assume general (exogenous) relationships between link demands and 

link flows that differ from the relationships calculated by the assignment model taking local 

(modelled) network conditions into account. This yields estimation results that fit well to the 
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preprocessed link demand estimates, but, after application of the capacity constrained TA 

model, fit poorly to the observed link flows.  

To improve the fit, in practice, manual changes to the link demand estimates are conducted in 

an iterative fashion, causing high and uncertain lead times for projects including OD demand 

matrix estimation with only reasonable outcomes (subsection 5.4.2). Instead, the author advises 

to shift to a travel demand estimation method that makes use of the additional information which 

allows for direct estimation on observed link flows. Preferably, the estimation method from 

Chapter 6 (corresponding to method 3 from Chapter 5) is used, because compared to methods 

1 and 2, it provides greater accuracy and faster convergence, removes the need to set a sensitive 

weight parameter on demands on bottleneck links and supports observed congestion patterns 

and travel times as additional input data types (section 5.5)26.  

Note that a shift to semi-dynamic capacity constrained TA models does not necessarily require 

a different travel demand estimation methodology, as long as travel demand is sequentially 

estimated for subsequent time periods. However, to include observed flows, delays and 

congestion patterns on any temporal aggregation level, (expected minor) extension of the 

method from Chapter 6 is required. This is left for further research.   

As travel demand estimation using dynamic TA models involves spatio-temporal lag and 

assignment matrices with high dimensionality, authors argue that for such cases, research 

should focus on methods that do not rely on explicit assignment matrix and gradient calculation 

such as SPSA (e.g., Qurashi et al., 2020), the Kalman Filter (e.g., Castiglione et al., 2021) or 

the meta model approach from (Osorio, 2019b), hence steer away from the method presented 

in Chapter 6. 

7.4.3 On bridging the gap between scientists and practitioners 

All methodological advances presented in this thesis have been developed with practical 

applications in mind. This means that this thesis represents only part of the research output, the 

software implementations of STAQ, its semi-dynamic counterpart and the demand estimation 

method are an equally, if not more important result. At the time of writing, STAQ is included 

in OmniTRANS transport planning software and is used in eight different Dutch strategic 

transport model systems27, while its semi-dynamic counterpart and the travel demand 

estimation method have already successfully been applied in pilots on full scale Dutch strategic 

transport model systems.  

The author noted that during the last decades, besides steady advances on the route choice sub-

model (Figure 2.1) for static capacity restrained TA models (Perederieieva et al., 2015 provides 

an overview), academic research has shown little development on the network loading 

submodel of strategic TA models. Instead, focus has been on dynamic storage and capacity 

constrained TA models and their application in the on-line / operational (and sometimes 

tactical) context. The author argues that this research may help to put more focus on 

development of the network loading submodels of strategic TA models for the following two 

reasons.  

• Over the last decades, classification of macroscopic TA models has mainly been done using 

temporal interaction assumptions (static vs dynamic) and behavioral interaction 

assumptions (all or nothing vs equilibrium); see e.g. (Cantarella et al., 2019; Cascetta, 

2009). In general, spatial interaction assumptions were only implicitly associated with 

temporal interaction assumptions: static implied a capacity restrained TA model whereas 

 
26 Note that subsection 5.4.5 mentions scalability issues which have already been resolved (as shown by 

the application in Chapter 6) 
27 The five strategic regional models in the province of Noord-Brabant, the strategic regional models of 

Overijssel and Arnhem/Nijmegen, and the tactical model of The Hague. 
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dynamic implied a capacity and storage constrained TA model. Because of this, 

practitioners and academics have been largely unaware of intermediate (conceptual) model 

classes, including the static and semi-dynamic capacity constrained TA models presented 

in Chapter 3 and Chapter 4.  

• Given the stability required for strategic application and the lack of (known) alternatives 

described in previous bullet, accuracy of capacity restrained TA models might have been 

considered good enough. The author argues that this reasoning is no longer valid, as this 

thesis has shown that capacity constrained TA models improve accuracy on the effects of 

active bottlenecks and residual traffic (subsections 3.4.2 and 4.4.3 respectively), whilst 

maintaining stability. On top of that, Chapter 6 demonstrates that capacity constrained TA 

models allow to include data on observed queuing delays and congestion patterns into travel 

demand estimation.  

The author argues that the frameworks presented in chapters 2 and 5 play an important role for 

adoption by practitioners of the methodological advances from chapters 3, 4 and 6. These 

frameworks can be used to aid practitioners to find a suitable modelling approach given their 

functional requirements, but also help to avoid confusion due to ambiguous (ab)use of 

terminology. Examples of such ambiguities are the use of the term quasi-dynamic (mostly used 

for static TA models with capacity and/or storage constraints, see subsection 2.2.2), the 

simplistic division of TA models mainly using only temporal interaction assumptions (first 

bullet in previous paragraph) and, less directly related to this research, the loose definitions of 

the different types of disaggregated and microscopic travel demand models (see e.g., Vovsha, 

2019 and references therein).  

Finally, the author acknowledges that the ongoing transition from the ‘predict and provide’ to 

the ‘vision and validate’ paradigm behind transport policy making reduces the importance of 

stability, as in the ‘vision and validate’ paradigm, uncertainty regarding the future of transport 

is seen as an opportunity for transport policymakers to play a part in shaping future society 

rather than a threat to the more reactive (‘predict and provide’) approach that responds to trends 

(Lyons and Davidson, 2016). This loosely corresponds to practitioners stating that the need for 

strategic TA models with sufficient accuracy and stability will remain, but focus of 

development should be on reduction of uncertainty in reference models (by use of more data 

driven modelling and more person- and household segments), whilst increasing computational 

efficiency to allow generation of large numbers of (uncertain) forecasts to sketch plausible 

policy paths within the vision and validate paradigm (Clerx, 2022; de Graaf, 2021; Hofman, 

2018; van Vuren, n.d.). The author supports this transition and acknowledges the altered role 

of strategic transport model systems therein. 

7.5 Conclusions on the semi-dynamic version of STAQ 

The semi-dynamic version of STAQ presented in Chapter 4 is a straightforward extension of 

STAQ that effectively removes the empty network assumption, yielding a TA model that is 

more accurate than its static counterpart whilst still maintaining all properties discussed in 

section 7.1, except for the computational requirements (R3). Depending on the number and 

duration of the periods defined for the semi-dynamic TA model, calcultion times may exceed 

the criterion of 16 hours (R3). 

To the best of the authors knowledge, Chapter 4 describes the only semi-dynamic TA model 

that places vertical queues at the correct location (on the upstream node of the link affected by 

capacity constraint(s)) and also removes flow downstream from bottlenecks as part of the 

assignment model. The solution algorithm consists of STAQ, set in a loop with a residual traffic 

transfer module. Collective losses and average delays on network, route and link level from the 

network operator’s perspective (quantifying delay within a time period) and the traveler’s 
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perspective (quantifying delay within a departure time period) are determined from cumulative 

in- and outflow curves as a post processing module.  

Comparison of the model outcomes to STAQ and its closest dynamic counterpart (Bliemer and 

Raadsen, 2019) shows that the size and temporal distribution of queues and collective losses 

from the semi-dynamic and dynamic TA models are very similar, but that the spatial 

distribution is different as the former model ignores spillback. Furthermore, it shows that the 

static version of STAQ does not resemble the other two models on size, temporal nor spatial 

distribution of queues and collective losses.  

With respect to model stability, the comparison showed that stability is maintained from STAQ 

to its semi-dynamic version (reaching the required 1E-04 duality gap threshold), whereas it is 

broken for the dynamic TA model (it does not reach the required duality gap threshold).  

With respect to model scalability, the semi-dynamic TA model in its current (prototypical) form 

requires on average 51% more calculation time in time periods with queues, predominantly due 

to calculation time spent by the traffic transfer module. However, it is expected that the 

additional calculation time for the residual traffic transfer module could easily be reduced to 

less than 10% when its implementation would be merged with the assignment model code into 

a single code base. Authors argue that the additional calculation time is a worthwhile 

inconvenience to bear, given the substantial amount of collective loss being omitted by the static 

version of STAQ due to its empty network assumption. 
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Summary 

Strategic transport model systems are used to support decision making by assessing the long-

term impact of transport policies and land-use scenarios. This thesis focuses on traffic 

assignment (TA) models for road traffic within strategic transport model systems. TA models 

describe route choices of road traffic and the resulting traffic state on the network (i.e., traffic 

conditions, including congestion).  

There are two use cases for TA models in strategic transport model systems, both of which are 

subject of this thesis. The primary use case is the application of a strategic transport model 

system to evaluate (policy) scenarios. The secondary use case is the estimation of travel demand 

from observed network data, which is only conducted for a base year (reference scenario) when 

constructing a new (version of a) strategic transport model system.  

To facilitate fair comparison of model outcomes for different scenarios, user equilibrium (UE) 

conditions are imposed on strategic TA models outcomes. Because this requires an iterative 

approach, TA models are often the most computationally expensive component in strategic 

model systems. The above implies that for strategic TA models, there exists a clear trade-off 

between maximizing model accuracy and minimizing model complexity while ensuring model 

stability (i.e.: the satisfaction of UE conditions). 

The figure below summarizes the contents and coherence of the different chapters in this thesis 

along with the relationship to the research objectives. In context of the primary use case, the 

first research objective is to develop a strategic TA model with better accuracy in congested 

conditions compared to static capacity restrained TA models which are currently mostly used 

in strategic transport model systems. In context of the secondary use case, the second research 

objective is to embed this TA model in a travel demand estimation methodology that fuses data 

on observed flows, congestion patterns and (route) queuing delays. 

 
Figure: graphical thesis summary  



Summary 167 

 

A framework for classification of strategic macroscopic first order TA models 

To provide deeper understanding of the often implicit assumptions made in traffic assignment 

models and to aid strategic transport model users confronted with the trade-off described above, 

chapter 2 presents a theoretical framework that classifies all macroscopic first order TA models 

using concepts analogous to genetics in biology. When only considering equilibrium models, 

the framework uses two genes to determine the spatial capability (unrestrained, capacity 

restrained, capacity constrained, capacity and storage constrained) and temporal capability 

(static, semi-dynamic, dynamic) of TA models. The framework allows for comparing different 

models in terms of functionality, and paves the way for developing novel traffic assignment 

models. 

Static Traffic Assignment with Queuing (STAQ) and its semi-dynamic sibling 

Chapters 3 and 4 describe the development, implementation, testing and large-scale 

applications of a new static capacity constrained TA model called STAQ (chapter 3) and a semi-

dynamic version of this TA model (chapter 4). Both models solve explicitly formulated 

mathematical problems (a fixed point problem within a (series of) variational inequality 

problem(s)), from which an efficient solution algorithm is derived.  

Compared to the most commonly used static capacity restrained TA models, STAQ adds strict 

capacity constraints and hence modelling of queues. Additionally, its semi-dynamic sibling 

removes the assumption that the network is empty at the start of each assignment. Instead, it 

initiates with a network with traffic that it has transferred from residual queues from the 

previous time period.  

The tests and applications demonstrate that both TA models satisfy the stability and complexity 

requirements whilst, contrary to their capacity restrained counterparts, successfully model flow 

reduction and spillback effects of primary bottlenecks, albeit that spillback effects are not 

included in the route choice behaviour. Both TA models can be run including these effects, but 

at the expense of stability. Furthermore, both TA models still allow for simultaneous 

assignment of different vehicle classes and are suitable for application on both urban roads and 

motorways due to the inclusion of a junction modelling component.  

Application of STAQ and its semi-dynamic sibling on the large-scale strategic transport model 

of Noord-Brabant demonstrates that the addition of capacity constraints causes large differences 

in terms of collective losses and thus societal benefits of policy measures influencing travel 

times. This means that shifting from a capacity restrained towards a capacity constrained TA 

model has substantial effects on the outcomes of a cost benefit analysis for study areas with 

structural congestion. The applications also show that the empty network assumption in static 

models causes omission of up to ~75% of collective losses in busy periods, which makes it very 

likely that this assumption influences (policy) decisions based upon queue size and delay related 

model outcomes on congested networks.  

Chapters 3 and 4 demonstrate that STAQ and its semi-dynamic sibling are viable alternatives 

to static capacity restrained TA models, providing more accuracy on congested networks 

without reducing stability and without increasing input requirements, whilst keeping 

computational requirements to acceptable levels. This makes these models suitable for 

applications where both static capacity restrained and dynamic TA models may fail: strategic 

applications on large-scale congested networks. 

Solution strategies for travel demand estimation on congested networks 

Contrary to capacity restrained TA models, the capacity constraints in STAQ and its semi-

dynamic sibling directly influence observed link flow values both up- as well as downstream 

from active bottlenecks. In strategic transport models, this means that an observed link flow 

value is either unaffected, metered, partially metered or in queue due to active bottlenecks.  
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Flow observed on unaffected or partially metered links contain information about travel demand 

that can be directly used for travel demand estimation, whereas flow observed on links in queue 

is only useful when supplemented by observed link speeds or queue lengths. Flows observed 

on metered links only contain information on network supply and can therefore not be used for 

travel demand estimation. Data and sensitivity analysis on the transport model describing the 

most congested region of the Netherlands indicates that it is highly unlikely that more than 3% 

of observed link flows of any Dutch strategic transport model is flow metered, meaning that 

more than 97% contains information on travel demand.  

However, the capacity restrained TA model based solution strategy from current practice can 

only handle flow values that are unaffected by active bottlenecks (~34% of observed links). 

Therefore, current practice is to derive unconstrained link demand values from flows affected 

by active bottlenecks and then, instead of the actual observed flows, use these link demand 

values during matrix estimation. As such, the solution strategy from current practice exhibits 

poor tractability and robustness and does not integrate any information from the assignment 

model about the composition of routes on the observed links. 

In chapter 5, a conceptual framework for travel demand matrix estimation methods based upon 

the four types of observed flow values is presented. The framework is used to identify three 

novel static capacity constrained TA model based solution strategies for travel demand 

estimation that can also handle observations on partially metered links and links in queue and 

hence increases the proportion of usable observations from ~34% to ~97%. The three novel 

strategies are assessed by comparison to the solution strategy from current practice. The 

comparison demonstrates that the capacity constrained based methods are more tractable and 

robust and allow for usage of observed congestion patterns and travel times from (big) data 

sources. Furthermore, these methods reveal inconsistencies between model link capacities and 

observed congestion patterns and between count values, allowing the modeler to correct the 

model network and other matrix estimation input. 

Proposed travel demand estimation method 

Chapter 6 presents an efficient solution method for the matrix estimation problem using STAQ. 

The solution method allows for inclusion of route queuing delays and congestion patterns 

besides the traditional link flows and prior demand matrix whilst the tractability of STAQ 

avoids the need for tedious tuning of application specific algorithmic parameters. 

The proposed solution method solves a series of simplified optimization problems, thereby 

avoiding costly additional assignment model runs. Link state constraints are used to prevent 

usage of approximations outside their valid range as well as to include observed congestion 

patterns. The proposed solution method is relatively fast, scalable, robust, tractable and reliable 

because conditions under which a solution to the simplified optimization problem exist are 

known and because the problem is convex and has a smooth objective function.  

Four test case applications on the small Sioux Falls model are presented, each consisting of 100 

runs with varied input for robustness. The applications demonstrate the added value of inclusion 

of observed congestion patterns and route queuing delays within the solution method. In 

addition, application on the large scale BBMB model demonstrates that the proposed solution 

method is indeed scalable to large scale applications and clearly outperforms the method mostly 

used in current practice.   

Conclusions and implications 

The combination of STAQ and the proposed travel demand estimation method in their current 

form allows for deployment of a new generation of strategic transport model systems that, for 

the first time, are suited for application on large scale, structurally congested networks 
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consisting of both highways and urban roads and for different road user classes, whilst 

maintaining the (low) complexity and (high) stability levels required for strategic applications. 

The shift from static capacity restrained to the more advanced TA models presented in this 

thesis has implications for policy makers. The addition of capacity constraints in STAQ has 

substantial effects on the outcomes of cost benefit analysis for study areas with structural 

congestion. On top of that, removal of the empty network assumption in the semi-dynamic 

version of STAQ causes increases in collective losses of up to 76% in peak periods. This makes 

it very likely that the empty network assumption influences (policy) decisions based upon 

outcomes from static TA models on congested networks. 

From a methodological standpoint, it would be straightforward to extend the proposed travel 

demand estimator to handle multiple time periods. A combination of this extended version with 

STAQs semi-dynamic sibling would enable demand estimation on observed flows, delays, and 

congestion patterns at any temporal aggregation level, ultimately leading to continuous (24-

hour) estimation.  

Besides providing building blocks for new generations of strategic transport model systems, the 

software and methods developed in this thesis can also be used to incrementally improve current 

strategic transport model systems. The travel demand estimation method presented in chapter 

6 allows to directly use measured link flows, thereby removing the need to estimate link 

demands and use these as input (as in current practice). This means that compared to current 

practice, the presented method is much more transparent and less input sensitive, resulting in 

better tractability, comparability and transferability of the estimation process. This reduces lead 

times for application of the estimation method, whilst delivering better accuracy. 

This thesis provides another improvement to current strategic transport model systems by 

including observed queuing delays in the travel demand estimation method. This reduces the 

under-specification of the mathematical problem that it solves, leading to more consistent 

results. This ensures similar quality of results when e.g. updating the base year of a transport 

model system, or comparing base year outcomes of two different transport model systems. 

Discussion 

Based on the TA model applications in chapters 3 and 4, the author concludes that semi-

dynamic capacity constrained TA models are currently the most capable models that still 

possess the stability and complexity properties required for the strategic application context. 

Although TA models with storage constraints are more capable with respect to the spatial 

assumptions, they fail to satisfy the stability requirement as their (implicit) route-cost function 

can become more sensitive to changes in demand on other routes than to changes in demand on 

the considered route. Similarly, dynamic TA models are more capable with respect to the 

temporal assumptions, but fail to meet the stability requirement due to sensitivity of the route 

cost function as (all) network conditions are transferred between many short time periods. Being 

also storage constrained, the dynamic TA models used in practice suffer from both causes of 

instability. Based on literature and own research and application experiences, the author expects 

that both problems can be solved only to some extent by development of more enhanced 

algorithms, and at the cost of computational efficiency. 

The addition of capacity constraints in TA models requires a different solution method for travel 

demand estimation, as the relationship between OD demand and link flows is no longer strictly 

monotonic. Current practice circumvents this problem by feeding a traditional matrix estimation 

method with unconstrained link demand values estimated from the observed flows in a 

preprocessing step. The author strongly advices against this approach, as preprocessing 

methods assume general (exogenous) relationships between link demands and link flows. This 

yields estimation results that fit well to the link demand estimates, but poorly to the observed 

link flows. Therefore, in practice, manual changes to the link demand estimates are conducted 
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in an iterative fashion, causing high and uncertain lead times for demand matrix estimation 

projects with only reasonable outcomes. Instead, the author advises to shift to the proposed 

travel demand estimation method which allows for direct estimation on observed link flows and 

supports observed congestion patterns and travel times as additional input data types.  

A further shift to the semi-dynamic capacity constrained TA models would not require a 

different travel demand estimation methodology. Only when observed flows, delays and 

congestion patterns are to be included on varying temporal aggregation levels, (expected minor) 

extension of the proposed estimation method is required. This is left for further research. 

This thesis represents only part of the research output, the software implementations of STAQ, 

its semi-dynamic counterpart and the demand estimation method are an equally, if not more 

important result. At the time of writing, STAQ is included in OmniTRANS transport planning 

software and is used in eight different Dutch strategic transport model systems, while its semi-

dynamic counterpart and the travel demand estimation method have already successfully been 

applied in pilots on full scale Dutch strategic transport model systems.
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Samenvatting 

Strategische verkeersmodelsystemen zijn beslissingsondersteunende instrumenten die de 

verwachte lange termijneffecten van mobiliteitsbeleid en ruimtelijke scenario’s bepalen. Dit 

proefschrift richt zich op verkeerstoedelingsmodellen voor wegverkeer (‘toedelingsmodellen’) 

binnen strategische verkeersmodelsystemen. Toedelingsmodellen beschrijven de routekeuze 

van weggebruikers en daarmee de verkeerssituatie op het auto-netwerk. 

Toedelingsmodellen in strategische verkeersmodelsystemen spelen een rol in zowel de 

modeltoepassingscontext (waarin het verkeersmodelsysteem wordt gebruikt om (beleids-) 

scenario's te evalueren) als de modelbouw- (of actualisatie-) context waarin de vervoers-

vraagschatting op basis van o.a. waargenomen wegvakintensiteiten plaats vindt. Beide 

contexten zijn onderwerp zijn van dit proefschrift. 

Om modeluitkomsten voor verschillende scenario’s eerlijk te kunnen vergelijken moeten 

uitkomsten van strategische toedelingsmodellen voldoen aan de gebruikersevenwicht-condities 

van Wardrop. Omdat het rekenen onder deze condities een iteratieve aanpak vereist, zijn 

toedelingsmodellen vaak de meest rekenintensieve component van strategische verkeersmodel-

systemen. Het voorgaande impliceert dat een strategisch toedelingsmodel een compromis is 

tussen (maximaal) realisme en (minimale) complexiteit onder randvoorwaarde van stabiliteit 

(het voldoen aan evenwichtscondities). 

Onderstaande figuur vat de inhoud en samenhang van de verschillende hoofdstukken in dit 

proefschrift samen in relatie tot de onderzoeksdoelen. Het eerste onderzoeksdoel 

(modeltoepassingscontext) is het ontwikkelen van een strategisch toedelingsmodel wat effecten 

van filevorming beter beschrijft dan de ‘capaciteitsafhankelijke’ toedelingsmodellen die nu het 

meeste worden gebruikt in strategische verkeersmodelsystemen. Het tweede onderzoeksdoel 

(modelbouwcontext) is om het ontwikkelde toedelingsmodel in te bedden in een vervoersvraag-

schattingsmethode waarin waargenomen wegvakintensiteiten, congestiepatronen (koplocaties 

van files) en (traject-) vertragingen fuseert. 

 
Figuur: grafische samenvatting van dit proefschrift 
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Classificatie van strategische macroscopische eerste orde verkeerstoedelingsmodellen 

Om een beter begrip te krijgen van de vaak impliciete aannames in toedelingsmodellen en om 

gebruikers van strategische verkeersmodellen te helpen die geconfronteerd worden met het 

hierboven beschreven compromis, presenteert hoofdstuk 2 een theoretisch raamwerk dat alle 

macroscopische eerste orde toedelingsmodellen classificeert met behulp van concepten 

ontleend uit de genetica in biologie. Voor evenwichtsmodellen gebruikt het raamwerk twee 

‘genen’ om aannamen over de ruimtelijke interactie (onbeperkt, capaciteitsafhankelijk, 

capaciteit beperkt, capaciteit en dichtheid beperkt) en temporele interactie (statisch, semi-

dynamisch, dynamisch) van weggebruikers in toedelingsmodellen te definiëren. Het raamwerk 

maakt het mogelijk om verschillende modellen functioneel te vergelijken en maakt de weg vrij 

voor de ontwikkeling van nieuwe toedelingsmodellen. 

 

Static Traffic Assignment with Queuing (STAQ) en semi-dynamisch STAQ 

Hoofdstukken 3 en 4 beschrijven de ontwikkeling, implementatie, het testen en grootschalige 

toepassingen van een nieuw statisch capaciteitsbeperkt toedelingsmodel STAQ (hoofdstuk 3) 

en een semi-dynamische versie van STAQ (hoofdstuk 4). Beide modellen lossen expliciet 

geformuleerde wiskundige problemen op (een fixed point probleem binnen een (reeks) variatie-

ongelijkheidsproble(e)m(en)), op basis waarvan een efficiënt oplossingsalgoritme is afgeleid. 

De meeste strategische verkeersmodelsystemen gebruiken een statisch capaciteitsafhankelijk 

toedelingsmodel. Ten opzichte van dit modeltype voegt STAQ strikte capaciteitsbeperkingen 

toe en daarmee de modellering van wachtrijvorming. Daarbovenop laat de semi-dynamische 

versie van STAQ de aanname los dat het netwerk leeg is bij de start van elke toedeling. In plaats 

daarvan zijn resterende wachtrijen van de vorige tijdsperiode nog aanwezig. 

Toepassingen tonen aan dat beide toedelingsmodellen voldoen aan de stabiliteits- en 

complexiteitseisen terwijl ze, in tegenstelling tot hun capaciteitsafhankelijke tegenhangers, 

doorstroomreductie en terugslageffecten als gevolg van wachtrijvorming rondom primaire 

knelpunten modelleren. Om aan de stabiliteits-eis te voldoen worden de terugslageffecten alleen 

meegenomen in het routekeuzegedrag na (en niet tijdens) het bepalen van de 

evenwichtscondities. Beide modellen kunnen meerdere gebruikers- en/of voertuigklassen 

simultaan toedelen en zijn geschikt voor toepassing op zowel het stedelijk/regionale als 

hoofdwegennet omdat ze een kruispuntmodelleringscomponent bevatten.  

Toepassing van STAQ en semi-dynamisch STAQ op het grootschalige strategische 

verkeersmodelsysteem van de provincie Noord-Brabant laat zien dat het toevoegen van strikte 

capaciteitsbeperkingen grote verschillen veroorzaakt in voertuigverliesuren en dus 

maatschappelijke baten van beleidsmaatregelen die reistijden van weggebruikers beïnvloeden. 

Dit betekent dat de verschuiving van een capaciteitsafhankelijk naar een capaciteitsbeperkt 

toedelingsmodel substantiële effecten heeft op de uitkomsten van een kosten-batenanalyse voor 

studiegebieden met structurele filevorming. De toepassingen laten ook zien dat de lege netwerk 

aanname in statische toedelingsmodellen zorgt voor een onderschatting tot ca ~75% van de 

voertuigverliesuren in drukke periodes, wat het zeer waarschijnlijk maakt dat deze aanname 

(beleids-)beslissingen beïnvloedt die gebaseerd zijn op wachtrijomvang- en vertragings-

gerelateerde modeluitkomsten op netwerken waarin filevorming voorkomt. 

Hoofdstukken 3 en 4 laten zien dat STAQ en semi-dynamisch STAQ serieuze alternatieven zijn 

voor capaciteitsafhankelijke toedelingsmodellen. De STAQ-modellen bieden meer realisme op 

overbelaste netwerken, voldoen aan de stabiliteitscondities, handhaven de lage invoervereisten, 

terwijl de rekenvereisten op een aanvaardbaar niveau worden gehouden. Dit maakt de modellen 

geschikt voor toepassingen waarbij zowel statische capaciteitsafhankelijke als dynamische 

toedelingsmodellen het laten afweten: strategische toepassingen op grootschalige overbelaste 

netwerken. 
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Strategieën voor vervoersvraagschatting op netwerken met filevorming 

In tegenstelling tot in capaciteitsafhankelijke toedelingsmodellen, beïnvloeden infrastructurele 

capaciteitsbeperkingen in zowel de werkelijkheid als in (semi-dynamisch) STAQ de betekenis 

van waargenomen wegvakintensiteiten, zowel stroomopwaarts als stroomafwaarts van actieve 

knelpunten. Een waargenomen wegvakintensiteit is ofwel niet-beïnvloed, (doorstroom-) 

gereduceerd, gedeeltelijk gereduceerd of in de wachtrij van een actief knelpunt waargenomen.  

Intensiteiten die zijn waargenomen op niet-beïnvloede of gedeeltelijk gereduceerde wegvakken 

bevatten informatie die direct kan worden gebruikt voor de schatting van de vervoersvraag, 

terwijl in wachtrijen waargenomen wegvakintensiteiten alleen nuttig zijn als deze vergezeld 

zijn van waargenomen wegvaksnelheden of wachtrijlengtes. Waargenomen intensiteiten op 

volledig gereduceerde wegvakken bevatten alleen informatie over de infrastructurele capaciteit 

en kunnen daarom niet worden gebruikt voor het schatten van de vervoersvraag. Een data- en 

gevoeligheidsanalyse op het strategische verkeersmodelsysteem van Rijkswaterstaat dat de 

volledige Randstad beschrijft, laat zien dat het hoogst onwaarschijnlijk is dat meer dan 3% van 

de waargenomen wegvakintensiteiten in Nederland volledig gereduceerd is, wat betekent dat 

meer dan 97% informatie bevat over de vervoersvraag. 

De oplossingsstrategie uit de huidige praktijk gebruikt een capaciteitsafhankelijk toedelings-

model en kan daardoor alleen waargenomen intensiteiten gebruiken die niet beïnvloed zijn door 

actieve knelpunten (~ 34% van de waargenomen wegvakken). Daarom worden in de huidige 

praktijk zogenaamde ‘wensvraag’ waarden afgeleid voor alle door actieve knelpunten 

beïnvloede waargenomen wegvakintensiteiten om vervolgens deze ‘wensvraag’ waarden te 

gebruiken tijdens de vervoersvraagschatting. Deze oplossingsstrategie uit de huidige praktijk is 

daardoor moeilijk traceerbaar en weinig robuust. Bovendien gebruikt het geen informatie uit 

het toedelingsmodel over de verzameling van routes die gebruik maken van de bemeten 

wegvakken. 

Hoofdstuk 5 presenteert een conceptueel raamwerk voor vervoersvraagschattingsmethoden op 

basis van de vier soorten intensiteits-waarnemingen. Het raamwerk wordt gebruikt om drie 

nieuwe oplossingsstrategieën voor vervoersvraagschatting te identificeren, alle gebaseerd op 

een statisch capaciteitsbeperkt toedelingsmodel. Alle drie de strategieën kunnen gebruik maken 

van waarnemingen op gedeeltelijk gereduceerde wegvakken en wegvakken met een wachtrij, 

waardoor het aandeel bruikbare waarnemingen wordt verhoogd van ~34% naar ~97%. Een 

vergelijking van de drie nieuwe strategieën met de oplossingsstrategie uit de huidige praktijk 

toont aan dat de nieuwe strategieën transparanter en robuuster zijn en het gebruik van 

waargenomen congestiepatronen en reistijden uit (big) databronnen mogelijk maken. 

Bovendien onthullen deze methoden zowel kruislingse als onderlinge inconsistenties tussen 

gemodelleerde wegvakcapaciteiten, waargenomen congestiepatronen, waargenomen 

wegvakintensiteiten en waargenomen traject-vertragingen, op basis waarvan de modelleur het 

modelnetwerk en andere invoer voor de vervoersvraagschatting kan corrigeren. 

 

Een nieuwe vervoersvraagschattingsmethode op basis van STAQ 

Hoofdstuk 6 presenteert een efficiënte oplossingsmethode voor het matrixschattingsprobleem 

die gebruik maakt van STAQ. De oplossingsmethode kan gebruik maken van waargenomen 

(traject-)vertragingen en congestiepatronen naast de traditionele databronnen (waargenomen 

wegvakintensiteiten en een a priori vervoersvraagschatting). Doordat de methode een expliciet 

geformuleerd wiskundig probleem oplost is deze traceerbaar en transparant en hoeven er geen 

toepassings-specifieke parameters bepaald te worden. 

De nieuwe oplossingsmethode lost een reeks vereenvoudigde optimalisatieproblemen op, 

waardoor gebruik van het (relatief rekenintensieve) toedelingsmodel wordt geminimaliseerd tot 

één toepassing per iteratie. De oplossingsmethode bevat randvoorwaarden die de toestand van 

knelpunten in het netwerk (actief/ passief) vastzet, waardoor alleen in het domein binnen de 

oplossingsruimte waarin het vereenvoudigde optimalisatieprobleem geldig is wordt gezocht. 
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Deze randvoorwaarden worden ook gebruikt om waargenomen congestiepatronen te 

specificeren. De voorgestelde oplossingsmethode is relatief snel, schaalbaar, robuust, 

transparant en betrouwbaar omdat de omstandigheden waaronder een oplossing voor het 

vereenvoudigde optimalisatieprobleem bestaat bekend zijn en omdat het probleem convex is en 

een gladde doelfunctie heeft. 

Er zijn vier test-toepassingen op het (kleine) Sioux Falls-model uitgevoerd, elk bestaande uit 

100 runs met gevarieerde input voor robuustheid. De toepassingen tonen de toegevoegde 

waarde aan van het gebruik van waargenomen congestiepatronen en (traject-) vertragingen 

binnen de oplossingsmethode. Bovendien toont toepassing op het grootschalige provinciale 

model van de Provincie Noord-Brabant aan dat de methode inderdaad schaalbaar is voor 

grootschalige toepassingen en duidelijk beter presteert dan de methoden uit de huidige praktijk. 

 

Conclusies en implicaties 

De combinatie van STAQ en de nieuwe vervoersvraagschattingsmethode maakt voor het eerst 

de inzet van een nieuwe generatie strategische verkeersmodelsystemen mogelijk die geschikt 

zijn voor toepassing op grootschalige, structureel overbelaste netwerken op zowel snelwegen 

als stedelijke wegen en voor verschillende klassen weggebruikers, met behoud van de (lage) 

complexiteit en (hoge) stabiliteitsniveaus die nodig zijn voor strategische toepassingen. 

De verschuiving van statische capaciteitsafhankelijke naar de meer geavanceerde 

toedelingsmodellen modellen die in dit proefschrift worden gepresenteerd, heeft implicaties 

voor beleidsmakers. De toevoeging van capaciteitsbeperkingen in STAQ heeft substantiële 

effecten op de uitkomsten van kosten-batenanalyse voor studiegebieden met structurele 

congestie. Bovendien zorgt het wegnemen van de lege netwerk-aanname in de semi-

dynamische versie van STAQ voor een toename van de collectieve verliezen tot 76% in 

spitsperiodes in het verkeersmodelsysteem van de provincie Noord-Brabant. Dit maakt het zeer 

waarschijnlijk dat de lege netwerk-aanname van invloed is op (beleids-)beslissingen op basis 

van uitkomsten van statische toedelingsmodellen op overbelaste netwerken. 

Vanuit methodologisch oogpunt is de ontwikkelde vervoersvraagschatter eenvoudig uit te 

breiden zodat deze met meerdere tijdsperioden kan werken. Een combinatie van deze 

uitgebreide versie met semi-dynamisch STAQ zou de vervoersvraagschatting op basis van 

waargenomen wegvakintensiteiten, (traject-)vertragingen en congestiepatronen op elk 

temporeel aggregatieniveau mogelijk maken, ultimo leidend tot een continue (24-uurs) schatter. 

Naast het leveren van bouwstenen voor nieuwe generaties strategische verkeersmodelsystemen, 

kunnen de software en methodieken ontwikkeld in dit proefschrift, ook worden gebruikt om 

huidige strategische verkeersmodelsystemen stapsgewijs te verbeteren. De in hoofdstuk 6 

gepresenteerde vervoersvraagschattingsmethode maakt het mogelijk om direct gebruik te 

maken van waargenomen wegvakintensiteiten, waardoor het niet meer nodig is om vooraf 

zogenaamde ‘wensvraag’ te bepalen en deze als invoer te gebruiken (zoals in de huidige 

praktijk). Dit betekent dat de gepresenteerde methode in vergelijking met de huidige praktijk 

transparanter en minder inputgevoelig is, wat resulteert in een betere traceerbaarheid, 

vergelijkbaarheid en overdraagbaarheid van het schattingsproces. Dit verkort de doorlooptijden 

voor het toepassen van de schattingsmethode en levert tegelijkertijd een hogere kwaliteit op. 

Dit proefschrift biedt een verdere verbetering van de huidige strategische verkeersmodel-

systemen door waargenomen (traject-)vertragingen mee te nemen in de vervoersvraag-

schattingsmethode. Dit vermindert de onderspecificatie van het wiskundige probleem dat het 

oplost, wat leidt tot consistentere resultaten. Dit leidt tot een consistent kwaliteitsniveau van 

resultaten, waardoor tussen verschillende toepassingen beter vergelijkbaar zijn. Dit is relevant 

wanneer het basisjaar van een verkeersmodelsysteem wordt geactualiseerd of wanneer 

uitkomsten van verschillende verkeersmodelsystemen worden vergeleken. 
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Discussie 

Op basis van de toepassingen van toedelingsmodellen in hoofdstukken 3 en 4 wordt 

geconcludeerd dat semi-dynamische capaciteitsbeperkte toedelingsmodellen momenteel de 

meest realistische modellen zijn die nog voldoen aan de stabiliteit en complexiteits-eisen die de 

strategische toepassingscontext stelt. Hoewel dichtheidsbeperkte toedelingsmodellen 

realistischer zijn met betrekking tot de aannames over ruimtelijke interactie van reizigers, 

voldoen ze niet aan de stabiliteitseis omdat hun (impliciete) routekostenfunctie gevoeliger kan 

zijn voor veranderingen in de vraag op andere routes dan voor veranderingen in de vraag op de 

beschouwde route. Evenzo zijn dynamische toedelingsmodellen realistischer met betrekking tot 

de aannames over temporele interactie van reizigers, maar voldoen ze niet aan de 

stabiliteitsvereiste vanwege de gevoeligheid van de routekostenfunctie, aangezien in dit type 

model (alle) netwerkcondities tussen vele korte tijdsperioden worden overdragen. Omdat ze 

ook dichtheidsbeperkt zijn, hebben de dynamische toedelingsmodellen uit de praktijk last van 

beide oorzaken van instabiliteit. Op basis van literatuur, eigen onderzoek en 

toepassingservaringen verwacht de auteur dat beide problemen slechts deels kunnen worden 

opgelost door meer geavanceerde algoritmen, en ten koste zal gaan van rekenefficiëntie. 

De toevoeging van capaciteitsbeperkingen in toedelingsmodellen vereist een andere 

vervoersvraagschattingsmethode omdat de relatie tussen vervoersvraag enerzijds en 

wegvakintensiteiten anderzijds niet langer strikt monotoon is. De huidige praktijk omzeilt dit 

probleem door een traditionele vervoersvraagschattingsmethode te voeden met zogenaamde 

‘wensvraag’ waarden die in een voorverwerkingsstap worden bepaald op basis van de 

waargenomen wegvakintensiteiten. De auteur raadt deze benadering ten zeerste af, aangezien 

de methoden gebruikt in de voorverwerkingsstap uit gaan van algemene (exogene) relaties 

tussen vervoersvraag en wegvakintensiteit. Dit levert schattingsresultaten op die goed passen 

bij de ‘wensvraag’ waarden, maar slecht bij de waargenomen wegvakintensiteiten. Daarom 

worden in de praktijk handmatige wijzigingen aan de ‘wensvraag’ waarden doorgevoerd in een 

iteratief proces, wat leidt tot lange en onzekere doorlooptijden voor projecten met 

vervoersvraagschatting resulterend in slechts redelijke resultaten. In plaats daarvan adviseert 

de auteur om over te stappen op de voorgestelde vervoersvraagschattingsmethode, die direct 

gebruik maakt van waargenomen wegvakintensiteiten en ook congestiepatronen en (traject-) 

vertragingen kan verwerken. 

Een verdere verschuiving van statische naar de semi-dynamische capaciteitsbeperkte 

toedelingsmodellen vereist geen andere vervoersvraagschattingsmethode. Alleen wanneer 

waargenomen wegvakintensiteiten, (traject-)vertragingen en congestiepatronen op 

verschillende temporele aggregatieniveaus moeten worden meegenomen, is een (naar 

verwachting kleine) uitbreiding van de voorgestelde schattingsmethode nodig. Realisatie van 

deze uitbreiding is een aanbeveling voor toekomstig onderzoek.  

Dit proefschrift vertegenwoordigt slechts een deel van het onderzoeksresultaat, de software-

implementaties van STAQ, zijn semi-dynamische tegenhanger en de vervoersvraagschatter zijn 

een even belangrijk, zo niet belangrijker resultaat. Op het moment van schrijven is STAQ 

opgenomen in de OmniTRANS verkeersmodelleringssoftware van DAT.Mobility en wordt het 

gebruikt in acht verschillende Nederlandse strategische verkeersmodelsystemen. De semi-

dynamische versie van STAQ en de vervoersvraagschattingsmethode zijn al succesvol 

toegepast in pilots op grootschalige Nederlandse strategische verkeersmodelsystemen. 
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