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Abstract

Diagnostic imaging is a fundamental requirement for the effective treatment of about 25 % of patients
globally. Ultrasound imaging is considered the safest, least expensive and most convenient diagnostic
imaging modality. Its widespread adoption has been in the area of 2D imaging. However, the accu-
racy of diagnosis with 2D ultrasound imaging is highly dependent on the experience and expertise of
the sonographer because the sonographer has to mentally create a 3D impression from multiple 2D
images of the region of interest and this could lead to erroneous diagnosis. 3D ultrasound imaging ad-
dresses this concern, however, it drives up the cost of ultrasound imaging. Also, disadvantages such
as difficulty in taking quality images, prolonged time in learning how to effectively take these images and
human distress during the acquisition of these images have been reported. By leveraging the high level
of precision, accuracy and maneuverability provided by robotic systems in conjunction with low-end ul-
trasound imaging platforms, 3D ultrasound images can be captured, the problem of human distress
alleviated and subsequently reducing the cost of 3D ultrasound imaging. This project sought to explore
the feasibility of designing a low-cost 3D ultrasound robotic system. The design followed a distributed
system approach using ROS (Robotic Operating System) where the data acquisition decoupled from
the processing and visualization unit. The performance of the design was tested by constructing 3D
ultrasound images of custom made phantoms. These results were compared with 3D ultrasound im-
ages of the phantoms acquired using the Philips EPIQ 7 - a high-tier ultrasound machine. The results
obtained with this design had a low resolution in comparison with those obtained with the Philips EPIQ
7 however, a 3D point cloud representation of the object embedded in the phantom can be seen. Also,
a full 3D image of the phantom could not be acquired due the transducer movement limitations of the
design. This design successfully demonstrates the feasibility of integrating low-end electronics with
robotic systems to acquire 3D ultrasound images.

vi



1
Introduction

1.1. Ultrasound Imaging
Ultrasound (US) Imaging is an integral part of clinical imaging. Other imaging modalities such as X-ray,
magnetic resonance imaging (MRI) and computed tomography (CT) serve similar purposes in clinical
imaging, but compared to US imaging, it is safer, less expensive and more convenient. Additionally,
US obviates the exposure to radiations. These advantages have contributed to the increased atten-
tion US has received in recent years [1]. US are sound waves (vibrations) with frequencies above
the range of human hearing (> 20 𝑘𝐻𝑧). These waves have two main clinical applications: imaging
and therapy. The application of US in clinical imaging can be further classified into two categories:
diagnosis and guidance. US imaging provides valuable information to gain insight into the anatomy of
the human body to aid in the diagnosis of disease conditions. It has however, disadvantages, which
include the difficulty in taking quality images and interpreting these images and also the prolonged
time it takes to effectively learn how to take good US images. Intraopearative US allows surgeons to
have a real-time visualization of soft tissue anatomy during surgical procedures [2]. US-guided robotic
systems have been reported to minimize error bias and also minimize the degree of invasiveness in
comparison to conventional needle insertion techniques [3, 4]. Therapeutic US entails the deposition
of energy in a tissue to incite biological effects [5]. Therapeutic US has been employed to effectively
treat Meniere’s disease by destroying the vestibular nerve, and the treatment of Parkinson’s disease
by directing US beams to a specific tissue in the brain [5]. Other applications of therapeutic US include
high-intensity focused ultrasound (HIFU), lithotripsy, drug delivery, hemostasis and thrombolysis. As
promising as this application may sound, majority of the world’s population mostly in rural and remote
areas lack access to US imaging mainly due to cost and the lack of skilled sonographers [6]. This is a
major problem because diagnostic imaging is a fundamental requirement for the effective treatment of
25 % of patients globally [7]. 2D US imaging has been widely used for diagnostic purposes because
it can generate 2D images of the region of interest (ROI) in real-time [8, 9]. However, the accuracy

1



1.2. Ultrasound Robotic Systems 2

of diagnosis for example, is highly dependent on the experience and expertise of the sonographer or
the clinician [10]. This is because the human anatomy has a 3D representation and the clinician has
to mentally create a 3D impression of the 2D US image [10]. This strategy of mentally transforming
2D images into 3D can be time-consuming, less efficient and decisions made on this approach have
the tendency to be subjected to the expertise and experience of the sonographer which can lead to
erroneous diagnosis and misleading information for surgical planning and the delivery of therapy [10].
Additionally, most diagnostic decisions are based on the assessment of an organ or tumor volume.
2D US imaging techniques calculate the volume by measuring the height, width and length in only two
orthogonal views. This calculation assumes the organ or tumor under consideration as an ideal shape
and this is likely to lead to inaccurate conclusions [10]. Also, 2D US imaging is less favourable for
monitoring therapeutic procedures or performing progressive examination of a patient’s response to
treatment. The reason being the difficulty in determining the exact positioning of the transducer probe
to obtain a similar 2D plane of the anatomical site in comparison to previous examinations [10]. These
challenges have stimulated the development of 3D US imaging. 3D US imaging uses computational
tools to integrate 2D images to generate a 3D image of the ROI. 3D US imaging has the potential to
address the above mentioned challenges by providing clinicians the opportunity to gain a better un-
derstanding of the spatial anatomic relationship [1]. Additionally, real-time 3D US imaging improves
estimation accuracy by providing a volumetric representation of the ROI, and it alleviates the depen-
dency on the clinician’s expertise in interpreting 2D US images as 3D, thereby decreasing diagnosis
variability. 3D US imaging enables clinicians make diagnosis quickly, therefore eliminating the time
spent in mentally creating a 3D representation from a 2D image and it also fosters easy coordination
with the clinician during imaging [1]. Inasmuch as these advantages are desirable, 3D US is expensive
and it further increases the cost of imaging which is already not accessible to people in rural and remote
areas. There is therefore a need to explore and design alternative 3D ultrasound imaging systems to
reduce the cost of US imaging while not compromising the quality and safety of these systems.

1.2. Ultrasound Robotic Systems
The exploration of robotics in ultrasound applications begun two decades ago and it was fostered by the
advantages of robotic manipulators [11]. By using robotic manipulators in the acquisition of US images,
a level of accuracy, precision, maneuverability and dexterity that cannot be realised with conventional
ultrasound imaging techniques can be achieved [11]. Additionally, robots can effectively handle US
probes and trace the probes with a high level of precision that can lead to the generation of uniformly
spaced slides. This enables the generation of three-dimensional (3D) US imaging that is superior to
2D conventional techniques because 3D US volume construction involves the integration of 2D images
taken from different planes of the region of interest (ROI) with precisely known location and orientation
[11, 12]. Robotic systems have the ability to precisely track these locations and orientations. Robotic
systems unlike human beings, do not suffer human distress such as hand tremor which can result in the
fluctuation of forces applied during US imaging and laxity in concentration [11]. These advantages have
the potential of improving imaging acquisition and to spur new applications of both real-time and non
real-time ultrasound imaging. US robotic systems can also be guided by freehand and still achieve an
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appreciable level of precision. Another application of US robotic systems has to do with telesonography.
With telesonography, a remote telesonographer performs the examination by using robotic systems to
manipulate the US probe [11]. To effectively perform sonography, a specialized set of skills such as
probe positioning, orientation, and image interpretation is required. Also, sonographers visualize 3D
anatomy by mentally integrating 2D images. These skill-sets are not in abundant supply, especially the
number of trained sonographers are in short supply in remote locations [13]. This gives importance
to the area of telesonography as diagnostic imaging is a fundamental requirement for the effective
treatment of about 25 % of patients globally [7]. These systems have a master-slave configuration, the
slave-side imitates the movement of the master-side. The telesonographer controls the master-side
and these actions are translated to the slave-side. These telesonograhic robotic systems have been
primarily designed for diagnostic purposes, however, as promising as their prospects are, the amount
of research on their effectiveness and long-term significance is limited [7].

1.3. Focus of the Project
This work focuses on the design of a low-end 3D ultrasound imaging system using Capacitive Microma-
chined Ultrasound Transducers (CMUTs), a robotic arm and an electronic platform designed by Philips
Research for developing CMUT applications. Furthermore, packages which enable the real-time visu-
alization of 3D ultrasound volumes using the Robotic Operating System (ROS) is proposed. The main
contributions of this work are stated below

• ROS packages (a collection of scripts) that support the distributed acquisition and processing of
ultrasound signals.

• A prototype that acquires and displays real-time ultrasound point cloud volumes using a CMUT
phased array.

1.4. Thesis Organization
• Chapter 2 provides background information on the use of robotic arms in ultrasound imaging.
Relevant studies reported in literature on the three main application areas - guidance, diagnosis
and therapy are discussed.

• Chapter 3 describes the design concept. Various components that make up the entire system
are highlighted and their respective functions are defined. Finally, The mode of operation of the
entire system is described.

• Chapter 4 begins by showing and explaining how the prototype works. The results from signal
acquisition to the creation of a point cloud volume are presented.

• Chapter 5 discusses the results, challenges and the limitations of the prototype.

• Chapter 6 concludes the thesis with reflections on the relevance of the project and recommen-
dations for future designs.



2
Background Information

A literature review with a focus on robotic systems in ultrasound imaging has been conducted to high-
light their clinical relevance and impact on healthcare delivery. The results of the review have been
segregated into the three widespread application areas of robotic systems in ultrasound: guidance,
diagnosis and therapy.

2.1. Guidance
Liang et al. [14] developed an autonomous multiple core biopsy system guided by real-time 3D US and
operated by a robotic arm with 6 + 1 DOF (Degree of Freedom). The system incorporates the iARM
assistive robotic manipulator (Exact Dynamics B.V, Arnhem, The Netherlands) with a biopsy needle
and a US probe. The tip of the biopsy needle is attached to the needle on the probe as shown in
figure 2.1a [14]. The robot has three Cartesian coordinates and the three coordinates determine the
orientation (yaw, pitch and roll) of the robot’s gripper as shown in figure 2.1b [14]. The robot’s gripper
holds the transducer probe and is firmly secured by cable connections to ensure that the needle does
not diverge during biopsy. The US probe and the needle function like a clinical end firing US probe as
mostly observed in trans-rectal US-guided (TRUS) biopsy. Turkey breast models were used as tissue
models to test the system. The system was able to locate the phantom autonomously and insert the
needle rods for biopsy without human intervention. The results showed a success rate of about 93 %
which translates into 3 misses out of 40 attempts. The robotic system and the experimental setup are
shown in figure 2.1 [14].

Sen et al. [15] designed a cooperatively controlled robotic system for US-guided radiotherapy. Ra-
diotherapy utilizes ionizing radiation and this makes it unsafe for a clinician to hold the US probe during
the treatment session. The robotic system was designed to enhance patient setup and monitor the
intended target during radiotherapy. It has a force sensor that monitors and controls the applied force

4
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between the US probe and the patient.

(a) US probe and biopsy needle (b) Experimental Setup showing DOF

Figure 2.1: Autonomous Robotic Multiple-Core System

This recorded force enables reproducibility of the US probe placement. The robotic system has a 3-
DOF linear stage, a 6-DOF passive arm and a 2-DOF tip for manipulating the US probe. The robotic
system uses an optical tracking system to determine the position and orientation of the passive arm as
shown in figure 2.2a [15]. Animal studies were performed with the designed system using a canine. The
results of the study highlighted that the robotic system caused tissue deformation. However, it has the
potential to improve the reproducibility of the patient setup and soft tissue deformation during fraction-
ated radiotherapy. Figure 2.2b [15] shows the experimental setup with the canine. The same research
group Sen et al. [16] proposed a novel approach for US image feedback for use in image-guided ra-
diation therapy of soft-tissue targets. This system provides real-time image guidance to locate the soft
tissue during treatment procedures thereby decreasing the need for extensive US imaging expertise.
The system was designed to ensure accuracy and repeatability of patient setup during fractionated
radiotherapy. Experiments with plastic abdomens were performed to validate the performance of the
robotic system. The results highlighted that the system recorded an US image-based patient setup
error less than 2.2 mm.

(a) Robotic System (b) Experimental Setup

Figure 2.2: Cooperatively controlled robotic system for US-guided radiotherapy
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2.2. Diagnosis
Abolmaesumi et al. [17] designed a robotic system for diagnosis of occlusions in the carotid artery.
The entire system is made up of a user interface, a control system, slave manipulator and an US
probe. Through tracking algorithms, occlusions in the carotid artery can be detected. The control of
the robotic arm is achieved by using ultrasound visual servoing which guides the motion of the probe
during examination. The setup is shown in figure 2.3a [17]. Huang et al [18] developed a robotic US
system that incorporates a 6-DOFEpson robotic arm, an US probe, a conventional USmachine, a depth
camera and a control system as shown in figure 2.3b [18]. The depth camera was used to capture the
contour of the tissue under consideration. Two force sensors were attached to the US probe to provide
contact feedback for accurate tuning of the position of the robotic arm. A normal vector based approach
was used to determine the position of the robotic arm and control the center of the US probe to reach
the intended target. The system can fully manipulate the US probe to capture B-scan images with their
corresponding spatial information, which can then be used for the volumetric reconstruction of the ROI.
Experiments were conducted with phantoms and they yielded promising results. The same research
group investigated the use of linear tracking for 3D medical ultrasound imaging [19]. The system was
designed to manipulate the US probe at a uniform speed with little rotation by using a 1-DOF linear
mechanical scanning device and a 6-DOF spatial sensor. The mechanical system was realized by
implementing a linear sliding track with sensors to capture the positional information. The results of the
phantom studies suggest that the system is well suited for generating 3D US images with a reasonable
computational speed.

(a) Experimental setup for the diagnosis of Carotid artery occlusions (b) Robotic US with a depth camera

Figure 2.3: Robotic arm US for 3D imaging
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2.3. Therapy
The application of US for therapy has mainly been in the area of High Intensity Focused Ultrasound
(HIFU). This is a non-invasive technique for thermal ablation [20]. Cafarelli et al. [21] assessed the
accuracy of treatment using the FUTURA (Focused Ultrasound Therapy Using Robotic Approaches),
a robotic assisted HIFU platform. The platform has a robotic module which is made up of two 6-DOF
robotic arms, a therapeutic module which consists of HIFU transducer for thermal ablation, a monitoring
module made up of US probes for monitoring the intended target for the therapy and a sensing module
for calibrating the platform as shown in figure 2.4a [21]. The system was used to locate the target
and the spatial information of the center of the target was used to position the HIFU transducer for the
therapy. The recorded average error in the radial direction for the HIFU transducer was less than 1 mm
and 3.7 mm in the axial direction due to mechanical effects of cavitation. Seo et al. [22] developed a
HIFU system for the ablation of a moving target. Heart beat and respiration can cause the movement
of abdominal organs and displace the organ of interest during therapy. By using US image visual
servoing, the distance between the organ of interest and the current location of the HIFU transducer can
be estimated, and this is used to adjust the robotic arm holding the HIFU transducer. An experimental
setup shown in figure 2.4b [22] to mimic respiratory induced motion was simulated in a water tank with
a kidney phantom and a linear actuator. The results showed a motion compensation accuracy of about
1.7 mm (RMS). Magnetic Resonance Image (MRI) guided HIFU application in the treatment of prostate
cancer transrectally was explored by Yiallouras et al. [23]. An MRI compatible robotic system was used
to navigate the HIFU transducer. The system was tested in a 1.5 T MRI machine using gel phantoms
immersed in a water tank to evaluate the entire functionality of the robotic system and the repeatability
of the process. The accurate navigation of the robotic systems ensured the creation of lesions in the
gel phantoms under MRI guidance.

(a) Robotic assisted HIFU platform (b) HIFU system for the ablation of a moving target

Figure 2.4: Robotic systems for HIFU therapy
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Similar work done by Chopra et al. [24] sought to investigate the treatment of prostate cancer with
HIFU under MRI guidance. This system is made up of a single planar US transducer which generates
a collimated US beam for heating the prostate gland and a rotary motor which rotates (360∘) the US
transducer to ensure a full coverage of the target. Experiments with phantoms and canines demon-
strated that the system is able to achieve spatial heating patterns and therefore can be effective for
the treatment of localized prostate cancer. Price et al. [25] developed an MRI guided robotic system
for neonatal HIFU surgery. Focused Ultrasound Surgery (FUS) applied to the brain of neonates under
MRI guidance has the potential to treat intraventricular hemorrhage (IVH). An MRI compatible robotic
system was used to accurately position the HIFU transducer above the head of the neonate for therapy.
A 5-DOF robotic manipulator which was integrated with the Philips Sonalleve MRgFUS (Magnetic Res-
onance guided Focused Ultrasound Surgery) ensured that the HIFU transducer is well steered around
the skull of the neonate for transcranial FUS therapy. The results of experiments with tissue-mimicking
phantoms showed that the system possesses the needed dexterity for FUS therapy. The experimental
setup is shown in figure 2.5 [25].

(a) MRI compatible robotic system (b) Experimental Setup

Figure 2.5: MRI guided robotic system for neonatal HIFU surgery

2.4. Discussion
US robotic systems designed for guidance mainly assist or guide clinicians by providing information on
the patient’s anatomy and the exact location of surgical instruments. As promising as some of the test
results of the systems for these applications might be, they are mainly in their developmental stages
with majority of testing being done with phantoms [3, 14, 16, 26, 27]. In the evaluation of the systems
designed for biopsy, errors were recorded in centering the US transducer and the needle [14]. These
were caused by the limited spatial resolution of the scanner, misalignment between the frame of ref-
erence of the robot and the US transducer, friction in the joints of the robot and miscalibration of the
US velocity between the phantom and the medium [14]. Real-time target tracking using 2D US was a
challenge in testing the feasibility of using US robotic systems for tumor manipulation during surgical
procedures [26]. This was because 2D US imaging does not provide information on the volume of the
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target under consideration, and this makes it difficult to successfully manipulate the target.

Issues of safety are a major concern when interfacing robotic systems with patients. These systems
are subjected to the highest forms of regulatory inspection before approval for clinical studies. The
slightest error can have detrimental consequences. Safety concerns were reported by Merouche et al.
[28] because the robotic arm acted haphazardly and as a result, safety protocols were incorporated
into the software to shutdown the system during unwanted behaviour. This highlights how safety con-
cerns retard the development of US robotic systems. Also, components that could possibly enhance
the efficacy of most robotic systems are spurned due to safety concerns [29, 30].

All the systems covered in this reviewmade use of conventional USmachines and piezoelectric probes.
Medical robotic systems have been reported to be expensive even though they have desirable advan-
tages [31]. It is prudent that in the development of these US robotic systems, less expensive technol-
ogy should be explored. A good example is the Capacitive Micromachined Ultrasound Transducers
(CMUTs). These are Micro-electromechanical systems (MEMS) transducers devices and by relying
on the well developed silicon manufacturing technology, the cost of these transducers can be made
cheaper relative to PZT (Piezoelectric Transducers). Additionally, conventional US systems are expen-
sive and other less expensive alternative systems should be designed for US robotic systems thereby
minimizing cost.



3
Design Concept

3.1. CMUT
Ceramic piezoelectric transducers are the main transducer technology used in the ultrasonic industry
today. Capacitive Micro-machined Ultrasound Transducers (CMUTs) on the other hand, recently sur-
faced . Piezoelectric transducers generate and receive sound waves using the piezoelectric principle.
When short burst of electrical current is applied to the piezoelectric crystals, they undergo a deformation
which generates acoustic waves. Conversely, when these mechanical waves are received by these
crystals, they generate electric current in response to the applied mechanical stress. CMUTs generate
ultrasounds based on flexural vibration of electrostatically-actuated plates [32].

Figure 3.1: The mode of operation of a CMUT

They basically function like a capacitor with a thin movable plate over a vacuum [33]. A metal layer on
the thin plate acts as the top electrode of the capacitor and the underlying substrate acts as the bottom

10
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electrode [33]. When a DC voltage is applied between the electrodes, an electrostatic force causes
the top plate to be attracted towards the substrate. Applying an alternating current to the capacitor
generates ultrasound. Conversely, if the plate is subjected to ultrasound, the pressure wave causes a
change in the capacitance which generates electric current [33]. The mode of operation of the CMUTs
is shown in figure 3.1 [34]. The major advantages of CMUTs have to do with microfabrication and in-
tegration with circuits for a myriad of applications. This integration enables many applications with a
reduction in cost. CMUTs can be manufactured in large volumes while manual processing which scale
linearly makes it difficult and expensive to manufacture Lead Zirconate Titanate (PZT) in large volumes.
This makes CMUTs desirable for applications that require large volume production of ultrasound trans-
ducers. Philips Research has successfully designed CMUTs that have a large bandwidth, ability to be
integrated with driver circuitry and can be easily fabricated [34]. One of these CMUTs was used for this
work.

3.2. WUP
The Wearable Ultrasound Platform (WUP) is an electronic system designed by Philips Research to
explore the applications of CMUTs. It consists of a Red Pitaya, an Arduino Teensy and a Philips Printed
Circuit Board (PCB) (see figure 3.2).

3.2.1. Red Pitaya
The Red Pitaya is an open source measurement and signal generation device which runs a Linux
operating system. It consists of a central processing unit (CPU) - dual core ARM Cortex A9 and Field
Programmable Gate Array (FPGA), 2 RF inputs and 2 RF outputs, 50 MHz analog bandwidth, 14 bit
analog-to-digital converters and 14 bit digital-to-analog converters. It has a buffer size of 16k and can
store a maximum of 16384 samples at a sampling rate of 125 MS/s [35]. As such, a sampling rate of
125 MS/s takes 131.072 𝜇𝑠 to fill the buffer. Considering the speed of sound in body tissues which is
approximately 1540 𝑚/𝑠, the maximum depth in which an echo can be recorded with the Red Pitaya
is calculated in equation 3.1.

𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 = 2 × 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝑡𝑖𝑚𝑒

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 × 𝑡𝑖𝑚𝑒
2

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = 1540 × 131.072 × 10ዅዀ
2

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 ≈ 10 𝑐𝑚

(3.1)

3.2.2. Arduino Teensy
The Arduino Teensy is a microcontroller development board which runs on a 32-bit ARM cortex M4
processor [36]. It is programmable in the C++ programming language as well as with the Arduino
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Integrated Development Environment (IDE) [36]. The Arduino Teensy is mounted on the Philips PCB
and controls the pulsing elements (elements responsible for sending pulses to the CMUTs) on the PCB.
Additionally, it controls delays, amplification factor, frequency, pulse shape, repetition frequency and
the receive channels of the CMUT array. It basically functions as the microcontroller that controls the
operation of the PCB.

3.2.3. Philips Printed Circuit Board (PCB)
The Philips PCB was designed specifically to work in conjunction with the Red Pitaya and Teensy. The
PCB controls the pulsing of the transducers and also the receiving of ultrasound. Received signals are
filtered and amplified. The Teensy microcontroller controls the functionality of the PCB.

3.2.4. Mode of Operation
A python script that runs on the computer (laptop) controls the operation of the Red Pitaya. It causes
the Red Pitaya to generate a square wave and this wave is transmitted to the Teensy unit on the
PCB. The Teensy upon acquisition of this square wave triggers the pulse generating elements on the
PCB which causes the generation of ultrasound waves. A C++ Application Programming Interface
(API) enables the control of the functionality of the Teensy by defining calls and requests, and it also
provides a computing interface to interact of the WUP. The API accepts calls and requests from the
user which drives the desired operation of the PCB and the CMUT array. Commands such as gain,
transmit and receive channels, amongst others can be specified using the Teensy’s user interface. The
Teensy is configured such that, it triggers the pulse generating elements on the positive edge of the
square wave. The PCB filters and amplifies the received ultrasound signals and the data is recorded by
the Red Pitaya. The Red Pitaya has an ADC functionality which converts the analog signals to digital
signals. The Teensy microcontroller controls the transmitting and receiving functionality of the PCB.
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(a) Wearable Ultrasound Platform

(b) Mode of Operation

Figure 3.2: Overview of the Wearable Ultrasound Platform showing how the individual components are configured
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3.3. Ultrasound Imaging
US imaging for diagnostic purposes often employ the pulse-echo principle [37]. The pulse-echo prin-
ciple involves the intermittent generation of short bursts (pulses) into a region of interest and receiving
the reflected pulses known as the echo.

Figure 3.3: Pulse propagation from a CMUT. The Pulse length is the number of cycles in a pulse and the PRF is the number of
pulses per second

These pulses are reflected as they propagate through body tissues which have different acoustic
impedances. The echo signals that are received by the transducer causes the transducer to gen-
erate an electric signal, which is then analyzed and processed to form an image. This image is mostly
displayed in brightness-mode (B-mode) as a 2D image. To reconstruct a 3D US volume from 2D US
images, one approach is using a 2D US probe and keeping track of the relative position and orientation
of the B-scans [1]. This technique was employed in this work by using a robotic arm to track the relative
position and orientation of the B-scans.

3.4. Robotic Arm
Several approaches for keeping track of 2D image spatial information have been reported in literature.
Some of these approaches include the use of mechanical 3D probes, mechanical localizers, freehand
scanners, amongst others [1]. Under the freehand scanners approach, techniques such as acoustic
positioner, optical positioner, magnetic field sensors and articulated arm positioner have been explored.
The use of a robotic arm falls under the articulated arm positioner technique and this informed the
decision to use a robotic arm for the purposes of this project. A 6 degree of freedom (DoF) robotic arm
designed by Philips Research (figure 3.4) was used in this project. The arm has six joints and in each
of these joints is an RM08 rotary magnetic encoder with a 12-bit resolution. It has an ESP32 low-power
microcontroller which reads information from the arm’s encoders. The arm has an average error of
0.264 𝑚𝑚 and repeatability of 0.951 𝑚𝑚.
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Figure 3.4: Robotic arm

3.5. Robotic Operating System (ROS)
ROS is an open source robotic software development framework, which functions as a middleware on
the Linux operating system and facilitates operations on a distributed network [38]. It provides hard-
ware level abstraction, the transfer of data (messages) from processes running on a hardware system
to its package management system. The ROS architecture is organized into packages. A package
is a collection of nodes, configuration files, ROS-independent library and other modules for a specific
application. Nodes are executables that can communicate with other nodes in different packages or
within the same package by publishing or subscribing to a topic. Topics are busses over which nodes
can exchange messages. These nodes are programming language agnostic, which means their com-
munication is independent of the programming language they have been written in. This creates an
ecosystem which integrates and controls various functionalities on a distributed network. A master
node provides unique naming conventions and services for all the nodes in the ROS network. It al-
lows nodes on the distributed network to locate each other. Nodes establish a peer-to-peer connection
once they locate each other. This provides a singular platform to integrate the WUP system, CMUT,
the robotic arm and a computer. The ROS master architecture is shown in figure 3.5. A node notifies
(advertise) the master that it wants to publish a message to a topic. The node begins to publish the
message to the topic but no peer-to-peer connection is established. A peer-to-peer connection be-
tween nodes is only established when a node notifies the master that it wants to subscribe to that topic.
Once subscribed, a node can retrieve messages from that topic via a callback function. This sequence
of events enables nodes on the distributed network to communicate with each other.
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Figure 3.5: ROS communication architecture. Nodes publishes data onto a topic and other nodes gain access to the data by
subscribing to the topic via a callback function

ROS was installed on the Red Pitaya and this provides access to control the functionality of the WUP
system. ROS has a transform library that keeps track of multiple coordinate frames of the arm over
time. At any given point in time, a transformation between any two coordinate frames can be requested.
This transformation will provide the spatial location and orientation of the transducer and consequently
the spatial location and orientation of the 2D US image plane. To make the robotic arm accessible
within ROS, the arm has to be described in the Unified Robot Description Format (URDF). This is an
Extensible Markup Language (XML) that describes a visual model of the arm. The XML contains links
between different components of the arm and how they relate to each other (translation and rotation).
A section of the graphical representation of how joints and links connect to each other is shown in
figure 3.6. XYZ values denote the translation vectors while RPY denote the roll, pitch and yaw values
in radians. The Standard Triangle Language (STL) file of each component is made accessible to the
XML file by defining the path to the location of the STL file. Adding the STL files for each component
produces the visual model of the robotic arm shown in figure 3.7. TheROS joint state package publishes
the joint state values of a specified URDF to a transform topic. A node can subscribe to the transform
topic and retrieve these joint state values. ROS has a 3D visualization tool (Rviz) that provides real
time visualization of the movement of the arm and sensor information, amongst others. By constantly
publishing the joint state values of the arm, the real-time movement of the arm can be visualized in the
Rviz environment.
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Figure 3.6: A portion of the URDF graphic representation of the robotic arm. XYZ values denote the translation vectors while
RPY denotes the roll, pitch and yaw values in radians.
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Figure 3.7: URDF description of the robotic arm visualized in Rviz

3.6. System Integration
This section describes how the various systems within the ROS network coordinate processes with
each other. Figure 3.8 provides a visual representation of the distributed systems within the ROS
network.

3.6.1. WUP Node
A node that runs on the Red Pitaya (a component of the WUP) controls the entire functionality of the
WUP. The US data acquired by the Red Pitaya is digitized at a sampling rate of 125 MS/s. The raw
RF data, which is an array (a python data structure) of float values is published to the US topic. This
makes the US data accessible to any node within the ROS network.

3.6.2. Signal Processing (SP) Node
Filtering
The SP node, which runs on the computer (laptop) subscribes to the US topic and receives the RF
data. The Savitzky-Golay (S-G) filter from the python Scipy library was implemented to smoothened
the signal. The S-G filter is a low-pass filter that is based on the local least-squares approximation of
polynomials [39]. This filter reduces the noise in the signal while maintaining the shape of the signal. A
5th order Butterworth bandpass filter implemented in python with the Scipy library was used to select
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Figure 3.8: Graphic representation of nodes within the ROS distributed network and their connections to their respective ROS
topics and the RVIZ. Dashed arrows indicate that all ROS topics are accessible from RVIZ

the frequency band of interest and remove any high frequency noise from the signal. The Scipy library
is an open-source python library for scientific computing. It contains modules that facilitate the easy
and quick implementation of processes such as filtering, optimization, interpolation, amongst others.
Butterworth filters provide the best compromise between attenuation and phase response [40], and this
motivated the choice to use a Butterworth filter.

Envelope Detection
In B-mode (Brightnessmode) US imaging, only the amplitude of the signal is relevant to the construction
of the image. The amplitude of the signal was calculated via a process known as envelope detection.
Envelope detection discards the phase information and uses the Hilbert transform to determine the
envelope of the signal. The Hilbert transform calculates the square root of the sum of the squares of the
real components and the quadrature components. It filters out all the negative frequencies components
in the signal [41]. The Hilbert transform for a given signal 𝑥(𝑡) is given by:

𝑥ፚ(𝑡) = 𝑥(𝑡) + 𝑖𝐻{𝑥(𝑡)}
where

𝐻{𝑥(𝑡)} = 1
𝜋𝑡 ∗ 𝑥(𝑡)

hence

𝑥ፚ(𝑡) = 𝑥(𝑡) + 𝑖 (
1
𝜋𝑡 ∗ 𝑥(𝑡))

* is a convolution operator

(3.2)
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The Hilbert transform converts the given signal 𝑥(𝑡) into an analytical signal 𝑥ፚ(𝑡).

Log Compression
The signal obtained after applying the Hilbert transform has a high dynamic range. If the amplitude val-
ues are mapped directly to gray-scale pixel intensity values, important details contained in the image
will be missed [42] due to the high dynamic range, as the presence of high amplitude values will over-
shadow other pixel intensity values. Log compression is typically used to reduce the dynamic range of
the signal by mapping the amplitude values nonlinearly to the gray-scale pixel intensity values with the
log function shown in equation 3.3 [43]. The diagrammatic representation of all the signal processing
steps is shown in figure 3.9 [44].

I(t) = 20 logኻኺ(1 + env(t)) (3.3)

Figure 3.9: Stepwise representation of signal processing techniques depicting how raw RF signals are converted to an ultrasound
image

3.6.3. Format Conversion
The resulting array after log compression is mapped to a 0 - 255 pixel intensity value range. The echo
intensities and time delay between echo provides a visual representation of the object being imaged.
The array of pixel intensity values is published to the IMG topic.

3.6.4. Point Cloud (PCloud) Node
The ROS visualization environment (Rviz) provides a Point Cloud Library which enables the real-time
visualization of 2D or 3D US data. A point cloud is a collection of points that represent a shape in space.
Each point in the point cloud has x, y, z coordinate values. The PCloud node subscribes to the IMG
topic and receives the image data. The image data is a 1D array of gray-scale pixel intensity values.
To reduce the number of intensity values while retaining relevant information inherent in the image, and
to decrease the computational load involved in displaying these images, spline interpolation was used
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to downsample the 1D array. Spline interpolation provides the best trade-off between accuracy and
the cost of computation [45]. The resulting array after interpolation is converted into a point cloud. The
point cloud data is published to the PCloud topic and it is accessible within Rviz. All topics within the
ROS network are accessible within Rviz and this is shown by dashed arrows connecting them to Rviz
in figure 3.8.

3.6.5. Arm Node
The arm node is a python script that reads the spatial information from the robotic arm and publishes
the states of all the joints to the TF topic (JointState). These values are provided by the six encoders
of the robotic arm. This information enables the ROS transform (tf) package to keep track of the 3D
coordinate frames of the robotic arm. The tf package uses a tree structure to maintain the relationship
between multiple coordinate frames. These coordinate frames are buffered and at any point in time the
transformation of one coordinate frame with respect to another can be obtained [46].



4
Results

4.1. System Setup
The system setup is shown in figure 4.1. The CMUT has 64 transducer elements but only 32 elements
are supported by the WUP. It can therefore transmit ultrasound signals from only the 32 supported
channels. It can also receive echoes from the 32 channels but does not have the functionality to process
the signal received by each element. It has only two channels to process signals - it averages signals
received on the odd number elements (1 -31) and processes them on channel one (CH 1) and averages
signals received on even number elements (2-32) and processes them on channel two (CH 2). The
number of elements used to transmit and receive ultrasound signals can be specified through the WUP
node. Irrespective of the number of elements used for transmitting and receiving, the WUP can only
process two signals by averaging the signal from the old and even number transducer elements. The
end effector of the robotic arm holds the CMUT and this configuration provides the spatial orientation
(translation and rotation) of the CMUT by resolving the forward kinematics. Key Teensy settings that
enable the desired operation of the CMUT are shown in table 4.1.

Table 4.1: Key Teensy Settings that drive the CMUT’s Operation

Frequency 2 𝑀𝐻𝑧
Number of Cycles 1

Number of Transmitting Channels 32

Number of Receiving Channels 32 (CH1: 1-31, CH2: 2-32)

Pulse Repetition Frequency 3 𝑘𝐻𝑧

22
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Figure 4.1: System setup showing the Wearable Ultrasound Platform (WUP), robotic arm, phantom, and CMUT
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4.2. Pulse Echo - RF

Figure 4.2: Raw RF data received for a single pulse-echo cycle.

Figure 4.2 shows the result of a single pulse echo cycle. The Red Pitaya has fast analog inputs which
acquire analog signals and converts them to digital signals. It has a 16k buffer and a decimation factor
determines the duration of signal acquisition. A decimation factor of 1 was used which translates to a
time scale of 131.072 𝜇𝑠 and this completely fills the 16k buffer. Signal acquisition begins when the
triggering criteria is met. The noisy spikes shown in figure 4.2 are the result of desaturation of diodes
on the PCB. High voltage pulses are blocked by the low voltage receivers. A trigger level of 100 𝑚𝑉
was used to configure the trigger settings of the Red Pitaya. The echo received is shown in figure 4.2.
This is the raw radio-frequency (RF) data that needs to be processed to produce an ultrasound image.
The results of the various processing steps are discussed below.

4.3. Filtered Signal
The received RF data was smoothened with the Savitzky-Golay (S-G) filter and the noisy spikes showed
in figure 4.2 were removed. The result of this process is showed in the figure 4.3. A 5th order Butter-
worth bandpass filter implemented in python was used to filter the signal. This reduces noise present
in the signal outside the frequency of interest [47] and the result is showed in figure 4.4. Applying the
bandpass filter to the signal causes an attenuation in the amplitude of the signal. This is expected
as filter implementations do not have an instantaneous transition from pass band to the stop band.
This attenuation is widely referred to as the stopband attenuation [48]. It is interesting to note that
band pass filtering can also be used to obtain harmonic or sub-harmonic signals which are relevant
in harmonic imaging [49]. Key bandpass filter variables are shown in table 4.2. The complete python
implementation is shown in appendix B.2.2.
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Figure 4.3: RF data after applying the Savitzky-Golay filter

Figure 4.4: RF data after applying a 5th order butterworth bandpass filter

Table 4.2: Bandpass Filter Settings

Low cutoff frequency 1.5 𝑀𝐻𝑧
High cutoff frequency 2.5 𝑀𝐻𝑧

Order 5

Sample Frequency 125 𝑀𝐻𝑧
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4.4. Envelope Detection
Applying the Hilbert transform to the filtered signal enables the detection of the envelope of the signal.
Figure 4.5 shows a plot of the filtered signal with the detected envelope of the signal and figure 4.6
zeros in on the echo.

Figure 4.5: Envelope Detection of filtered RF signal

Figure 4.6: Envelope Detection of filtered RF signal - echo zoomed in
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4.5. Point Cloud
The detection of the envelope of the signal produces an array of amplitude values that are converted
to a point cloud. This point cloud represents a single scan line or image slice which is visualized in
real-time in Rviz. Integrating scan lines from multiple regions of the area of interest produces a 3D
image. TF (transformation) which is a ROS library saves information of the location and orientation of
the robotic arm and their timestamps in a buffer. This functionality allows the synchronization of data on
the position of the arm and ultrasound scan at any point in time. This approached made it possible to
track the location and orientation of the arm and visualization its coordinate frames in real-time during
scanning. Scanning a volume of interest was achieved by making an ultrasound sweep with the end
effector of the robotic arm. Figure 4.7 provides a visual representation from a single scan line to a
volume by scanning across a small region. Beam steering was not implemented.

Figure 4.7: Rviz Visualization environment
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4.6. 3D Scans of Phantoms
Gel phantoms with plastic shapes embedded in them were prepared to test the performance of the
design. The results of 3D image acquisition of two phantoms with the final design and the Philips EPIQ
7 ultrasound machine are presented in this section.

(a) Phantom 1 (b) Phantom 2

Figure 4.8: Phantoms used for 3D imaging
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Figure 4.9: 3D point cloud of ultrasound sweep with the robotic arm - Phantom 1

Figure 4.10: 3D ultrasound scan acquired with the Philips EPIQ 7 ultrasound machine - Phantom 1

Phantom 1 (see figure 4.8) was used for the scans shown in figures 4.9 and 4.10. It has a plastic object
with a cylindrical shaped void embedded in it. The scans from the Philips EPIQ 7 ultrasound machine
(figure 4.10) clearly captures this cylindrical shape and its vertical cross section. Figure 4.9 shows the
3D scans obtained using the system designed in this project. It captures sections of the cylindrical
shaped void. The top and mid section circular shapes can be seen in all the images shown in figure
4.9. The CMUT was positioned above the cylindrical shaped void of the plastic object in phantom 1
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(A.4) and ultrasound sweeps within the range of motion afforded by the length of CMUT’s connecting
cable were made around that region. These ultrasound sweeps were able to captured the edges of
the cylindrical void and also show the void (figure 4.9). The 3D Scans from the EPIQ 7 have a high
resolution and captures a lot of details. These scans are subjected to post processing techniques such
as interpolation and rendering. Such post processing techniques were not implemented in this design
and it explains why there exist spaces or gaps between adjacent points in the point clouds. Also, only
a small section of the phantom can be scanned during the construction of the 3D image due to the
movement limitations of the CMUT. It has a short connecting cable to the analog front-end and this
does not leave sufficient room for movement across a wide region of the phantom.

Figure 4.11: 3D point cloud of ultrasound sweep with the robotic arm - Phantom 2

Figure 4.11 and 4.12 are the 3D ultrasound images obtained using Phantom 2 (see figure 4.8)). The
scans from the EPIQ 7 provides a more detailed representation of the object inside the phantom. There
is cylindrical void within the plastic in the phantom. This was clearly capture by the 3D image from the
EPIQ 7 as shown in figure 4.12. Also, the EPIQ scans show the presence of artifacts at the bottom of
the 3D image. These artifacts maybe due reverberations - the acoustic beam continuously bouncing
off the surface of the phantom container. Comparing the EPIQ 7 scans to that obtained by the proto-
type, a view from the top shows a circular top surface with a void. It does not capture much detailed
information of the morphology of the plastic object embedded in the phantom.
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Figure 4.12: 3D ultrasound scan acquired with the Philips EPIQ 7 ultrasound machine - Phantom 2

The results presented demonstrate that interfacing CMUTs with low-end analog front-end and robotic
systems can be used to acquire 3D ultrasound images. The comparison of the results between these
two devices shows that the prototype presented in this project was able to capture similar 3D repre-
sentation of the objects in the phantom. This comparison was done by observing the shapes of the 3D
images. It however, does not provide enough information to fully describe the shape of the object as
compared to scans obtained with the EPIQ 7 ultrasound machine. To provide enough information to
represent the object, more points are required in the point cloud. Increasing the number of points also
increases the amount of computation required to display the point cloud. There is therefore a trade-off
between image quality and computational power. Only pixel intensity values above 2 (grayscale pixel
intensity value) were displayed in Rviz. Those below 2 do not carry any information as they represent
sections within the phantom where no reflections occurred. This reduced the number of points that
have to be displayed and thereby reducing the computational load on the GPU (Graphics Processing
Unit). When all the points are shown in Rviz (i.e figure 4.7), with time, the computer (laptop) begins to
lag in performance and also affects the response time of the robotic arm. Decreasing the number of
points displayed by Rviz solves this problem. The latency between manipulations made by the robotic
arm and the visual representation shown in Rviz is negligible hence, manipulations made during 3D
image acquisition were visible in real-time in the Rviz. The EPIQ machine creates the images shown
in figures 4.10 and 4.12 almost instantaneously while it takes about 20 - 60 seconds to create the im-
ages shown in the figures 4.9 and 4.11. This is due to the size of the transducer used and the limited
capacity of the analog front-end to process information received by the 32 elements. Hence, it takes
the aforementioned time to complete an ultrasound sweep to produce an appreciable 3D image. The
node that runs on the WUP (WUP Node) which is responsible for ultrasound data acquisition takes an
average of 40.56 𝜇𝑠 to execute a single pulse-echo cycle. The signal processing node (SP Node) takes
an average of 10 𝜇𝑠 to processes data from one pulse-echo cycle and the node responsible for the
conversion of the data to point cloud (PCloud Node) takes an average of 71.5 𝜇𝑠 to run. The PCloud
Node takes the maximum amount of time to execute because apart from point cloud conversion, it also
resolves the location and orientation (translation and rotation) of the end effector of the robotic arm and
synchronizes it with the scan line obtained from a single pulse-echo cycle.
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Discussion

The aim of this project was to demonstrate the feasibility of using a 32-channel CMUT in combination
with a low-end analog front-end and a robotic arm to acquire 3D ultrasound volumes. The implementa-
tion of the design concept followed a distributed system approach where the CMUT and analog front-
end are decoupled from the processing and visualization unit. This reduces the amount of computation
required by the analog front-end and allows information to be sent over a network to the processing
unit. Packages were developed in ROS that enables the real-time acquisition of ultrasound data and
the transfer of this data to the visualization environment. The RF ultrasound data received was pro-
cessed for image reconstruction and the results were displayed in the ROS visualization environment.

Typical linear ultrasound scanners have 128 - 512 piezoelectric elements [50] with each element hav-
ing a connection to the processing unit. This makes every echo received by each element available
for processing. In this project, a 32-channel CMUT which averages the information captured by all
the even number elements as one output channel and all the odd number elements as another output
channel was used. This is due to the fact that, the analog front-end was not designed to process all
the information captured by the 32 channels. CMUT leverages on the well defined semiconductor-
industry manufacturing techniques which include large scale wafer-level production which drives down
cost, maximizes control of device properties and integration with electronics [51]. One highlight of this
project was demonstrating the feasibility of integrating CMUTs with low-end analog electronics. Even
though CMUTs have rapidly experienced development in the last decade, only few have had market
success. A typical example is the 9000 element 2D CMUT array probe developed by Butterfly Network
[52].

Apart from CMUTs application in imaging, it can also be used in monitoring applications. An example
is the Doptone, which is a hand-held portable device for fetal monitoring. It uses the Doppler effect to
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detect fetal heartbeat [53]. This design implementation was able to trigger the pulsing elements, emit
ultrasound, receive the echoes and transfer this information to the processing unit via the ROS network.
The angle of the ultrasound beamgenerated by the CMUTwas not altered with respect to the transducer
elements. Basic filter settings in the analog and digital domain were used to process the signal and
this does not provide optimal image quality. Typically, Application-Specific Integrated Circuits (ASIC)
are used to handle the high data rate and computational requirements in most ultrasound systems [54].

The location and orientation of scan lines was tracked using a robotic arm. The packages were built
in ROS hence the implementation made use of some standard ROS libraries like the joint state pub-
lisher. The CMUT used in this project has a very short connecting cable to the analog front-end and
this reduces the amount of movement that can be made during scanning thereby limiting the range of
coverage. The test results of two custom-made phantoms reveal sections of the objects embedded in
the phantoms. The Philips EPIQ 7 ultrasound machine with the Philips X5-1 probe (3040 elements)
was used to acquire 3D scans of the phantoms. Comparing 3D scans obtained by both devices, it was
obvious that the Philips EPIQ 7 ultrasound machine produced very superior 3D ultrasound images.
This was expected as the EPIQ 7 is a high end ultrasound machine. Our design was able to produce
3D images that provide representation of the objects embedded in the phantom however, with less
clarity.

To create the 3D US image, spatial compounding, which is a technique that combines co-planar, tomo-
graphic ultrasound images captured from different orientations into a single image [55] was used. Spa-
tial compounding involves two distinct approaches - forward-warping and backward-warping. Forward-
warping was used in the volumetric reconstruction because it is computationally efficient. It involves
the direct projection of acquired ultrasound scan lines (slices) into the volume without any form of inter-
polation. This however, creates gaps between the slices in the volume and this can be seen in the 3D
scans showed under results (figures 4.9 and 4.11). Backward-warping on the other hand is a superior
reconstruction technique which calculates the voxel of the volume by considering adjacent slices [56].
It is however, a computationally expensive approach which normally requires graphics hardware to
reduce the processing time [56].

The analog front-end used in this project was designed to explore CMUT applications. Ideally, analog
front-ends for ultrasound imaging are custom made for such purposes. A maximum of four scan lines
per second could be achieved without overloading the ADC (Red Pitaya). Any increase in the afore-
mentioned rate would prevent the ADC buffer from becoming fully filled. This is because, a pulse-echo
cycle will not be fully recorded by the buffer before another cycle begins. This has an impact on the
time it takes to complete a scan of a region of interest. It takes an average of 20 - 60 seconds to
create a 3D image by performing a freehand ultrasound sweep. The construction of the 3D image is
dependent on the number point cloud data points available within Rviz. Thus, the faster Rviz can be
populated with data points, the faster the 3D image can be constructed. The speed at which the 3D
image is constructed can be increased by either increasing the number of scan lines per second, or
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by upgrading the analog front-end to be able to processing US data received from multiple transducer
elements. This will increase the number of data processed by the analog front-end and subsequently
increasing the number of data points transferred to the Rviz environment. The improvement of the
speed of imaging of this design should be an area of interest for future work as fast ultrasonic imaging
is highly desirable in 3D/4D imaging. An example of a domain application is the evaluation of myocar-
dial function by enabling the real-time accurate imaging of the heart movements [57].

Studies using robotic arms to construct 3D images have been reported in literature. A common denom-
inator among all these studies is the use of conventional ultrasound machines and probes. A thorough
search of relevant literature did not yield a study where low-end electronics for the purposes of ultra-
sound imaging was interfaced with a robotic arm to capture 3D images. What has been mostly reported
is the use of conventional 2D ultrasound machines and systems that track the probe positioning. The
Stanford Ultrasound Imaging and Instrumentation Lab is currently working on a similar project where
low cost systems are designed to track the probe positioning [58]. It is apparent that designing low cost
3D ultrasound systems presents constraints and challenges that need to be addressed to demonstrate
their feasibility for commercialization. Interfacing robotic arms with conventional ultrasound machines
has a unique application also in telesonography which seeks to address the lack of skilled sonogra-
phers in many locations globally. This is highly appreciable however, it can be argued that there is a
need for the development of low cost, point-of-care and probably disposable ultrasound image tech-
nologies. This need is pressing because most people in developing and under developed nations lack
access to ultrasound imaging. It is now more than ever the time to redouble efforts and channel re-
sources to developing these systems that aid in healthcare delivery as the World Health Organization
(WHO) estimates that by the year 2050, 80 % of all older people will be living in low and middle-income
countries [59].



6
Conclusion

We have demonstrated the feasibility of integrating CMUTs, low-end electronics and a robotic arm for
3D ultrasound imaging using ROS. ROS provides an extensive middleware on which packages that
contain nodes (executable scripts) were developed. These packages manage the entire ultrasound
3D image construction process. This begins with the emission of ultrasound into a region of interest
to the final stage of image visualization. Volumetric reconstruction from freehand sweeps was realized
using forward-warping. 3D phantoms made from gel were used to test the performance of the design.
Recorded results were then compared to 3D ultrasound images obtained from a high-tier commercial
ultrasound machine. While the results from the high-tier commercial ultrasound machine were superior,
some sections of the shapes captured by the commercial machine can be seen in the corresponding
results obtained by this design. Additionally, it takes about 20 - 60 seconds to form an appreciable 3D
US image with our design while the high-tier commercial ultrasound machine creates this 3D images
instantaneously. The speed of image acquisition of our design is not on par with that of the commercial
system which is to a large extent expected. We have, however, succeeded in building a system that
provides 3D ultrasound imaging functionalities. Future work can focus of enhancing the speed of ac-
quisition and improving visualization. This can improve the image quality and subsequently provide a
better representation of structures hidden in phantoms. Robotic systems are gradually gaining traction
in medical imaging. Success have already been witnessed in their application in surgical procedures.
Reports of hand tremor due to prolonged time in taking ultrasound images and constantly maneuvering
ultrasound probes, lack of skilled sonographers coupled with the precision and accuracy afforded by
robotics systems has caused their integration with ultrasound imaging systems. Robotic systems in
ultrasound imaging may need extensive studies before they can make it to the clinical setting but in the
opinion of the author, it is highly probable that the future of ultrasound imaging would be characterised
by high levels of automation.

35



A
Supplementary Info

A.1. CMUT

Figure A.1: CMUT array with 32 active transducer elements

A.2. Red Pitaya
The Red Pitaya was configured via a python script to initialize the oscilloscope parameters and setup
the burst parameters. The burst signal generated by the Red Pitaya causes the microcontroller to gen-
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Figure A.2: The Red Pitaya is an open source oscilloscope and signal generator Zynq® field programmable gate array (FPGA).
It is powered by a Linus operating system and can be controlled via SSH protocol, usb-serial console and a web browser using
its server functionality.

Table A.1: Red Pitaya Specifications

Storage MicroSD

Fast ADC Dual channel, 14-bit, 125MS/s

Fast DAC Dual channel, 14-bit, 125MS/s

Power 5V x 2A maximum, 0.9A

Connectivity Wifi dongle, Ethernet, USB Console

RAM 512 MB

Processor Xilinx Zynq-7010 SoC ARM dual core CPU and Artix 7 FPGA

erate ultrasound signals. The python script for this configuration is shown below.

1 import redpitaya_scpi as scpi

2 from time import sleep

3

4 def setupScope(rps_1):

5

6 #SETUP SIGNAL GENERATION PARAMETERS

7

8 rps_1.tx_txt('GEN:RST')

9 rps_1.tx_txt('SOUR1:FUNC SQUARE')

10 rps_1.tx_txt('SOUR1:FREQ:FIX 500')

11 rps_1.tx_txt('SOUR1:VOLT 1')

12

13 #SETUP BURST PARAMETERS

14

15 rps_1.tx_txt('SOUR1:BURS:STAT ON')
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16 rps_1.tx_txt('SOUR1:BURS:NCYC 1')

17 rps_1.tx_txt('SOUR1:BURS:NOR 1')

18 rps_1.tx_txt('SOUR1:BURS:INT:PER 5000')

19

20 #RESET OSCILLOSCOPE - ACQUISITION

21

22 rps_1.tx_txt('ACQ:RST')

23

24 #SETUP ACQUISITION PARAMETERS

25

26 rps_1.tx_txt('ACQ:DEC 1')

27 rps_1.tx_txt('ACQ:TRIG:LEV 100 mV')

28 rps_1.tx_txt('ACQ:TRIG:DLY 8192')

29 rps_1.tx_txt('ACQ:SOUR1:GAIN LV')

30 rps_1.tx_txt('ACQ:AVG OFF')

31

32 #START ACQUISITION

33

34 rps_1.tx_txt('ACQ:START')

35 rps_1.tx_txt('ACQ:TRIG CH1_PE')

36 rps_1.tx_txt('OUTPUT1:STATE ON')

37

38 return rps_1

A.3. PCB

Figure A.3: Philips Printed Circuit Board (PCB)



A.4. Phantoms 39

Figure A.4: Snapshot of PCB Application Program Interface (API) commands

A.4. Phantoms

(a) Phantom 1 (b) Phantom 2 (c) Phantom 3

Figure A.5: Gel Phantoms made from candle wax. Embedded in the phantoms are plastics objects.
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Robotic Operating System (ROS)

B.1. Unified Robot Description Format (URDF)
URDF provides a description of the robotic arm. It organizes its components in a tree structure and
provides a relation between various components in the tree structure. Figure B.1 [60] shows how a
sample URDF description represents the robot. Links are what defines the relationship between one
joint and another. A joint can have multiple links. A portion of the URDF of the robotic arm used in this
project is shown below. Describing the robot in XML consists of many lines of code and displaying all
the lines of code may be overwhelming.

Figure B.1: A URDF description of a simple robot showing how links and joints are connected
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1 <robot name= ”robotic_arm”>

2

3 <material name= ”green”>

4 <color rgba= ”0 0.5 0 0.9”/>

5 </material>

6

7 <material name= ”teal”>

8 <color rgba= ”0 0.5 0.5 0.9”/>

9 </material>

10

11 <material name= ”olive”>

12 <color rgba= ”0.5 0.5 0 0.8”/>

13 </material>

14

15 <link name=”ground_plate”>

16 <visual>

17 <origin rpy=”0.0 0 0” xyz=”0 0 0”/>

18 <geometry>

19 <mesh filename=”package://robotic_arm/meshes/mm_groundplate.stl”/>

20 </geometry>

21 <material name=”green” />

22 </visual>

23 </link>

24

25 <joint name=”ground_to_bearing3” type=”fixed”>

26 <parent link=”ground_plate”/>

27 <child link=”bearing3”/>

28 <origin rpy=”-1.5707963268 0 0” xyz=”0 -0.0 0.008”/>

29 </joint>

30

31 <link name=”bearing3”>

32 <visual>

33 <origin rpy=”0.0 0 0” xyz=”0 0 0”/>

34 <geometry>

35 <mesh filename=”package://robotic_arm/meshes/mm_bearing.stl”/>

36 </geometry>

37 </visual>

38 </link>

39

40 <joint name=”bearing3_to_connectionblock” type=”continuous”>

41 <parent link=”bearing3”/>

42 <child link=”connectionblock”/>

43 <origin xyz=”0 0.000 0.0000”/>

44 <axis xyz=”0 1 0”/>

45 </joint>

46

47 <link name=”connectionblock”>

48 <visual>

49 <origin rpy=”1.5707963268 0 0” xyz=”-0.01 0 0”/>

50 <geometry>
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51 <mesh filename=”package://robotic_arm/meshes/mm_connectionblock.stl”/>

52 </geometry>

53 <material name=”teal” />

54 </visual>

55 </link>

56

57

58 </robot>

B.2. ROS Nodes
B.2.1. WUP Node

1 #!/usr/bin/env python

2

3 import rospy

4 import redpitaya_scpi as scpi

5

6 from std_msgs.msg import String

7 from ultrasound.msg import Floats

8 from run import run

9

10 rps_1 = scpi.scpi(”192.168.1.61”)

11

12 def us_publisher(rps_1):

13 pub = rospy.Publisher('ultrasound_signal', Floats, queue_size=1)

14 rospy.init_node('us_publisher', anonymous = True)

15 rate = rospy.Rate(3)

16 us_data = Floats()

17

18 while not rospy.is_shutdown():

19 data = run(rps_1)

20 us_data.data = data

21 rospy.loginfo(”Data Published”)

22 pub.publish(us_data)

23 rate.sleep()

24

25

26 if __name__ == '__main__':

27

28 try:

29 us_publisher(rps_1)

30 except rospy.ROSInterruptException:

31 pass

The WUP node imports a run function which is responsible for pulse-echo. The pulse-echo data re-
ceived (line 19) is converted into a ROS message and published to the US Topic. This data then
becomes accessible to all the nodes within the ROS network.
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B.2.2. SP Node

1 #!/usr/bin/env python

2

3 import rospy

4 import numpy as np

5 from skimage.transform import resize

6

7 from std_msgs.msg import String

8 from ultrasound.msg import Floats

9 from signal_processing import signal_processing

10

11 pub = rospy.Publisher('image_data_publisher', Floats, queue_size=1)

12

13 def receive_us_data(us_data):

14

15 us_data_topublish = Floats()

16 image_data = signal_processing(np.asarray(us_data))

17 image_data = resize(image_data, (250, 1))

18 us_data_topublish.data = image_data

19 rospy.loginfo(”Data Published”)

20 pub.publish(us_data_topublish)

21

22

23 def callback(data):

24 receive_us_data(data.data)

25

26

27 def us_subscriber():

28 rospy.init_node('us_subscriber', anonymous=True)

29 rospy.Subscriber('ultrasound_signal', Floats, callback)

30 rospy.spin()

31

32

33 if __name__ == '__main__':

34 us_subscriber()

1 import numpy as np

2

3 from scipy.signal import hilbert

4 from scipy.signal import savgol_filter

5 from scipy.signal import butter, lfilter

6

7 def averagingFilter(data):

8 my_data_array_reshaped_filtered = savgol_filter(data, 31, 8)

9 return my_data_array_reshaped_filtered

10

11 def butter_bandpass(lowcut, highcut, fs, order=5):

12 nyq = 0.5 * fs

13 low = lowcut / nyq
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14 high = highcut / nyq

15 b, a = butter(order, [low, high], btype='band')

16 return b, a

17

18 def butter_bandpass_filter(data, lowcut = 1500000, highcut = 2500000, fs = 125000000, order = 5):

19 b, a = butter_bandpass(lowcut, highcut, fs, order=order)

20 y = lfilter(b, a, data)

21 return y

22

23 def signal_processing(us_data):

24

25 data_envelope = (np.abs(hilbert(butter_bandpass_filter(averagingFilter(us_data[300:])))))

26 data_normalized = (20 * np.log10(1 + (data_envelope)))

27 return data_normalized

The SP node performs averaging, bandpass filtering and uses Spline interpolation to downsample the
signal. The processed signal is published to the IMG Topic.

B.2.3. PCloud Node

1 #include <ros/ros.h>

2 // PCL specific includes

3 #include <visualization_msgs/Marker.h>

4

5 #include <sensor_msgs/PointCloud2.h>

6 #include <sensor_msgs/PointCloud.h>

7 #include <std_msgs/Float32MultiArray.h>

8 #include <pcl_conversions/pcl_conversions.h>

9 #include <pcl/point_cloud.h>

10 #include <pcl/point_types.h>

11 #include ”ultrasound/Floats.h”

12 #include ”std_msgs/Int32MultiArray.h”

13 #include ”std_msgs/Float32.h”

14

15 #include <tf2_ros/transform_listener.h>

16 #include <tf2_geometry_msgs/tf2_geometry_msgs.h>

17 #include <tf2_ros/static_transform_broadcaster.h>

18 #include <tf2_ros/transform_broadcaster.h>

19 #include <tf2/LinearMath/Quaternion.h>

20

21 //some working defaults in case nobody sets these values

22 #define WIDTH 0.100

23 #define HEIGHT 0.100

24 #define LENGTH 0.400

25 #define RESOLUTION 0.001

26

27 double g_length = 0.400; // work area size

28 double g_height = 0.100; // work area size

29 double g_width = 0.100; // work area size

30 double g_resolution;
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31

32 ros::Publisher pub;

33 ros::Publisher g_workarea_pub;

34 ros::Publisher pub_location_array;

35

36

37 void tocloud_cb (const ultrasound::Floats::ConstPtr& input)

38 {

39 static tf2_ros::Buffer g_tfBuffer;

40 static tf2_ros::TransformListener g_tfListener(g_tfBuffer);

41

42 static bool marker_initialized = false;

43 const int volumeWidth = (int)(g_width / g_resolution);

44 const int volumeLength = (int)(g_length / g_resolution);

45 const int volumeHeight = (int)(g_height / g_resolution);

46

47 geometry_msgs::TransformStamped transformStamped;

48

49 if (!marker_initialized){

50

51 fprintf(stderr, ”Creating workarea... %dx%dx%d\n”,volumeWidth,volumeLength,volumeHeight );

52 visualization_msgs::Marker marker;

53 // Set the frame ID and timestamp.

54 marker.header.frame_id = ”world”;

55 marker.header.stamp = ros::Time::now();

56 marker.ns = ””;

57 marker.id = 0;

58 marker.type = visualization_msgs::Marker::CUBE;

59 marker.action = visualization_msgs::Marker::ADD;

60 // Set the scale of the marker -- 1x1x1 here means 1m on a side

61 marker.scale.x = g_length;

62 marker.scale.y = g_width;

63 marker.scale.z = 0.110;//g_height;

64 // Set the color -- be sure to set alpha to something non-zero!

65 marker.color.r = 0.7;

66 marker.color.g = 0.7;

67 marker.color.b = 1.0;

68 marker.color.a = 0.7;

69

70 // Set the pose of the marker. This is a full 6DOF pose relative to the frame/time specified in the header

71 marker.pose.position.x = g_length/2;

72 marker.pose.position.y = g_width/2;

73 marker.pose.position.z = g_height/2;

74 marker.pose.orientation.x = 0.0;

75 marker.pose.orientation.y = 0.0;

76 marker.pose.orientation.z = 0.0;

77 marker.pose.orientation.w = 1.0;

78 marker.frame_locked = false;

79 marker.lifetime = ros::Duration(0.0);

80

81 g_workarea_pub.publish(marker);
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82 marker_initialized = true;

83 fprintf(stderr, ” -- done \n”);

84 }

85

86 try

87

88 {

89 transformStamped = g_tfBuffer.lookupTransform(”ground_plate”, ”xplanes_origin”, ros::Time(0));

90 }

91

92 catch (tf2::TransformException ex)

93 {

94 fprintf(stderr, ”no transform yet\n”);

95 return;

96 }

97

98

99 fprintf(stderr, ”got image data\n”);

100 sensor_msgs::PointCloud cloud;

101

102 cloud.header.frame_id = ”xplanes_origin”;

103 fprintf(stderr, ”set header\n”);

104 cloud.header.stamp = ros::Time::now();

105 fprintf(stderr, ”set timestamp\n”);

106

107 int height = 1;

108 int width = 250;

109

110 cloud.points.resize(height * width);

111

112 cloud.channels.resize(1);

113 cloud.channels[0].name = ”intensities”;

114 cloud.channels[0].values.resize(height * width);

115

116 int maxSize = (int)(input->data.size());

117 fprintf(stderr, ”image_data_size: %d\n”, maxSize);

118

119 int c = 0;

120

121 for(int i =0; i < height; i++){

122

123 for(int a = 0; a < width; a++){

124 cloud.points[c].x = i*0.0005;

125 cloud.points[c].y = a*0.0005;

126 cloud.points[c].z = 0;

127

128 cloud.channels[0].values[c] = input->data[c];

129 c++;

130 }

131

132 }
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133

134 pub.publish (cloud);

135

136 }

137

138 int main (int argc, char** argv){

139 // Initialize ROS

140 ros::init (argc, argv, ”point_cloud_publisher”);

141 ros::NodeHandle nh;

142

143 // Create a ROS subscriber for the input point cloud

144 ros::Subscriber sub = nh.subscribe(”image_data_publisher”, 1, tocloud_cb);

145

146 // Create a ROS publisher for the output point cloud

147 pub = nh.advertise<sensor_msgs::PointCloud> (”PointCloud_publisher”, 10);

148 pub_location_array = nh.advertise<ultrasound::Floats>(”location_publisher”, 10);

149 g_workarea_pub = nh.advertise<visualization_msgs::Marker>(”xplane_workarea”, 1);

150

151 ros::spin ();

152 }

B.2.4. Arm Node

1 #!/usr/bin/env python

2

3 import rospy

4 import math

5 import std_msgs

6 import serial

7

8 from std_msgs.msg import String

9 from sensor_msgs.msg import JointState

10

11

12 ser = serial.Serial('/dev/ttyUSB0', 115200)

13 joint_names = ['bearing3_to_connectionblock', 'bearing0_to_upperarm', 'bearing1_to_lowerarm',

14 'bearing2_to_connectionperpendicular',

15 'bearing4_to_connectionstrip', 'bearing5_to_connectionplate']

16

17

18 joint_offset = [-813, -223, -302, -613, -15, -273]

19

20 def joint_pub():

21

22 while not rospy.is_shutdown():

23 data = ser.readline()

24

25 if data:

26 sensorStringList = data.split(',')

27
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28 try:

29

30 positionList = [((float(value)-float(offset))*(math.pi/1024.0))

31 for value, offset in zip(sensorStringList, joint_offset)]

32

33 except ValueError:

34 continue

35

36 js = JointState()

37 js.header = std_msgs.msg.Header()

38 js.header.stamp = rospy.Time.now()

39 js.header.frame_id = ''

40 js.name = joint_names

41 js.position = positionList

42

43 pub.publish(js)

44 rospy.sleep(0.001)

45

46

47

48 if __name__ == '__main__':

49

50 try:

51

52 pub = rospy.Publisher('joint_states', JointState, queue_size=1)

53 rospy.init_node('joint_publisher')

54 joint_pub()

55

56 except rospy.ROSInterruptException:

57 pass
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