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 A B S T R A C T

With the increasing size of floating offshore wind turbines (FOWTs), stall-induced aeroelastic instability has 
become a critical issue. This study numerically investigates this instability for FOWTs at stand-still conditions 
using time and frequency domain approaches. A nonlinear aeroelastic model based on quasi-steady theory and 
a linearized version are used for time and frequency domain simulations, respectively. Hydrodynamic damping 
considers both radiation and viscous drag effects. The aeroelastic instability of a stand-still NREL OC3-Hywind 
5MW FOWT is analyzed for various inflow yaw misalignment angles. Frequency domain simulation shows rotor 
edgewise and tower side-side modes exhibit stall-induced instability due to aerodynamic negative damping at 
specific yaw misalignment and azimuth angles. The platform’s yaw mode also shows small negative damping, 
despite large hydrodynamic damping, while other platform modes remain dynamically stable. Safety margins 
of FOWTs are analyzed for multi-mode stability, and an active control strategy is proposed to prevent stall-
induced instability in all unstable modes. Limit cycle oscillations in the rotor’s in-out plane are observed from 
time domain simulation. Instability regions predicted by both analyses highly overlap, but frequency domain 
results are more conservative. Blade instability may cause high-frequency vibrations in platform movements 
with limited amplitudes and severe oscillations in tower structures.
1. Introduction

The escalation of energy crises and environmental concerns has 
stimulated a rise in the utilization of renewable energy sources, such 
as wind energy [1]. Remote offshore areas with high-quality wind 
resources have garnered significant interest from scientists and man-
ufacturers. Developing floating wind farms is a cost-effective solution 
for harnessing wind energy in deep offshore regions [2]. However, 
the harsh conditions in the deep sea, characterized by extreme wind 
and wave patterns, render maintenance and repair of FOWTs very 
challenging [2,3].

The growing deployment of wind turbines offshore has also driven 
a significant increase in demand for larger wind turbines, with blade 
lengths now exceeding 137 m [4]. The increased size of wind turbine 
blades enhances their structural flexibility, leading to more significant 
challenges related to aeroelastic stability [5,6]. A recent field experi-
ment has confirmed the risk of edge instability in a full-scale 7 MW 
wind turbine [7], underscoring the critical importance of addressing 
aeroelastic instability. Furthermore, Bortolotti et al. [8], emphasized 
that aeroelastic stability should be carefully considered during the 
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design phase, proving aeroelastic stability design a critical factor in 
improving the life-long performance, which could become more signif-
icant compared to the currently dominant load-driven design [9]. Gen-
erally speaking, instability is a broad concept, which typically includes 
vortex-induced vibration (VIV) [10], blade pitch-flap flutter [11], stall-
induced vibration [12], rotor-shaft whirl [13], and aeromechanical 
instability [14]. These instabilities may induce extreme structural re-
sponses, increase the stress on wind turbine components, contribute to 
fatigue damage, and ultimately reduce the turbine’s lifetime. Among 
these instabilities, stall-induced vibration (also called stall-induced in-
stability, generally caused by aerodynamic negative damping) is crucial 
for modern large-size wind turbines and has been studied systematically 
for stall-regulated wind turbines [12].

Historically, the framework for the analysis of instability induced by 
stalls in a quasi-steady perspective for onshore wind turbines has been 
constructed in the frequency domain before and after the first decade 
of the 21st century. This work is mainly attributed to Hansen [15,16] 
at DTU, etc. Hansen [15] and Chaviaropoulos [17] conducted their 
analyses based on linear structural dynamics, with the damping ratio 
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being the criterion for the instability of a specific mode. Damping ratios 
are typically determined by calculating state-space eigenvalues. Overall 
damping ratios, which include structural and aerodynamic damping 
for fixed-bottom wind turbines, are conventionally adopted as the 
assessment parameter for stall-induced instability.

The acquisition of linear damping matrices considering the in-
fluence of interaction between the inflow wind and structure is of 
utmost importance in wind turbine aeroelastic instability. Hansen [18] 
emphasized the importance of aerodynamic damping in predicting 
fixed-bottom wind turbine instability. Petersen et al. [12] derived 
the explicit aerodynamic damping matrices for a stall-regulated wind 
turbine, demonstrating that aerodynamic damping for an operating 
wind turbine is strongly related to each airfoil’s lift and drag coef-
ficients and the rotor rotating speed. Besides, Thomsen et al. [19] 
proposed an experimental method for edgewise-direction aerodynamic 
damping determination and implemented it on a Bonus wind turbine. 
Chen et al. [20] developed a wavelet-based linearization method to 
evaluate aerodynamic damping for an operating wind turbine. FAST is 
considered capable of obtaining aerodynamic damping in a numerical 
way [21,22], by using central difference equations, allowing us to 
determine damping matrices at any possible operating position.

Beyond the traditional scope of quasi-steady instability research, 
recent studies have extended to include unsteady aerodynamic phe-
nomena [23]. Among these, dynamic stall has emerged as a critical 
area of interest due to its profound impact. Quasi-steady stall-induced 
instability analysis typically relies on 2D steady-state polars to estimate 
aerodynamic damping [24]. However, blade vibrations can trigger 
dynamic flow separation, creating hysteresis loops in the lift and drag 
coefficients. These dynamic loads significantly influence the aerody-
namic damping of the structure [25]. Extensive research has been 
devoted to understanding dynamic stall and its role in aerodynamic 
damping. For instance, Meng et al. [26] introduced a reduced-order 
floating wind turbine model incorporating the Beddoes-Leishman dy-
namic stall model and conducted stability analysis on the IEA 15 
MW turbine with a spar-buoy platform. Similarly, Branlard et al. [23] 
enhanced the OpenFAST linearization module by integrating dynamic 
inflow and dynamic stall effects. Lohmann [27] investigated the differ-
ences among several dynamic stall models in predicting the amplitudes 
of stall-induced instability limit cycle oscillations (LCO), this study 
revealed that the amplitude-dependent aerodynamic positive damping, 
resulting from the dynamic stall effect, can constrain the growth of 
instability caused by steady stall. These studies prove that aerodynamic 
unsteadiness can affect the aerodynamic damping of an operating wind 
turbine.

Besides aerodynamic damping, previous studies also aimed at lin-
earizing hydrodynamic forces for floating platforms. For example, 
ECN [28] released a linearized version of Morison’s equation that 
accounts for current velocity and structural displacements. Li et al. [29] 
derived an analytical approach to determine radiation damping for 
a cylinder that emerges in the water, although this method cannot 
account for the influences from the tapered sections. Meng et al. [30] 
presented a linear approach to determine the analytical expression of 
viscous hydrodynamic damping for a spar-type floating wind turbine 
under different wave states.

Regarding stability studies of full-size wind turbines, researchers 
have conducted detailed stability analyses for onshore wind turbines. 
For instance, Wang et al. [31] found that when yaw misalignment 
occurs, a DTU 10 MW stand-still wind turbine faces a higher possibility 
of stall-induced vibration as the local angle of attack (AoA) of a specific 
blade airfoil section exceeds 22◦. Similar conclusions were drawn by 
Chen et al. [32]. Bir et al. [9] investigated wind turbine instability for 
both operating and stand-still situations, observing that a parked wind 
turbine is at higher risk of instability, especially under the DLC 7.1a of 
IEC standards (parking in extreme wind). Hansen [33] highlighted that 
stall-induced vibrations at stand-still for commercial pitch-regulated 
wind turbines remain a state-of-the-art topic. Volk et al. [7] conducted 
2 
a field test to validate the edgewise instability of a 7 MW wind turbine, 
confirming that results from time domain simulations align well with 
field measurements.

Studies on stall-induced vibration and instability in pitch-regulated 
large floating offshore wind turbines were not published until 2007. 
Bir et al. [9] noted that stall-induced instability occurs in blade edge-
wise, tower side-side, and platform (barge floater) yaw modes, which 
can be highly destructive if ignored. Moreover, hydrodynamic effects 
in analyzing FOWT instability are gaining attention. Men et al. [6] 
proposed an identification method that allows for eigenvalue analysis 
of FOWT considering wave effects, implemented in the OpenFAST 
software. They discussed the instability properties of both offshore (OO-
Star semi-submersible platform) and onshore wind turbines using this 
tool. Additionally, damping enhancement devices for FOWTs have been 
explored in recent years. For example, Aboutalebi et al. [34] introduced 
an oscillation water column design concept for a semisubmersible 
FOWT, showing significant damping improvement at several platform 
modes, proving its potential for platform dynamic stability control.

Despite significant advances, analytical tools with explicit expres-
sions for FOWT stability research remain underexplored and underde-
veloped, creating a notable demand in this field. To address this gap, 
the authors developed AeroHor, a simulation tool comprising nonlinear 
(AeroHor-nonlinear) and linear (AeroHor-linear) modules, which facili-
tates both time and frequency domain analyses. AeroHor is a simulation 
platform designed for structural (high-fidelity), aerodynamic, and hy-
drodynamic evaluations of onshore and offshore wind turbines, with an 
emphasis on computational efficiency. This tool integrates an advanced 
servo module that employs both nonlinear and state-space expressions, 
enabling users to conduct efficient wind turbine design and perfor-
mance assessments. AeroHor is being developed to ensure compatibility 
with all IEC-defined design load cases and to enhance reliability under 
complex operational conditions. This study employed AeroHor to con-
duct both time and frequency domain analyses, identified instability 
regions for FOWTs, proposed an active control strategy for stall-induced 
instability mitigation, and reproduced the LCO phenomenon.

Given that a spar-type platform is one of the most promising solu-
tions for floating wind turbine support structures, this paper focuses 
on the NREL OC3-Hywind 5 MW wind turbine, providing specific data 
on platform instability and revealing certain phenomena in FOWT 
instability using the developed tool. This paper is organized as follows: 
Section 2 presents the methodology for finite element (FE) model de-
velopment and introduces the system equation of motion (EoM). It also 
outlines the theories for time domain simulations and systematically de-
scribes both the aerodynamic model based on quasi-steady theory and 
the approach for determining hydrodynamic loads. Section 3 linearizes 
aerodynamic loads into damping matrices and provides a method for 
calculating the damping ratio in state-space. Section 4 verifies the 
model to demonstrate the accuracy of both the linearized and nonlinear 
models. Section 5 presents the results of linear stability analysis for an 
OC3 5 MW floating wind turbine. Section 6 discusses the nonlinear 
time domain instability responses, reinforcing the conclusions drawn 
from the frequency domain analyses in Section 5. Finally, Section 7 
concludes the paper.

2. Nonlinear model for time domain stability analysis

Stall-induced aeroelastic instability is typically analyzed using both 
frequency and time domain approaches. The frequency domain method 
offers a rapid and quantitative means of understanding the instability 
phenomenon from a global perspective, making it particularly conve-
nient during the early stages of wind turbine design. Despite its higher 
computational cost and limited applicability in early design phases, 
the time domain method plays a crucial role in validating potential 
instability conditions identified by the frequency domain approach. 
Therefore, a combined approach is recommended: the frequency do-
main method can be used initially for a preliminary risk assessment 
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Fig. 1. Spar-type floating wind turbine structural layout.

of stall-induced instability during the design phase, followed by the 
time domain method for response verification under critical instability 
scenarios. Given that the frequency domain method represents a lin-
earized approximation of the time domain method, this section begins 
by introducing the theory of the time domain nonlinear approach.

2.1. General description and coordinate system setup

While more advanced benchmark models with larger rotors, such 
as the IEA 15 MW wind turbine [35], have been released, this study 
employs the OC3 5 MW wind turbine developed by NREL [36,37] as the 
case-study wind turbine, primarily because of its extensive validation 
dataset available in the literature. A FE model is developed to simulate 
the dynamic behavior of the FOWT, described in this section.

A floating horizontal-axis wind turbine mainly contains a rotor, a 
hub, a nacelle, a tower, a platform, and a mooring system to constrain 
the floater’s motion [37]. These components are shown in Fig.  1 with 
detailed parameters listed in Table  1. Six coordinate systems (CSs) 
are defined for the model as shown in Fig.  2, of which two of them 
are defined for describing platform (𝑋, 𝑌 ,𝑍 and 𝑋′, 𝑌 ′, 𝑍′) motions, 
and they are located in the platform center of gravity. One (𝑥𝑡, 𝑦𝑡, 𝑧𝑡) 
is fixed at the tower base to describe tower fore-aft (FA) and side-
side (SS) motions. Each blade has its own CS, which is mounted at 
blade roots and is named as 𝑥𝑏,𝑗 , 𝑦𝑏,𝑗 , 𝑧𝑏,𝑗 . Their directions can be seen 
in Fig.  2. However, to better locate the flexible bodies (blades and 
tower, modeled as Euler–Bernoulli beam), the 𝑋, 𝑌 ,𝑍 axes are rotated 
to 𝑋′, 𝑌 ′, 𝑍′ by a transfer matrix 𝐑𝐨𝐭, its expression will be given in 
Appendix A.

2.2. Equation of motion

AeroHor adopts the Euler–Bernoulli beam to account for tower and 
blade flexibility. As the platform is considered a rigid body, and is 
3 
Table 1
Structural properties of the NREL-5 MW spar-type FOWT [35,36].
 Rotor radius, 𝑅 63 m  
 Rated rotor speed, 𝛺 1.267 rad∕s  
 Length from rotor centre to spar mass centre, ℎ𝑅 168 m  
 Length from tower top to spar top, 𝐻𝑇 87.6 m  
 Length from tower base to spar mass centre, ℎ𝑇 78 m  
 Lumped mass at tower top, 𝑀0 3.5 × 105 kg  
 Platform diameter 9.4 m  
 Platform depth below SWL 120 m  
 Water depth 320 m  
 Length from spar bottom to spar mass centre, ℎ𝐵 42 m  
 Platform mass, including Ballast 7466330 kg  
 Additional yaw spring stiffness 9.834 × 107 Nm∕rad 
 Number of mooring lines 3  
 Depth to fairleads below SWL 70.0 m  
 Radius to anchors from platform centreline 853.87 m  
 Unstretched mooring line length 902.2 m  

coupled with tower and blade elements, the overall EoM needs to be 
derived through the Euler–Lagrange equation: 
d
d𝑡

(

𝜕
𝜕𝐱̇

)

− 𝜕
𝜕𝐱

+ 𝜕
𝜕𝐱

= 𝐅 − 𝐂s,r𝐱̇ (1)

where   is the system kinetic energy, while  is the potential energy of 
the FOWT, and 𝐱 represents the degree of freedom(DOF) vector, defined 
as:

𝐱 =
{

𝑥𝑏,𝑖,𝑗 , 𝑦𝑏,𝑖,𝑗 , 𝑧𝑏,𝑖,𝑗 , 𝜃𝑏,𝑥,𝑖,𝑗 , 𝜃𝑏,𝑦,𝑖,𝑗 , 𝜃𝑏,𝑧,𝑖,𝑗 ⋯ 𝑥𝑡,𝑖, 𝑦𝑡,𝑖, 𝑧𝑡,𝑖, 𝜃𝑡,𝑥,𝑖, 𝜃𝑡,𝑦,𝑖,

𝜃𝑡,𝑧,𝑖 ⋯𝑈1, 𝑈2, 𝑈3, 𝑈4, 𝑈5, 𝑈6
}T (2)

in which 𝑖 represents the 𝑖th element and 𝑗 is the 𝑗th blade.
Besides, 𝐅 is the general expression of the overall force vectors, and 

𝐂s,r represents the Rayleigh damping matrix.
Appendix A determines the expression of   and  . Insert   and 

into Eq. (1) and the EoM of the FOWT model can be finally written as 
the following form: [38,39] 

𝐌s𝐱̈(𝑡)+𝐂s𝐱̇(𝑡)+𝐊s𝐱(𝑡) = 𝐅Aero(𝑡)+𝐅Buoy(𝑡)+𝐅Hydro(𝑡)+𝐅Moor(𝑡)+𝐅Gra(𝑡)

(3)

where the 𝐌s, 𝐂s, and 𝐊s represent mass, damping, and stiffness 
matrices, respectively. Their expressions can be found in Appendix A. 
Additionally, the Rayleigh damping is proportional to the 𝐌s and 𝐊s
following the relationship 𝐂s,r = 𝛼𝑟𝐌s+𝛽𝑟𝐊s, and the coefficients 𝛼𝑟 and 
𝛽𝑟 can be obtained according to Ref. [40]. Force vectors on the right 
side of the equation account for the loads acting on the complex FOWT 
system: loads from wind (Aero), still water (Buoy), waves (Hydro), 
mooring system (Moor), as well as gravity loads (Gra).

2.3. Aerodynamic force for a stand-still FOWT

For a stand-still wind turbine, airfoils are solely influenced by the 
incoming flow, unaffected by rotational effects. The vibration veloci-
ties of the FOWT components also influence the relative wind speed 
experienced by the blade elements. Similar to operational conditions, 
determining the loads on a wind turbine at a stand-still can be achieved 
through various methods, including high-fidelity aeroelastic coupled 
computational fluid dynamics (CFD), and low-fidelity aeroelastic drag-
lift formula (BEM-like) model. This study opts for the quasi-steady 
BEM-like method for its computational efficiency. The airfoils’ quasi-
steady aerodynamic loads can then be determined by making use of 
the aerodynamic lift and drag coefficients definition equations [41]: 

d𝐿(𝑟, 𝛼) = 1
2
𝜌𝑎𝑐(𝑟)𝑉 2

rel(𝑟)𝐶𝑙(𝑟, 𝛼)d𝑟

d𝐷(𝑟, 𝛼) = 1𝜌 𝑐(𝑟)𝑉 2 (𝑟)𝐶 (𝑟, 𝛼)d𝑟
(4)
2 𝑎 rel 𝑑
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Fig. 2. FOWT tower (a) and blade (b) flexibility and deformation.
in which the wind velocity 𝑉rel is: 

𝑉 2
rel = 𝑉 2

𝐵𝑦,𝑖,𝑗 + 𝑉 2
𝐵𝑧,𝑖,𝑗 (5)

where the 𝑉𝐵𝑦,𝑖,𝑗 and 𝑉𝐵𝑧,𝑖,𝑗 represent the perceived wind speed along 𝑦𝑏
and 𝑧𝑏 directions considering the coupling effect with FOWT vibrations 
respectively, their accurate expressions can be derived utilizing the 
following wind speed vectors equation: 

𝐕wind B = 𝐕0 − 𝐓𝑗

(

𝐀̃𝑗𝐑𝐨𝐭T𝐔̇ + 𝐀̃𝑡𝐮̇top,e
)

− 𝐓𝛽 𝐯̇e (6)

in which, 
𝐀̃𝑡 = 𝐀

(

d𝑥 = 𝑥𝑏 cos𝛹𝑗 , d𝑦 = 0, d𝑧 = −𝑥𝑏 sin𝛹𝑗
)

𝐔̇ =
{

U̇1, U̇2, U̇3, U̇4, U̇5, U̇6
}T

𝐮̇top,e =
{

𝑥̇top𝑡 , 𝑦̇top𝑡 , 𝑧̇top𝑡 , 𝜃̇top𝑡,𝑥 , 𝜃̇
top
𝑡,𝑦 , 𝜃̇

top
𝑡,𝑧

}T

𝐯̇e =
{

𝑥̇𝑏,𝑖,𝑗 , 𝑦̇𝑏,𝑖,𝑗 , 𝑧̇𝑏,𝑖,𝑗 , 𝜃̇𝑏,𝑥,𝑖,𝑗 , 𝜃̇𝑏,𝑦,𝑖,𝑗 , 𝜃̇𝑏,𝑧,𝑖,𝑗
}T

(7)

Eq. (6) accounts for the fact that the perceived wind speeds of blade 
elements are dominated by the inflow wind speed vector 𝐕0, FOWT 
movements: 𝐔̇, 𝐮̇top,e, and 𝐯̇e representing the vibrating speed of the 
platform, tower top, and blade sections, in local CS, respectively. Fur-
thermore, 𝐓𝛽 is adopted to consider the influences of pitch angle 𝛽, 𝐓𝑗 is 
the transformation matrix mainly due to azimuth angle. Expression for 
𝐀 can befound in Appendix A. Thus, 𝑉𝐵𝑦,𝑖,𝑗 and 𝑉𝐵𝑧,𝑖,𝑗 can be expanded 
as: 
𝑉𝐵𝑦,𝑖,𝑗 = 𝑉𝑦 − 𝑥𝑏

(

𝑈̇4 + 𝜃̇top 𝑡,𝑦

)

− 𝑦̇𝑏,𝑖,𝑗 sin 𝛽 + 𝑧̇𝑏,𝑖,𝑗 cos 𝛽

+
(

𝑈̇2 − ℎ𝑅𝑈̇4 + 𝑧̇top 𝑡

)

cos𝛹𝑗 (𝑡)

+
(

𝑈̇3 + 𝑥̇top 𝑡

)

sin𝛹𝑗 (𝑡)

𝑉𝐵𝑧,𝑖,𝑗 = 𝑉𝑧 −
(

𝑈̇1 + ℎ𝑅𝑈̇5 + 𝑦̇top 𝑡

)

− 𝑦̇𝑏,𝑖,𝑗 cos 𝛽 − 𝑧̇𝑏,𝑖,𝑗 sin 𝛽

− 𝑥𝑏
(

𝑈̇5 +𝜃̇top 𝑡,𝑧

)

cos𝛹𝑗 (𝑡)

− 𝑥
(

𝑈̇ + 𝜃̇top 
)

sin𝛹 (𝑡)

(8)
𝑏 6 𝑡,𝑥 𝑗

4 
with the wind speeds 𝑉𝑦 and 𝑉𝑧 being projections of the inflow wind 
speed 𝑉0 in two orthogonal directions: 
𝑉𝑦 = 𝑉0 sin𝜒 cos𝛹 = 𝑉 ′

0 sin𝜒
′

𝑉𝑧 = 𝑉0 cos𝜒 = 𝑉 ′
0 cos𝜒

′

𝑉 ′
0 =

√

𝑉 2
𝑦 + 𝑉 2

𝑧

(9)

in which, 𝜒 represents the yaw misalignment angle as defined in Fig. 
3.

Besides, lift and drag coefficients (𝐶𝑙 and 𝐶𝑑) in Eq. (4) should 
be determined employing look-up coefficient tables (𝐶𝑙 and 𝐶𝑑 values 
with respect to AoAs), and a set of to-be-determined local airfoil AoAs 
(denoted as 𝛼) along the blade length direction. AOAs can be defined 
according to Fig.  3, and its mathematical expression is given by: 
𝛼 = 𝜒 ′ −

(

𝜃𝑡 + 𝛽 − 𝜋
2

)

(10)

where 𝜃𝑡 is the airfoil sectional twist angle, and 𝜒 ′ is calculated as: 

𝜒 ′ = arctan
𝑉𝑦
𝑉𝑧

(11)

For quasi-steady analysis, Eq. (11) becomes: 

𝜒 ′ = arctan
𝑉𝐵𝑦,𝑖,𝑗
𝑉𝐵𝑧,𝑖,𝑗

(12)

The united aerodynamic loads d𝐿 and d𝐷 are defined in the local 
CS of 𝑥𝑏−𝑦𝑏−𝑧𝑏. The projected in-plane and out-of-plane aerodynamic 
loads are as follows: 
d𝑇 = d𝐿 cos𝜒 ′ + d𝐷 sin𝜒 ′

d𝑆 = −d𝐿 sin𝜒 ′ + d𝐷 cos𝜒 ′ (13)

The nonlinear aerodynamic method adopts Eqs. (4)–(13). Specifically, 
for blade tip section, 𝜃𝑡 = 0 and 𝛽 = 𝜋∕2, thus, 𝜃𝑡 + 𝛽 − 𝜋

2 = 0.
Aerodynamic static stall occurs when the local AoA exceeds the 

critical stall angle. As shown in Eqs.  (10) and (12), the local AoA is 
influenced by 𝑉𝐵𝑦,𝑖,𝑗 and 𝑉𝐵𝑧,𝑖,𝑗 from Eq. (8). These variables depend 
on the platform motion and other structural velocity responses. Con-
sequently, through the interplay described in Eqs. (8), (10), and (12), 
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Fig. 3. Local AoA definition for a stand-still wind turbine blade airfoil.
structural dynamics (such as platform motion), and aerodynamic static 
stall are analytically coupled.

2.4. Hydrodynamic force and mooring line force

Previous studies have shown that the spar platform is regarded as 
one of the most optimal support structures for FOWT, owing to its 
inherent buoyancy and hydrostatic stability under both normal oper-
ating and extreme conditions, which result from its ballast-stabilized 
mechanism. This implies that hydrostatic stability is no longer the most 
controlling factor in stability analysis, but stability analysis considering 
hydrodynamic and aerodynamic effects should be paid more attention 
to. Previously developed methods for stability analysis generally ignore 
the hydrodynamic radiation damping despite considering the viscous 
hydrodynamic damping. Hydrodynamic forces include viscous damping 
forces and radiation history memory effects from potential flow theory; 
the former can be calibrated utilizing a widely used model of Morison’s 
equation [42], while the latter can be determined using a convolu-
tional function [38]. Besides, due to the platform’s instability occurring 
at its natural frequencies, from the previous study of authors [30], 
the radiation-damping effect at low frequencies could be ignored; 
thus, Morison’s equation is enough to account for the hydrodynamic 
contributions to the platform.

Moreover, mooring lines provide a rigid restoring force for the 
platform; this paper adopts a nonlinear mooring line simulation DLL 
OpenMOOR [43] as a tool to calculate the loads from mooring lines on 
the platform in time domain.

3. Linear model for frequency domain stability analysis

The abovementioned equation is a nonlinear dynamic system, which 
can capture FOWT behaviors more accurately [39]. Nevertheless, it 
has been proved that a linearized version of the dynamic system could 
be more efficient for stability analysis [9,33]. The linearized version 
of the dynamic system corresponding to the aforementioned nonlinear 
equation can be expressed as: 
𝐌𝐱̈(𝑡) +𝐂𝐱̇(𝑡) +𝐊𝐱(𝑡) = 𝐅0

Aero +𝐅0
Buoy +𝐅0

Hydro (𝑡) +𝐅0
Moor +𝐅Gra(𝑡) (14)

The updated mass matrix 𝐌 includes hydrodynamic added mass 
effect from Morison’s equation. Besides, the damping matrix 𝐂 consists 
of the aerodynamic and hydrodynamic damping from fluid–structure 
interaction, as well as structural damping (including gyroscopic damp-
ing [44]). Hydrodynamic damping can arise from viscous effect and 
wave radiation, which has been clarified in the previous study of the 
authors [30]. In addition, the updated stiffness matrix 𝐊 contains the 
5 
structural stiffness and the stiffness provided by buoyancy and mooring 
lines. Therefore, the systematic matrices can be written as follows:
𝐌 = 𝐌s +𝐌add

𝐂 = 𝐂s + 𝐂aero + 𝐂hydro
𝐊 = 𝐊s +𝐊buoy +𝐊moor

(15)

in which the added mass 𝐌add, buoyancy stiffness 𝐊buoy can be referred 
to in the previous literature [38]. Additionally, the determination of the 
hydrodynamic damping 𝐂hydro, and the calibration of mooring stiffness 
𝐊moor have been proposed in the previous study of the authors [30]. 
In this paper, the authors are devoted to determining the expression 
of matrices involving structural dynamics (𝐌s, 𝐂s, 𝐊s) and the aerody-
namic damping matrix 𝐂aero for the stand-still FOWT. The expressions 
for 𝐌s, 𝐂s, and 𝐊s can be found in Appendix A and the derivation for 
𝐂aero is in Section 3.1.

3.1. Linearized aerodynamic force

3.1.1. Assumption
The linearization of aerodynamic forces is based on Eq. (8). Assume 

that the vibrating velocities of blade elements in the 𝑦𝑏 and 𝑧𝑏 directions 
are small compared to the inflow wind velocities (𝑉𝑦 and 𝑉𝑧), the 
aerodynamic forces can be linearized around 𝑉𝑦 and 𝑉𝑧. In other words, 
this assumption implies that the aerodynamic forces remain linear 
with respect to 𝑉𝑦 and 𝑉𝑧, in the presence of perturbations d𝑉𝑦 and 
d𝑉𝑧. However, this assumption should be carefully examined, and it is 
necessary to determine the boundary at which the assumption no longer 
holds.

This paper treats the wind speeds 𝑉𝑦 and 𝑉𝑧 as independent vari-
ables, with the aerodynamic loads (such as d𝐿 and d𝐷 in Eq. (4)) as the 
dependent variables. To validate the assumption made, it is necessary 
to demonstrate that the perturbations (vibrational velocities of blade 
elements) in 𝑉𝑦 and 𝑉𝑧 is within the linear region on the aerodynamic 
loads.

Provided that the blade element vibrational speeds in both direc-
tions are d𝑉𝑦 and d𝑉𝑧, Eq. (8) can be rewritten as: 
𝑉𝐵𝑦,𝑖,𝑗 = 𝑉𝑦 − d𝑉𝑦
𝑉𝐵𝑧,𝑖,𝑗 = 𝑉𝑧 − d𝑉𝑧

(16)

Furthermore, by substituting Eq.  (16) into Eq. (5), and subsequently 
inserting Eqs. (5) and (10) (with Eq. (12)) into Eq. (4), the lift d𝐿 can 
be calculated. The inclusion or exclusion of d𝑉𝑦 and d𝑉𝑧 in determining 
the perceived wind speed (Eq. (16)) leads to the disturbed lift, d𝐿dis, 
and the undisturbed lift, d𝐿 , respectively. To characterize the effect 
0
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Fig. 4. Validation of small vibrating speed assumption: case definition.

of d𝑉𝑦 and d𝑉𝑧 perturbations on d𝐿, the difference between d𝐿dis and 
d𝐿0 is defined as 𝛿d𝐿, expressed as: 

𝛿d𝐿 = d𝐿dis − d𝐿0 (17)

The slope of d𝐿, accounting for blade vibration velocities, is ex-
pressed as: 

𝑘𝐿,𝑦 =
𝛿d𝐿
d𝑉𝑦

𝑘𝐿,𝑧 =
𝛿d𝐿
d𝑉𝑧

(18)

As long as 𝑘𝐿,𝑦 and 𝑘𝐿,𝑧 remain constants, or the plot of 𝛿d𝐿 versus 
d𝑉𝑦 (and d𝑉𝑧) forms a straight line, the assumption holds. The same 
hold for 𝛿d𝐷. Assuming a wind speed 𝑉0 = 50m∕s, chord length 𝑐 = 2m, 
air density 𝜌𝑎 = 1.225 kg∕m3, yaw angle 𝜒 ∈ [0◦, 90◦, 180◦], azimuth 
angle 𝛹 ∈ [0◦, 45◦, 90◦], pitch angle 𝜃𝑡 = 0◦, and 𝛽 = 𝜋

2 , nine cases (C#1 
∼ C#9) can be further defined in Fig.  4.

Fig.  5 presents the results of 𝛿d𝐿 versus d𝑉𝑦 (and d𝑉𝑧), demonstrat-
ing that the aerodynamic load exhibits an almost linear relationship 
with the blade’s vibrating speed. Notably, when the blade vibration 
speed is below 5 m/s, all cases except for C#6 in Fig.  4 show a perfectly 
linear trend. These findings confirm that the assumption is valid for 
subsequent derivations. However, the assumption, while suitable for 
linearization, becomes less accurate under extreme wind speeds or tran-
sient conditions, highlighting its limitations in predicting non-linear 
behaviors.

3.1.2. Derivation
Based on the assumption in Section 3.1.1, all terms except 𝑉𝑦 and 

𝑉𝑧 in Eq. (8) have small quantities, Eq. (13) therefore can be further 
linearized using first-order Taylor expansion: 

d𝑇
(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

= d𝑇
(

𝑉𝑦, 𝑉𝑧
)

−
𝜕(d𝑇 )
𝜕𝑉𝑦

[

𝑥𝑏
(

𝑈̇4 + 𝜃̇top 𝑡,𝑦

)

− 𝑦̇𝑏,𝑖,𝑗 sin 𝛽

+ 𝑧̇𝑏,𝑖,𝑗 cos 𝛽

+
(

𝑈̇2 − ℎ𝑅𝑈̇4 + 𝑧̇top𝑡

)

cos𝛹𝑗 (𝑡) +
(

𝑈̇3 + 𝑥̇top𝑡

)

sin𝛹𝑗 (𝑡)
]

+
𝜕(d𝑇 )
𝜕𝑉𝑧

[

−
(

𝑈̇1 + ℎ𝑅𝑈̇5 + 𝑦̇top𝑡

)

− 𝑦̇𝑏,𝑖,𝑗 cos 𝛽

− 𝑧̇𝑏,𝑖,𝑗 sin 𝛽

−𝑥𝑏
(

𝑈̇5 + 𝜃̇top𝑡,𝑧

)

cos𝛹𝑗 (𝑡) − 𝑥𝑏
(

𝑈̇6 + 𝜃̇top𝑡,𝑥

)

sin𝛹𝑗 (𝑡)
]

(19)
6 
and, 

d𝑆
(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

= d𝑆
(

𝑉𝑦, 𝑉𝑧
)

−
𝜕(d𝑆)
𝜕𝑉𝑦

[

𝑥𝑏
(

𝑈̇4 + 𝜃̇top 𝑡,𝑦

)

− 𝑦̇𝑏,𝑖,𝑗 sin 𝛽 + 𝑧̇𝑏,𝑖,𝑗 cos 𝛽

+
(

𝑈̇2 − ℎ𝑅𝑈̇4 + 𝑧̇top𝑡

)

cos𝛹𝑗 (𝑡) +
(

𝑈̇3 + 𝑥̇top𝑡

)

sin𝛹𝑗 (𝑡)
]

+
𝜕(d𝑆)
𝜕𝑉𝑧

[

−
(

𝑈̇1 + ℎ𝑅𝑈̇5 + 𝑦̇top𝑡

)

− 𝑦̇𝑏,𝑖,𝑗 cos 𝛽

− 𝑧̇𝑏,𝑖,𝑗 sin 𝛽

−𝑥𝑏
(

𝑈̇5 + 𝜃̇top𝑡,𝑧

)

cos𝛹𝑗 (𝑡) − 𝑥𝑏
(

𝑈̇6 + 𝜃̇top𝑡,𝑥

)

sin𝛹𝑗 (𝑡)
]

(20)

Note that d𝑇  and d𝑆 mentioned above correspond to the in-plane 
and out-of-plane components respectively, whereas these loads should 
be reassembled in the blade root (𝑥𝑏-𝑦𝑏-𝑧𝑏): 
d𝐹𝑥,𝑖,𝑗 = 0

d𝐹𝑦,𝑖,𝑗 = ∫𝐿
d𝑇

(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

sin 𝛽 + ∫𝐿
d𝑆

(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

cos 𝛽

d𝐹𝑧,𝑖,𝑗 = −∫𝐿
d𝑇

(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

cos 𝛽 + ∫𝐿
d𝑆

(

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

sin 𝛽

(21)

Insert Eqs.  (19) and (20) into Eq. (21). Thus, the aerodynamic loads 
at each airfoil section can be obtained. More generally, the derived 
expressions can be further denoted as vectors and matrices: 

𝐅∗
Aerob = 𝐅0∗

Aerob −
[

𝐂∗
Aerobb 𝐂∗

Aerobt 𝐂∗
Aerobp

]

⎧

⎪

⎨

⎪

⎩

𝐯̇e
𝐮̇top,e
𝐔̇

⎫

⎪

⎬

⎪

⎭

(22)

in which 𝐅∗
Aerob is the load vector for one blade element, and it can 

be summarized as the form of a static aerodynamic load vector 𝐅0∗
Aerob

minus an aerodynamic damping loads vector. 𝐅0∗
Aerob is given by:

𝐅0∗
Aerob =

{

0,∫𝐿
d𝑇

(

𝑉𝑦, 𝑉𝑧
)

sin 𝛽 + ∫𝐿
d𝑆

(

𝑉𝑦, 𝑉𝑧
)

cos 𝛽,

−∫𝐿
d𝑇

(

𝑉𝑦, 𝑉𝑧
)

cos 𝛽 + ∫𝐿
d𝑆

(

𝑉𝑦, 𝑉𝑧
)

sin 𝛽, 0, 0, 0
}T

(23)

and the aerodynamic damping sub-matrix of one blade section is rep-
resented by: 

𝐂∗
Aerobb =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0 0 0 0 0 0
0 𝑐𝑦𝑏𝑦𝑏 𝑐𝑦𝑏𝑧𝑏 0 0 0
0 𝑐𝑧𝑏𝑦𝑏 𝑐𝑧𝑏𝑧𝑏 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

(24)

An example of 𝑐𝑧𝑏𝑧𝑏  is given by:

𝑐𝑧𝑏𝑧𝑏 = −∫𝐿
𝜕(d𝑇 )
𝜕𝑉𝑦

cos2 𝛽 − ∫𝐿
𝜕(d𝑇 )
𝜕𝑉𝑧

sin 𝛽 cos 𝛽

+ ∫𝐿
𝜕(d𝑆)
𝜕𝑉𝑦

cos 𝛽 sin 𝛽 + ∫𝐿
𝜕(d𝑆)
𝜕𝑉𝑧

sin2 𝛽 (25)

Four items in Eq. (25) ( 𝜕(d𝑇 )𝜕𝑉𝑦
, 𝜕(d𝑇 )𝜕𝑉𝑧

, 𝜕(d𝑆)𝜕𝑉𝑦
, and 𝜕(d𝑆)𝜕𝑉𝑧

) require further 
derivations. Their expressions are given in Appendix A.

Additionally, the total aerodynamic loads from the rotor at the 
tower top node—𝐹𝑥, 𝐹𝑦, 𝐹𝑧, 𝑀𝑥, 𝑀𝑦, and 𝑀𝑧, representing translational 
forces and bending moments along and around the 𝑥𝑡, 𝑦𝑡, and 𝑧𝑡 axes—
can be obtained by integrating d𝑇 (

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
) and d𝑆 (

𝑉𝐵𝑦,𝑖,𝑗 , 𝑉𝐵𝑧,𝑖,𝑗
)

over the six directions. These loads can also be expressed in vector and 
matrix forms as follows:

𝐅∗
Aerot = 𝐅0∗

Aerot −
[

𝐂∗
Aerotb 𝐂∗

Aerott 𝐂∗
Aerotp

]

⎧

⎪

⎨

⎪

⎩

𝐯̇e
𝐮̇top,e
𝐔̇

⎫

⎪

⎬

⎪

⎭

(26)
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Fig. 5. Validation of small vibrating speed assumption: linear slop demonstration.
The aerodynamic loads acting on the rotor and the tower top 
node have been decomposed into static components and aerodynamic 
damping matrices. The static components are represented by 𝐅0∗

Aerob and 
𝐅0∗
Aerot, while the contributions from aerodynamic damping are captured 
using damping matrices, such as 𝐂∗

Aerobb and 𝐂∗
Aerotb. The aerodynamic 

load 𝐅∗
Aerop exerted on the floating platform by the rotor is transmitted 

through the tower via a transformation matrix, 𝐀pt [30]: 

𝐅∗
Aerop = 𝐀pt𝐅∗

Aerot (27)

Both the static aerodynamic force vectors and the aero-damping 
matrices for platform DOFs can be consquently obtained.

3.2. Linearized expressions for hydrodynamic damping and mooring line 
stiffness

The authors have introduced a linear and explicit way to eval-
uate the radiation damping based on potential flow theory and the 
viscous damping from Morison’s equation. The detailed expressions 
of the viscous damping 𝐂Morison and radiation damping 𝐂radia can be 
found in Ref. [30]. Furthermore, to account for unpredicted damping 
contributions besides viscous damping using Morison’s equation and 
radiation damping, the additional proportional damping 𝐂add should 
also be considered in this study, and its accurate expressions can be 
found in Ref. [37]. Thus, the total hydrodynamic damping can be 
expressed as: 

𝐂hydro = 𝐂Morison + 𝐂radia + 𝐂add (28)

Additionally, the stiffness of mooring lines are nonlinear and related 
to the platform’s position. Both the previous study of the authors [30] 
and the NREL technical report [37] have demonstrated that the moor-
ing line loads applied at the platform change nonlinearly when a linear 
moving path of the platform is given in a certain direction. To be ac-
curate, the stiffness values of mooring lines should be taken according 
to the real-time position, which is a bit overcomplicated in practice. 
Instead, the stiffness values of the mooring lines in six directions are 
taken by assuming the platform is placed in its undisturbed position in 
the present model. The calibrated stiffness matrix is a 6 × 6 matrix and 
its elements are available in Ref. [30].

3.3. State-space method

Once the system matrices are determined, damping ratios for var-
ious modes can be conveniently calculated through complex modal 
7 
analysis in state-space [40]. The original EoM are reformulated into 
the following state-space representation: 
𝐀𝐳̇(𝑡) + 𝐁𝐳(𝑡) = 𝟎 (29)

where 

𝐀 =
[

𝐂 𝐌
𝐌 𝟎

]

,𝐁 =
[

𝐊 𝟎
𝟎 −𝐌

]

(30)

The characteristic equation governs the determination of the eigen-
values and eigenvectors of the state-space model, where the eigenvec-
tors reflect the mode shapes of the system. The characteristic equation 
is given as: 
det(𝜆𝐀 + 𝐁) = 0 (31)

The complex eigenvalue 𝜆𝑛 corresponding to the 𝑛th mode can be 
expressed as: 

𝜆𝑛 = −𝜁𝑛𝜔𝑛 + 𝑖𝜔𝑛

√

1 − 𝜁2𝑛 (32)

where 𝜔𝑛 denotes the natural frequency of the 𝑛th mode, and 𝜁𝑛 repre-
sents the damping ratio for the 𝑛th mode. A negative value of 𝜁𝑛 < 0
indicates the presence of negative damping and signifies the instability 
in certain modes.

3.4. Methodological workflow

Fig.  6 presents the methodological workflow used in the study, 
highlighting two main approaches: the time domain approach and the 
frequency domain approach. Both approaches utilize a shared structural 
module consisting of a structural FE model and a linear hydrostatic 
model.

In the time domain approach, nonlinear effects from aerodynamics, 
hydrodynamics, and mooring dynamics are considered. These compo-
nents are linearized using techniques such as Taylor expansion and 
Hooke’s law, and the time domain responses are analyzed using the 
HHT-𝛼 method. Key outputs include the identification of LCOs and 
unstable regions.

In the frequency domain approach, the linearized models are devel-
oped to capture damping and stiffness characteristic. The state-space 
representation facilitates the study of dynamic properties, modal cou-
pling, and the establishment of safety margins and control strategies.

Both approaches converge in a comparative analysis, providing a 
comprehensive understanding of the unstable regions and the overall 
system stability. Additionally, while the model effectively predicts sta-
bility characteristics, its limitations in addressing nonlinear phenomena 
mean that aspects such as higher harmonic generation and complex 
resonances are not covered in this study.
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Fig. 6. Methodological workflow.
4. Model verification

Section 3 introduces an analysis tool including nonlinear and linear 
modules, named AeroHor-nonlinear and AeroHor-linear. This section 
is dedicated to presenting several verification cases to demonstrate the 
accuracy of the developed tool. Thus, a stand-still wind turbine at a 
wind speed of 50 m/s was chosen to verify this model. This paper 
does not consider wave loads, as the authors’ previous publication [30] 
has already proven the efficacy of the hydrodynamic module in both 
frequency and time domains.

Moreover, the authors introduce an extreme condition characterized 
by flapwise and edgewise motion amplitudes exceeding 5 m (corre-
sponding to velocities over 30 m/s) to validate the nonlinear aerody-
namic module’s capability in capturing large amplitude oscillations. 
In this scenario, the wind velocity is set to 50 m/s, and the yaw 
misalignment angle is 25◦. Both cases assume the azimuth angles are 
zero.

4.1. Setup

A FOWT model established in OpenFAST was used to verify the new 
models developed in this paper. Two simplifications are made in FAST 
model to keep the setups in FAST consistent with the derivations: (1) 
the RNA center is moved to the tower top; (2) the moments of inertia 
8 
of the RNA relative to the tower top are considered zero. Besides, a 
couple of settings are identified: (1) the mode shape coefficients are 
updated due to the tower top mass changes; (2) AeroDyn15 module 
is chosen, wake\induction model is deactivated because of the very 
low induction at stand-still condition; the dynamic inflow and dynamic 
stall are disabled for this quasi-steady study; and (3) the mooring 
system calculation module was chosen as ‘‘MoorDyn’’. To consider the 
influence of the control system, the pitch angles are set to 90◦ for 
the stand-still case. In the following discussion, the inflow wind speed, 
pitch angle, and rotor speed are kept constant for one state.

4.2. Verification

For simplicity, the verification for the linear model adopts a uni-
form wind velocity field, with incoming wind velocities of 50 m/s for 
stand-still scenarios, and the FOWT is located in still seawater. The 
transient responses are shown in Fig.  7. The rotor, tower top, and 
platform motions are benchmarked against the state-of-the-art wind 
turbine simulator FAST. In the time domain, satisfying agreements have 
been achieved, proving the accuracy of the proposed model AeroHor. 
Although some differences are observed in the response comparison, 
the overall model is accurate and sufficient for the FOWT’s stability 
analysis.

Moreover, further analyses focus on the large amplitude oscillation 
on blade modes. To verify the model capability in these cases, the wind 
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Table 2
Natural frequencies (left: Platform and Tower modes; right: Rotor modes).
 Mode FAST (Hz) FE (Hz) Error (%) Mode FAST (Hz) FE (Hz) Error (%) 
 Surge 0.0081 0.0082 1.23 1st flap (ASY, Pitch) 0.6675 0.684 2.47  
 Sway 0.0081 0.0082 1.23 1st flap (SYM, Collect) 0.6993 0.709 1.39  
 Heave 0.0321 0.0325 1.24 1st flap (ASY, Yaw) 0.6664 0.710 6.54  
 Roll 0.0335 0.0339 1.19 1st edge (ASY, Pitch) 1.0793 1.071 0.77  
 Pitch 0.0333 0.0340 2.10 1st edge (SYM, Collect) ∖ 1.071 ∖  
 Yaw 0.1253 0.1223 2.39 1st edge (ASY, Yaw) 1.0898 1.087 0.26  
 1st FA ≈0.55 [9] 0.528 4.00 2nd flap (ASY, Pitch) 1.9223 1.980 3.00  
 1st SS ≈0.55 [9] 0.543 1.27 2nd flap (SYM, Collect) 2.0205 2.007 0.67  
propagation direction shifts to 25◦ to excite large-amplitude blade insta-
bilities. Fig.  8 shows the final comparison in blade responses between 
FAST and the introduced time domain module AeroHor-nonlinear in 
this paper. Decent agreements have been achieved in both amplitudes 
and phases and although some misalignments in phases are observed 
in flapwise, they are sufficient to conduct blade instability analyses. 
Obvious phase misalignment in flapwise is generated because of the 
error of frequency prediction. Phase disagreement can accumulate over 
time even with a small frequency error. Besides, structural damping 
ratios for blade modes are calibrated as 0.32% from 0.48% in the 
developed tool to pursue better agreements.

The developed model has demonstrated satisfactory performance, 
producing results consistent with those generated by the established 
FAST software. It provides an exact linear formulation, enabling de-
tailed analysis while reducing computational demands. However, cer-
tain limitations of the proposed method should not be overlooked. For 
instance, while the linearization module in FAST can handle strongly 
nonlinear scenarios, the AeroHor-linear model cannot. Additionally, 
due to the low fidelity of the BEM-like theory, the model fails to capture 
vortex-induced vibrations, which are significantly affected by 3D flow 
phenomena.

As highlighted in previous studies [8], even code-to-code verifica-
tions between numerical models face significant challenges, making 
stability verification with experimental data and CFD-based aeroelastic 
models even more difficult. Therefore, this paper focuses solely on 
code-to-code verification. Future work will aim to incorporate com-
parisons with experimental data and CFD-based aeroelastic models to 
further validate the model presented in this study.

5. Frequency domain stability analysis

5.1. Dynamic properties

The analysis is conducted using AeroHor-linear. This section
presents the natural modal properties of a 5 MW FOWT in still air 
and water. Mode shapes for each mode and their corresponding natural 
frequencies are shown in this part. The first six-order modes belong to 
the floating platform movements since the affiliated natural frequencies 
are much smaller than those of flexible tower and rotor modes. Platform 
rigid-body modes (not shown) are decoupled from the flexible modes 
of the tower and rotor because of the huge gap between the platform 
and flexible body frequencies. Besides, the 1st order tower FA, SS, and 
rotor flapwise, edgewise, and the 2nd order rotor flapwise, edgewise, 
and tower top FA, SS modes can be observed. Several representative 
tower and rotor mode shapes are shown in Figs.  9–10, respectively, 
and their more detailed natural frequencies can be found in Table  2, in 
which the FAST results are extracted from the data in Ref. [36]. These 
mode shape results are eigenvectors obtained with the basis of Eqs.  (30) 
and (31), with the damping matrix 𝐂 set to 𝟎, and the pitch angle is 0.

The fundamental natural frequencies of the FE model, as shown in 
Table  2, are validated by comparing them with the results obtained 
from FAST, confirming their reasonability. Moreover, Figs.  9 and 10 
depict an interesting phenomenon: the tower modes (including 1st and 
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2nd order symmetric and asymmetric modes) are deeply influenced by 
the rotor modes as the blade deflections in the rotor modes participate 
in the tower mode shapes. In contrast, the tower modes rarely affect 
rotor modes since the tower hardly participates in the rotor mode 
shapes. This is because the rotor mass mounted at the tower participates 
in tower vibration. Conversely, the nacelle is regarded as the boundary 
condition of the rotor, and the tower is placed under the nacelle. In this 
case, the tower is isolated because of the giant mass of the nacelle.

5.2. Quasi-steady stall-induced instability

Quasi-steady stall-induced instability is analyzed in this section by 
evaluating aerodynamic damping ratios for the dominant modes of a 
stand-still 5 MW wind turbine. It is assumed that the stand-still wind 
turbine may experience yaw misalignment, with the potential presence 
of azimuth angles. Specifically, a wind speed of 50 m/s and a yaw 
misalignment range of 𝜒 ∈ [−180◦, 180◦] are considered typical con-
ditions. Meanwhile, the azimuth angle range is considered within 𝛹 ∈
[0◦, 120◦] since this given range is overlapping with 𝛹 ∈ [120◦, 240◦], 
and 𝛹 ∈ [240◦, 360◦]. The final results on aerodynamic damping ratios 
are given in Figs.  11, 12, and 13 for the platform, 1st order tower, 
and 1st order rotor modes, respectively. From which we can observe 
that both azimuth angle and yaw misalignment angle contribute to 
the aerodynamic damping since both factors have obvious impacts 
on the AoA of each airfoil. Damping ratios for all modes are almost 
symmetric concerning 𝜒 = 0◦ and 𝛹 = 60◦ (see Fig.  14). Damping 
ratios keep positive at all azimuth angles once no yaw misalignment 
occurs. More interestingly, when we focus on sway and roll mode (Fig. 
11(d)), at several yaw misalignment angles, which are 60◦ ∼ 80◦ and 
−80◦ ∼ −60◦, the damping ratios keep negative for all azimuth angles, 
indicating a higher risk of instability under these circumstances. Fig. 
15 presents the damping ratios for platform yaw and rotor edgewise 
modes at 𝜒 = 45◦, demonstrating that adjusting the azimuth angle 
can effectively help these modes avoid unstable regions. Furthermore, 
according to Figs.  11(a), 11(c), 11(e), 12(a), 13(a), downwind direction 
corresponded modes face lower risk of instability. It is also been found 
that platform surge, sway, roll, and pitch modes are less sensitive to the 
azimuth angle since their contours are more like horizontal strips. More 
importantly, azimuth angle 𝛹 = 0◦ can be selected as the representative 
for further analysis since almost all modes exhibit the most prominent 
negative damping under this condition, indicating one of the most 
dangerous cases for all modes.

The fluctuation of aerodynamic coefficients should also be investi-
gated. Fig.  16 gives a case of DU91 airfoil, it shows the mean value and 
perturbations of aerodynamic coefficients (patched region, acquired 
by calculating root mean square (RMS) values) captured by the wind 
tunnel experiment [45]. Within this manuscript, the values of 𝐶𝑙 and 𝐶𝑑
for each airfoil section adopt the mean values. Specifically, the mean 
values for each airfoil section are determined using the experimental 
data obtained from the NREL [36]. RMS values are considered the same 
as what is shown in Fig.  16. This assumption is acceptable because 
the airfoil section behaves like a bluff body at angles of attack during 
stall, diminishing the significance of the specific airfoil geometry’s 
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Fig. 7. Verification of the linear and nonlinear aerodynamic module against FAST. (Environment: uniformly distributed wind velocity 𝑉0 = 50 m∕s, pitch angle 𝛽 = 90◦, Azimuth 
𝛹 ∈ [0◦ , 120◦ , 240◦], yaw misalignment angle 𝜒 = 0◦, still water).
impact. The determination of the mean values for 𝐶𝑙 and 𝐶𝑑 of the 
inboard circular sections can be facilitated by consulting a technical 
report published by NASA [46]. Finally, damping ratio value 𝜁𝑛 when 
𝛹 = 0◦ (the first blade points upwards) considering the aerodynamic 
coefficients’ variation are determined through the state-space method, 
and the results are shown in Fig.  17. It shows the aerodynamic damping 
10 
ratios of major modes for FOWTs and 𝜁𝑛 = 0 is considered the critical 
condition. Aerodynamic instabilities occur while 𝜁𝑛 < 0 (below the 
dashed line in the graph), and this graph ignores the influences from 
structural and hydrodynamic damping. We can conclude from this pic-
ture that, if ignoring structural and hydrodynamic damping, platform 
sway, roll, and yaw modes, as well as tower side-side and rotor flapwise 
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Fig. 8. Verification of the time domain nonlinear aerodynamic module against FAST under large amplitude oscillation.(Environment: uniformly distributed wind velocity 𝑉0 =
50 m/s, pitch angle 𝛽 = 90◦, Azimuth 𝛹 ∈ [0◦ , 120◦ , 240◦], yaw misalignment angle 𝜒 = 25◦, still water).
Fig. 9. Tower mode shapes (1st and 2nd order FA and SS).
and edgewise modes, face high risks of aerodynamic negative damping, 
and the fluctuation of aerodynamic coefficients influence the damping 
ratios indentified via the quasi-steady theory.

Previous analysis does not consider the influence of hydrodynamic 
damping. Once hydrodynamic and structural damping are included, the 
overall damping ratios for platform modes can significantly change. The 
hydrodynamic radiation and viscous damping quantification method 
can be referred to Ref. [30]. Assuming the FOWT is placed in such 
an environment with a wave height of 5 m and a wave period of 9.6 
s, their hydrodynamic damping ratios are listed in Table  3. Please be 
aware that radiation damping is frequency-dependent, and the damping 
ratios listed here correspond to the natural frequencies of given modes 
since instabilities occur on specific modes. According to Fig.  17 and 
Table  3, one can notice that the overall damping ratios for the sway and 
roll modes are significantly greater than zero due to their exceptionally 
high hydrodynamic damping ratios, which represent instability that 
cannot possibly occur. Yaw instability should be more attention to 
11 
as the minimum aerodynamic negative damping (around −2.7%) and 
its corresponding positive hydrodynamic damping (4.34%) reach the 
delicate balance. However, due to the inevitable errors in aerodynamic 
linearization and the rough value of the given empirical additional 
hydrodynamic damping, the yaw mode should also be regarded as 
unstable in practice.

For the tower top side-side mode, although the structural positive 
damping of 1% is likely to overcome the aerodynamic negative damp-
ing (around -1%), the overall side-side damping still wanders around 
zero. Besides, instability possibly occurs for flapwise motion but only 
within a limited misalignment range, which agrees with the findings of 
prior investigations [24,47].

The negative damping sources are explored at the blade element 
level to investigate the nature of the instabilities observed in the FOWT. 
Taking the edgewise vibration as an example, it has been proved that 
the diagonal element 𝑐  in the damping matrix (Eq. (24)) corresponds 
𝑧𝑏𝑧𝑏
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Fig. 10. Rotor mode shapes (1st and 2nd order Flapwise and Edgewise).
Table 3
Hydrodynamic damping ratios (wave height = 5 m, wave period = 9.6 s).
 Damping ratio values (%) Surge Sway Heave Roll Pitch Yaw 
 Radiation <0.01 <0.01 ≈0 <0.01 <0.01 ∖  
 Morison’s viscous 16.21 17.54 ∖ 5.25 5.26 ∖  
 Additional 6.13 6.13 7.67 ∖ ∖ 4.34 
 Overall 22.34 23.67 7.67 5.25 5.26 4.34 

to the edgewise mode, and the previous studies [12,32] have demon-
strated that off-diagonal elements can be ignored. Thus, the damping 
ratio of the edgewise is dominated by the element 𝑐𝑧𝑏𝑧𝑏 . There are 17 
elements for each blade, and each element corresponds to a value of 
𝑐𝑧𝑏𝑧𝑏 . Assuming the pitch angles are 90◦, we have 𝑐𝑧𝑏𝑧𝑏 = ∫𝐿

𝜕(d𝑆)
𝜕𝑉𝑧

. 
Thus, the values of ∫𝐿 𝜕(d𝑆)

𝜕𝑉𝑧
 can be shown in Fig.  18(a), of which 

the radius direction represents the blade length direction, and the 
rotational direction reflects the yaw misalignment angles. Interestingly, 
the minimum value of Fig.  18(a) can be observed from inboard sections 
at yaw angles around 30◦ and −18◦. According to the expression of 
𝑐𝑧𝑏𝑧𝑏 = ∫𝐿

𝜕(d𝑆)
𝜕𝑉𝑧

 in Eq. (25), the value of which are mainly controlled by 
d𝐶𝑙
d𝛼 , thus the minimum values of 𝑐𝑧𝑏𝑧𝑏  indicate the minimum values of 
d𝐶𝑙
d𝛼 , reflecting the negative slope of 𝐶𝑙 and thus, the higher occurrence 
possibility of stall. From experience, thick sections of the blade on the 
bottom are much more likely to stall, which is well in line with what 
Fig.  18(a) shows. Note that the actual local AoA of a specific airfoil 
should be the value of the yaw misalignment angle subtracted from its 
twist angle.

Furthermore, the modal damping ∫𝐿 𝜕(d𝑆)
𝜕𝑉𝑧

𝜙2(𝑥) for edgewise mode is 
shown in Fig.  18(b) as well, in which 𝜙(𝑥) represents the modal shape 
of the edgewise mode. Modal damping can be adopted to reflect the 
contribution of each element to the damping of the selected mode [40]. 
For example, Fig.  18(b) indicates that although the inboard sections 
possibly experience stall and produce negative damping for these
12 
positions, their contribution to the overall modal damping can be 
extremely limited since the value of 𝜙 (𝑥) is relatively small.

5.3. Modal coupling analysis

In accordance with Eq. (24), it is evident that there exists an 
aerodynamic coupling between the in-plane and out-of-plane DOFs, 
potentially leading to a modal coupling between the in-plane and out-
of-plane modes. To investigate and understand this phenomenon, our 
study introduces a comparative analysis.

The presence of aerodynamic damping can significantly influence 
the in-plane and out-of-plane mode shapes. To address this question, 
we employ the modal assurance criterion (MAC) [48] as a quantitative 
measure to assess the strength of aerodynamic damping coupling. MAC 
is expressed as: 

MAC =

(

ΦT
1Φ2

)2

(

ΦT
1Φ1

) (

ΦT
2Φ2

) (33)

where Φ1 and Φ2 represent the numerical mode shape vectors. When 
the MAC value approaches 1, it indicates a higher degree of similarity 
between these two modes; conversely, as it approaches 0, it signifies 
greater independence between each mode. The calculated MAC values 
are presented in Table  4 under various conditions. It reveals that, 
owing to the aerodynamic damping effect, the MAC values between 
in-plane and out-of-plane modes can surpass 0.69. This indicates a 
significant coupling between these modes. This coupling can also be 
visually represented through mode shape diagrams, shown in Figs.  19
and 20. The coupling between these two modes suggests no instability 
occurs in pure in-plane or out-of-plane modes.

5.4. Safety margins and control strategy

Figs.  11, 12, and 13 illustrate the aerodynamic damping characteris-
tics of the platform, tower, and rotor modes, respectively, highlighting 
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Fig. 11. Aerodynamic damping ratios for FOWT platform modes concerning azimuth angle and yaw misalignment angle (hydrodynamic damping excluded).
Table 4
MAC values.
 MAC Undamped Aerodynamically damped
 1st in-plane 2nd in-plane 3rd in-plane 1st in-plane 2nd in-plane 3rd in-plane 
 1st out-of-plane 1.25E−13 3.11E−12 0.0034 0.0017 0.0866 0.6959  
 2nd out-of-plane 1.18E−04 8.99E−04 3.01E−11 4.01E−06 0.5949 0.0341  
 3rd out-of-plane 0.0023 3.56E−05 1.99E−14 0.0795 0.0289 0.0072  
13 
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Fig. 12. Aerodynamic damping ratios for FOWT tower modes concerning azimuth angle and yaw misalignment angle (hydrodynamic damping excluded).

Fig. 13. Aerodynamic damping ratios for FOWT rotor modes concerning azimuth angle and yaw misalignment angle (hydrodynamic damping excluded).

Fig. 14. Symatic features of aerodynamic damping.
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Fig. 15. Instability region and avoidance (Yaw angle 𝜒 = 45◦,Azimuth angle 𝛹 ∈
[0◦ , 120◦]).

Fig. 16. 𝐶𝑙 and 𝐶𝑑 curves from a scaled DU91 airfoil experiment(grayed region is 
symmetrically determined at 0◦ due to experimental limitations) [45].

the regions of aerodynamic negative damping for each mode. Consider-
ing that real wind turbines operate in offshore environments, instability 
in any mode could result in severe damage. Therefore, it is essential 
to avoid the instability regions (negative damping regions, taking into 
account structural and hydrodynamic damping) for all modes.

As discussed earlier, the platform yaw, tower side-side, and rotor 
edgewise modes are particularly prone to instability. This study iden-
tifies the unstable regions for these critical modes, and the overall 
instability region, accounting for all modes, is presented in Fig.  21. 
The gray regions in the figure denote areas with a potential risk of 
instability in any mode. Fig.  21 illustrates the safety margins for the 
system. All modes remain stable within the range 𝛹 ∈ [20◦, 40◦] at any 
yaw angles. Additionally, while the wind turbine is stable near 𝜒 = 0◦, 
the ranges 𝜒 ∈ [−70◦,−140◦] and 𝜒 ∈ [70◦, 140◦] exhibit broader safety 
bands, indicating enhanced robustness to instability. Based on these 
findings, the safety regions can be defined as follows: 

𝛹safe ∈ [20◦, 40◦] or 𝜒safe ∈ ±[70◦, 140◦] (34)

Safety regions given in Eq. (34) provide an effective idea in con-
trolling stall-induced instability: adjusting either yaw or azimuth angle 
can release the risk of stall-induced instability. Furthermore, due to the 
dynamic nature of actual environmental conditions, wind direction can 
change within seconds, which shows that the yaw angle control may 
lack robustness. Therefore, this paper strongly recommends adjusting 
the azimuth angle to align with the safety region. In scenarios where 
the azimuth angle control system is not operational, switching the yaw 
15 
angle to the safety region can serve as a viable alternative. Thus, the 
active control strategy for stall-induced instability mitigation is given:

Algorithm 1 Active Control Strategy for Stall-induced Instability 
Mitigation
1: Input: Current/safe azimuth angle 𝛹/𝛹safe, yaw misalignment 
angle 𝜒/𝜒safe

2: procedure Aeroelastic Instability Control
3:  Calculate the real-time azimuth angle 𝛹
4:  if 𝛹 ∈ 𝛹safe  then
5:  Exit the control process.
6:  else
7:  if Azimuth angle control system is operational then
8:  Adjust 𝛹 to the middle value within 𝛹safe
9:  else
10:  if 𝜒 ∉ 𝜒safe then
11:  Switch 𝜒 to the nearest middle value within 𝜒safe
12:  end if
13:  end if
14:  end if
15: end procedure

6. Aeroelastic stability evaluation in time domain

6.1. Analysis of blades

6.1.1. Limit cycle oscillations-LCOs
Figs.  11, 12, and 13 reveal the possibility of stall-induced instability 

utilizing the linear analysis frame. However, once the vibration occurs, 
due to the high frequencies of blade vibrations (around 0.67 Hz and 
1.08 Hz for 1st order flapwise and edgewise, respectively), even a 
vibration with an amplitude of 2 m can produce a high velocity of more 
than 10 m/s, which means that the small blade velocities assumption 
is not valid. Thus, in this section, the authors adopt AeroHor-nonlinear 
to simulate the actual dynamic behavior of a blade, and a structural 
damping ratio of 0.32% is considered. In this case, the FOWT is 
placed in still water, the azimuth angle gives 0◦ and the inflow wind 
speed is considered 50 m/s. Aerodynamic and hydrodynamic loads are 
simulated through nonlinear theories in Section 3. Please also note 
that hydrodynamic damping effects are inherently considered without 
requiring special mention. Fig.  22 gives an example under the yaw 
misalignment angle of 25◦, which corresponds to a condition with 
significant aerodynamic negative damping in Fig.  17, and the LCOs 
are found in this unstable region. LCOs happen within the rotor in-out-
of-plane. Moreover, the PSD of both flapwise and edgewise DOFs are 
also given in Fig.  22, from which we observe that both flapwise and 
edgewise DOFs mainly vibrate at the first-order edgewise frequency.

Fig.  23 also demonstrates a similar phenomenon using Lissajous 
curves in other working conditions. Specifically, at the yaw misalign-
ment angles of 14◦, 20◦, and 28◦, the occurrence of LCOs can be 
observed. These LCOs indicate sustained oscillations in the system, sug-
gesting the negative damping does not cause divergent vibration under 
these specific yaw misalignment angles. More interestingly, according 
to Fig.  13(b), the instability region concerning the yaw misalignment 
angle also depends on the azimuth angle. To be specific, instability may 
disappear at the yaw misalignment angle around 50◦ when the blade 
is pointing upward (azimuth angle 𝛹 = 0◦) but occur at the scenario 
of azimuth angle 𝛹 = 60◦. Time domain analyses can strengthen this 
conclusion: give the yaw misalignment of 50◦ and two azimuth angles 
of 0◦ and 60◦. Their responses are shown in Fig.  24. The vibration tends 
to be a constant point in the plane when the azimuth angle equals 
0◦ while the response reaches stable LCO when the azimuth angle 
equals 60◦. The above-described phenomenon is consistent with the 
conclusion indicated in Fig.  13(b), which can account for the rationality 
of the linear theory.
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Fig. 17. Aerodynamic damping ratios for an NREL OC3 5 MW stand-still wind turbine platform modes with wind speed 𝑉0 = 50 m∕s, yaw misalignment angle 𝜒 ∈ [−180◦ , 180◦], 
azimuth angle =0◦ (hydrodynamic damping excluded).

Fig. 18. Damping coefficient ∫𝐿 𝜕(d𝑆)
𝜕𝑉𝑧

 and modal damping coefficient ∫𝐿 𝜕(d𝑆)
𝜕𝑉𝑧

𝜙2(𝑥) (wind speed 𝑉0 = 50 m∕s, yaw misalignment angle 𝜒 ∈ [−180◦ , 180◦]).

Fig. 19. Coupled mode of 1st order in-plane vibration (mode 9).
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Fig. 20. Coupled mode of 3rd order out of plane vibration (mode 14).
Fig. 21. Stable and unstable regions considering multi-modes (platform yaw, tower 
SS, and rotor edgewise), hydrodynamic damping for yaw is 1%, SS structural damping 
is 1%, and edgewise structural damping is 0.477%. (Note: gray region represents the 
unsafe region).

6.1.2. LCO contours
To gain further insights into the limit cycle motion of the blade tip at 

various yaw angles and wind speeds, time domain simulations of blade 
responses are conducted across a range of yaw angles from 0◦ to 50◦
and wind speeds from 26 m/s to 50 m/s, while the azimuth angle keeps 
0◦. The amplitudes of the LCOs were extracted, representing the stable 
vibration state with limited flapwise and edgewise movements of the 
blade tips. These amplitudes are presented in Fig.  25, Fig.  25 reveals the 
amplitudes of the edgewise and flapwise LCOs concerning both the yaw 
misalignment angle and wind speed. Specifically, the LCO amplitudes 
(both flapwise and edgewise at a wind speed of 50 m/s) gradually 
increase starting from approximately 13◦ of yaw misalignment, reach-
ing a peak around 31◦, and then stabilizing at significantly lower 
amplitudes beyond 35◦. For comparison, Fig.  17 presents the frequency 
domain aerodynamic damping results, indicating aerodynamic negative 
damping within the yaw misalignment range of 13◦ to 49◦. Notably, the 
frequency domain results predict a broader unstable range compared 
to the more accurate time domain responses, indicating the frequency 
domain approach is more conservative.

We extracted data showing the variation of LCO with yaw mis-
alignment at a wind speed of 50 m/s, and compared it with the wind 
turbine’s flapwise and edgewise vibration amplitudes at rated wind 
speed (wind speed 𝑉0 = 11.4 m/s, and pitch angle 𝛽 = 0◦). The 
results are shown in Fig.  26, and it is obvious that under the wind 
turbine’s blade instability state, the flapwise and edgewise vibration 
amplitudes are significantly higher than those of a normally operating 
case (dashed line), indicating a higher risk of damage and fatigue. 
More importantly, the vibration frequency of flapwise DOF remains 
consistent with edgewise DOF (not shown). This phenomenon arises for 
the following reason: the flapwise mode remains stable under skewed 
17 
inflow conditions, the flapwise-mode vibration gradually decreases 
with time, and the response is finally taken over by the edgewise 
movement. Therefore, to enhance the stability of the rotor, it is crucial 
to prioritize the stability control of the edgewise motion.

Another significant trend is the crucial role wind velocity plays 
in developing LCO. Specifically, when the wind velocity is below 
approximately 40 m/s, the blade LCO exhibits a lower risk of ex-
treme amplitude, whereas higher wind velocities correspond to larger 
LCO amplitudes. This observation suggests that only the largest wind 
velocity could be considered, as it is sufficient for stability analysis.

It is important to emphasize that the steady-state vibrations ob-
tained from these simulations do not represent the actual physical 
responses of the blades. In several cases, the observed amplitudes 
of the limit cycle oscillations are quite large, which may indicate 
the potential for severe blade damage. However, the current study 
does not incorporate the effects of structural nonlinearity or unsteady 
aerodynamics, and thus these influences fall outside the scope of this 
work. Consequently, the simulated responses may not fully correspond 
to real-world behavior. Despite this limitation, the results allow for 
hypotheses regarding potential blade damage. For example, if the 
edgewise vibration amplitude of the blade were to reach 4 m, it could 
be interpreted as a failure condition. Nevertheless, to achieve a more 
comprehensive understanding of blade dynamics and failure modes, 
future studies should account for structural nonlinearity and unsteady 
aerodynamic effects. Such research would further enhance the accuracy 
and applicability of the analyses presented here.

6.1.3. Comparison of frequency and time domain approaches
A comparison of instability characteristics and computational com-

plexity across different models is provided in this section, as shown 
in Table  5. Instability characteristics include the instability region and 
maximum LCO amplitude. Compared with AeroHor-nonlinear (time 
domain approach), the AeroHor-linear model (frequency domain ap-
proach) predicts a broader instability region, whereas OpenFAST pre-
dicts a narrower one. The AeroHor-linear model offers more conserva-
tive predictions, indicating its reliability in practical applications. While 
the AeroHor-linear model cannot predict the LCO amplitude due to 
divergence when the overall damping is negative, AeroHor-nonlinear 
predicts a similar LCO amplitude (20 m) to OpenFAST (17.7 m). 
Furthermore, the computational complexity is quantified through ex-
ecution time. The execution time for instability assessment is only 1.3 
s per case for the AeroHor-linear model, while the AeroHor-nonlinear 
time-domain solver requires over 670 s, and OpenFAST takes 49.5 s.

These findings support the notion that linear frequency domain 
stability analysis and time domain analysis can offer reasonable pre-
dictions of edgewise instability in this context.

6.2. Analysis of platform

6.2.1. The influence of hydrodynamic damping
Fig.  17 indicates that the platform roll mode may experience aerody-

namic negative damping at a yaw misalignment angle of 30◦. However, 
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Fig. 22. LCOs and corresponding PSD of blade tip section movements, yaw misalignment angle 𝜒 = 25◦, inflow wind speed 𝑉0 = 50 m∕s, collective pitch angle 𝛽 = 90◦, and 
azimuth angle 𝛹 = 0◦.

Fig. 23. Lissajous curves: LCOs of blade tip section movement at azimuth angle 𝛹 = 0◦, with yaw misalignment angle 𝜒 = 14◦ (a), 𝜒 = 20◦ (b) and 𝜒 = 28◦ (c), wind speed 
𝑉0 = 50 m∕s, collective pitch angle 𝛽 = 90◦.

Fig. 24. Lissajous curves: LCOs of blade tip section movement at yaw misalignment angle 𝜒 = 50◦, with azimuth angle 𝛹 = 0◦ (a) and 𝛹 = 60◦ (b), wind speed 𝑉0 = 50 m∕s, 
collective pitch angle 𝛽 = 90◦.
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Table 5
Comparison of instability characteristics and computational complexity across different models.
 Edgewise instability AeroHor-linear AeroHor-nonlinear OpenFAST  
 Instability region [13◦ , 49◦] [13◦ , 35◦] [17◦ , 37◦]  
 Max. LCO amplitude Infinite 20 m 17.7m  
 Execution time (for one case) 1.3 s Simulated time: 100 s

Execution time: 670.2 s
Simulated time: 100 s
Execution time: 49.5 s

 

Notes: The AeroHor model utilizes the FE method with 372 DOFs, resulting in higher computational complexity. In contrast, OpenFAST adopts 
the Ritz method with only 20 active DOFs, significantly simplifying the computational process. Furthermore, AeroHor is implemented on the 
MATLAB platform, while OpenFAST is compiled in Fortran, contributing to the notably shorter execution time of OpenFAST.
Fig. 25. LCOs amplitudes of blade tip section movements at the yaw misalignment angles 𝜒 = 0◦ ∼ 50◦ with the inflow wind speed 𝑉0 = 26 m∕s ∼ 50 m∕s, collective pitch angle 
𝛽 = 90◦, and azimuth angle 𝛹 = 0◦.
Fig. 26. LCOs amplitudes for displacement and acceleration of blade tip section at the yaw misalignment angles 𝜒 = 0◦ ∼ 50◦ with the inflow wind speed of 𝑉0 = 50 m∕s, collective 
pitch angle 𝛽 = 90◦, and azimuth angle 𝛹 = 0◦.
considering hydrodynamic damping, as detailed in Table  3 (totaling 
5.25%), converts the overall damping into a positive value. To vali-
date this assessment in the time domain, we conducted a simulation 
at the wind speed of 50 m/s and yaw misalignment angle of 30◦. 
The wind turbine is placed in still water. The resulting time series 
response of platform roll movement, illustrated in Fig.  27, highlights 
the significance of hydrodynamic damping. The platform exhibits se-
vere oscillations in the absence of hydrodynamic damping, with the 
maximum amplitude exceeding 15◦. However, when hydrodynamic 
damping is considered, the vibration rapidly diminishes, affirming its 
crucial role in stabilizing the platform. Nevertheless, a comprehensive 
19 
analysis, as previously outlined in Table  3, suggests that the posi-
tive damping contributed by hydrodynamics may not be exceptionally 
prominent, especially for the yaw mode. This raises the need for further 
investigation into the instability risk of the platform to gain a more 
thorough understanding of its dynamics.

6.2.2. Blade influence on platform
In Section 6.1, the blade modes are exposed to a higher risk of 

instability, characterized by significant oscillations with the potential 
to introduce notable perturbations in loading and vibrations for both 
the platform and tower. This subsection is proposed to introduce the 
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Fig. 27. Hydrodynamic effect demonstration in the time domain at yaw misalignment angle 𝜒 = 30◦, inflow wind speed 𝑉0 = 50 m∕s, blade collective pitch angle 𝛽 = 90◦, and 
azimuth angle 𝛹 = 0◦.
Fig. 28. Analysis of platform pitch and roll accelerations resulting from blade instability in the time domain and their corresponding PSD results: yaw misalignment angle 𝜒 = 30◦, 
inflow wind speed 𝑉0 = 50 m∕s, blade collective pitch angle 𝛽 = 90◦, and azimuth angle 𝛹 = 0◦.
influence of blade instability on platform responses. The wind turbine 
is given the physical condition of yaw misalignment angle 𝜒 = 30◦, 
inflow wind speed 𝑉0 = 50 m∕s, blade collective pitch angle 𝛽 =
90◦, and azimuth angle 𝛹 = 0◦. Meanwhile, the FOWT is placed in 
still sea water. As illustrated in Fig.  28, we conducted a time domain 
simulation to generate both platform pitch and roll accelerations when 
instability occurs for blades undergoing large-amplitude vibration. Be-
sides, PSD analyses are conducted with the basis of time series data. 
Both time domain and frequency domain analyses reveal significant 
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high-frequency vibrations, predominantly characterized by first-order 
edgewise frequencies. The frequency domain results particularly high-
light the prominence of both the first-order edgewise frequency and its 
tripled frequency, underscoring the critical role of these two frequency 
components in determining the internal loads on the platform structure. 
However, upon scrutinizing acceleration amplitudes, the importance of 
high-frequency vibrations is notably reduced. This suggests that the 
impact of blade instability on platform vibrations may be considered 
negligible.
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Fig. 29. Tower top FA and SS displacement responses due to blade instability: yaw misalignment angle 𝜒 = 30◦, inflow wind speed 𝑉0 = 50 m∕s, blade collective pitch angle 
𝛽 = 90◦, and azimuth angle 𝛹 = 0◦.
Fig. 30. Aerodynamic loading for tower top SS DOF: yaw misalignment angle 𝜒 = 30◦, inflow wind speed 𝑉0 = 50 m∕s, blade collective pitch angle 𝛽 = 90◦, and azimuth angle 
𝛹 = 0◦.
6.3. Analysis of tower

This section uses the same calculation example as the analysis in 
Section 6.2 but focuses on the response of tower motions with struc-
tural damping (around 1%) taken into consideration. The instability of 
classic towers can be attributed to insufficient damping in FA or SS 
modes. Still, when the vibration of the blades is very severe, it can 
also cause large aerodynamic forces affected by blade vibration on the 
tower, leading to associated tower vibration. When the blades become 
unstable, the vibration response of the tower is shown in Fig.  29 .

Fig.  29 depicts the time domain displacement responses at tower 
top, revealing it reaches a stable vibration with high frequencies. 
Besides, the frequency domain responses are also presented, where one 
can discern that the dominant frequency of the tower’s SS DOF response 
aligns with the blade’s edgewise frequency. This observation suggests 
that the tower’s vibration is primarily a result of forced vibration 
induced by the significant edgewise blade vibration. Fig.  30 is presented 
to explain further the above finding, which illustrates the aerodynamic 
21 
loads acting on the tower’s top in the SS direction. As observed in 
the frequency domain results, the dominant frequency of the load also 
corresponds to edgewise frequency. This concurrence implies that the 
forces applied at the tower’s top are predominantly driven by blade 
vibrations, ultimately leading to the vibration of the tower’s SS mode 
at the edgewise frequency.

7. Conclusion

In this paper, an aeroelastic FE model with quasi-steady aerody-
namic theory and hydrodynamic modules is proposed, and its linearized 
version is also developed. The FE model is developed using the Euler–
Lagrange equation, and the linearization of the aerodynamic module 
is based on the first-order Taylor expansion applied to the quasi-steady 
formulas. The accuracy of these models has been verified against FAST. 
This study further conducts time domain and frequency domain stabil-
ity analyses for a stand-still NREL OC3-Hywind 5 MW wind turbine 
using the developed nonlinear and linear models, respectively.
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Linear stability analyses were conducted using the state-space
method in the frequency domain. The results confirm that the stand-still 
FOWT faces high risks of stall-induced instabilities in blade edgewise, 
tower SS, and platform yaw modes. The occurrence of instability in 
different modes depends on both the inflow yaw misalignment and 
azimuth angles, and platform yaw and blade edgewise aeroelastic 
instabilities can be mitigated when azimuth angles are shifted to 
specific values. Stall-induced instabilities are mainly attributed to the 
aerodynamic negative damping effects on the blade outboard sections. 
Additionally, tower FA mode is dynamically stable due to the positive 
aerodynamic damping. Meanwhile, platform roll and sway modes 
are positively damped attributed to positive hydrodynamic damping, 
thus decreasing the instability risks in these modes. Furthermore, 
modal analysis results have unveiled the intricate coupling between 
the flapwise and edgewise modes, particularly highlighting the notable 
influence of the flapwise modes on the third-order edgewise mode. 
Finally, the safety margins of FOWTs are evaluated with a focus on 
multi-mode aeroelastic stability, and an active control strategy is pro-
posed to mitigate stall-induced instability across all potentially unstable 
modes.

This study also employs the nonlinear aeroelastic model to explore 
the transient instability response of a FOWT in time domain. The time 
domain analysis shows that the blade unstable responses eventually 
reach steady-state LCOs when the linear stability analysis results in neg-
ative total damping of a mode. Instability regions determined through 
time domain approach agree well with the frequency domain approach, 
but the latter is more conservative. Moreover, blade instabilities in-
duce high-frequency vibrations in the platform DOFs, with negligible 
amplitudes. Besides, the tower’s vibration behavior is susceptible to 
blade instability: when blade instability occurs, it severely oscillates 
at its first-order natural frequency, which in turn causes the tower 
to experience aerodynamic forces dominated by the blade natural 
frequency, ultimately leading to forced tower vibrations.

The proposed methodologies help identify and mitigate stall-ind
uced instability, ensuring structural safety and reliability. Both ap-
proaches can provide helpful guidance for designing robust and adap-
tive floating offshore wind turbines.
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