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Chapter 1
Introduction

1.1 Global refrigeration

Whether it is for food conservation or simple cormfthe possibility to control
environmental temperature is a general need in mosieciety. Of these two points,
food conservation is without a doubt the most ingar one. It is obvious that our
modern life style is impossible to conceive withoeftigerators and food preservation.

Historically, refrigerators as we know today ficsime about in the early 20th
century. These where mainly operated with the vaponpression method, using
steam engines with open drive compressors operatiidy dangerous and
environmentally unfriendly refrigerants, being amywtoo large, dangerous and
expensive for a wide range distribution [1].

Later in 1930, this system evolved, and the us€lEs (Chlorofluorocarbons)
in refrigeration rapidly dominated the market. IStdtter research revealed that the use
of uncontrolled CFCs was significantly hazardoushi stratospheric ozone layer and
due to the Montreal protocol, the use of theseasmwssms substituted by that of HFCs
(Hydrochlorofluorocarbons). Although these do neim@ge the ozone layer, they
contribute to the rise of the earth's average teatpee and to the greenhouse effect.
Both of these were later targeted by the Kyoto quokt and governments around the
world became committed to reducing the use of tigeses [2], opening the field for a
new environmentally-friendly technology to comerajo

Considering that electricity consumption represemis fifth of the total energy
used in Europe [3], and that modern day refrigesatoork well below the optimal
Carnot cycle [4], an improvement on this technologgs to reflect not only
environmental friendliness but also energetic afficy. Magnetic refrigeration, based



on the magnetocaloric effect (MCE), provides a nawd viable solution for the
creation of a more efficient refrigeration systedantrarily to vapor compression, this
technology resorts to materials in solid form awmésinot use hazardous gases, being
able to reach a maximum theoretical efficiency bbwt 60% [3], being a bright
promise for the future.

1.2 Magnetocaloric effect

In simple terms, the Magnetocaloric Effect (a pheaoon already widely
known since the XIXth century but only named ashsinc1917/1918 by P. Weiss [5])
is the increase in temperature of a magnetic nzterih the application of an external
magnetic field. This can be understood if we image magnetic material with
randomly aligned spins to which we apply an extermagnetic field. Considering an
ideal system, as we apply this field the spinshm rnaterial will tend to alight with it,
causing a reduction in the magnetic entropy of sigestem A4S and generate a
corresponding heat transfeXJ). Both these quantities are related by the setamadf
thermodynamics for a reversible process.

AS:I? (1.1)

The thermo-magnetic cycle is in all aspects analego the vapor compression
cycle of the current commercial refrigerators, iniethh we merely substitute a gas by a
magnetic material and pressure by an external niagiedd, as exemplified by Figure
1.1.

The field in question can either be applied unddialzatic or isothermal
conditions, corresponding to either an adiabatimperature change, where the
temperature of the system/material in questione@ases/reduces, or an isothermal
entropy change where the material remains at time $amperature but exchanges heat
with its surrounding environment. These two proessse demonstrated in Figure 1.2.



Adiabatic
Process

Adiabatic
Process

Magnetic
refrigeration

Vapor-cycle
refrigeration

Figure 1.1 Comparison between a magnetic refriger&n cycle (left) and a gas compression cycle
(right)
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Figure 1.2 a) Example of an adiabatic temperature ariation with the application of a magnetic
field (Ericsson cycle); b) Example of an isothermalheat exchange with the application of
magnetic field (Brayton cycle); ¢) Example of the diabatic and isothermal processes between

two isofield entropy curves.



The calculation of these two quantities (isothererdlopy change and adiabatic
temperature change) is described in detail in Glvat

The idea of a thermo-magnetic refrigerator firspegred in the late 1920s,
when cooling via adiabatic demagnetization was @sed by Debye [6] and Giauque
[7]. The process was latter demonstrated by GiaamqaeMacDougall in 1933, where
the remarkable temperature of 250 mK was reached s was still a long way from
an actual commercially viable refrigerator whichswaist proposed by Brown in 1976
[9], with a refrigeration model using Gd as a conglimaterial. Since this point there
has been a constant search for more effective pcaed non-toxic working materials,
which may solidly establish the possibility for ue working refrigerator.

1.3 Magnetocaloric materials

The field of MCE material research drastically oipeah when in 1997 Pecharsky
and Gschneidner [10] discovered what became knaswtha Giant Magnetocaloric
Effect (GMCE) in Gd@Si,Ge,. This compound displays a strong magneto-strulctura
first order phase transition below room temperatusdich can be driven by
temperature [11], magnetic field [12] and pressii&]. Such a transition is most
interesting for MCE applications because it repnesa sharp and radical change in the
entropy of the system.

This result has effectively shaped and directed rbsgearch of new MCE
materials. We can currently name four particulamifees of compounds that are
serious candidates for practical MCE applicatidhs: La(Fe,Si based compounds,
the MnAs based compounds, the Heusler alloys amé&éf® based compounds [14].

1.3.1 La(Fe,Sik based compounds

Fe-rich La(Fe,Si) exhibits a magnetic ordering temperature betweih éhd
260 K and has a sharp' brder phase transition that can be manipulateddaguate
heat treatments [14]. These compounds can be futthreed by negative pressure
(expansion of the unit cell) via insertion of hygem, which can shift the transition
temperature up to room temperature and beyondntip4%0 K [15, 14]. On the other
hand, positive pressure (compression of the unif),ceia hydrostatic pressure,
increases théSvalue, but decreases the transition temperatie [1



Furthermore, one can also substitute Fe by othemetts, such as in the
La(Fe,Co)3,Al, and La(Fe,Cq},Sik systems, to increase the magnetic ordering
temperature and have a significant MCE near roonpézgature [17, 18].

The tuning and control mechanisms of this systeen simewhat elaborate,
having even the necessity of the introduction gbcgious architecture in order to
control its mechanical properties [19], and the afska makes it a relatively expensive
candidate as a working material for a commercialBv€frigerator.

1.3.2 MnAs based compounds

The pure MnAs compound displays two different aistructures, a hexagonal
NiAs structure, at both low and high temperaturasd an orthorhombic MnAs
structure in the temperature range between 307 33dK. The high temperature
transition between these structures"fsazder, while the low temperature one (between
ferromagnetic and paramagnetic states) is a shdrporfler magneto-structural
transition [20], displaying a significant thermalsteresis [14]. This compound can be
effectively tuned by the careful substitution of By Sb, giving the possibility to shift
Tc from 220 to 320 K, while maintaining a large eptyahange [21].

The downside to this system is the use of toxicilAgs composition, which
offers an uncertain danger for its long-term use.

1.3.3 Heusler alloys

These compounds usually undergo *aatder temperature-induced structural
transition between a high-temperature cubic austemd a low-temperature tetragonal
martensite phase. This transition is often accornepahy a magnetic phase transition
between ferromagnetism and paramagnetism [14].

For example, the NMnGa compound undergoes a structural transitionrato
220 K and a magnetic transition at around 376 K|.[Zhese transitions are easily
tuned by altering the mentioned stoichiometric prtipns to the point of coupling
both into a single large magneto-structural one-Z8B Some of these alloys
containing In or Sn demonstrate an inverse MCEIl&xed in Chapter 6).

Apart from the typical large thermal hysteresis,icihcan be controlled by
compositional tuning, processing or pressure [l#hgse systems also present
significant difficulties since they are usually metiable for long-term thermal cycling,
unless they are produced as single crystals [14].



1.3.4 FgP based compounds

Fe,P type compounds usually undergo *adkder transition consisting of an
elastic shift of c/a with hardly any volume charmgpeompanying a magnetic transition
from a ferromagnetic to a paramagnetic phase. Bysthbstitution of As, B and Si into
the P site, and the partial substitution of Fe by, M is possible to increase the
transition temperature of this compound from 2172K] up to 450 K [14] and still
maintain its hexagonal structure.

This family of compounds is the favored one by Eredft magnetocaloric group
and, either directly (Chapters 7 and 8) or indise(Chapters 5 and 6), is the driving
motivation behind most of the research presentékisnthesis.

1.4 Thesis outline

This thesis is partially focused on research peréat in the scope of the
optimization of FgP-type compounds. Apart from this, there is alsgreat deal of
focus on the assembly and use of a home-made engraml setup for in-field
microcalorimetry measurements.

More specifically, Chapter 2 covers the necesshepretical concepts for the
understanding of the MCE (as defined above). |Ib alsves an overview of the
magnetic anisotropy phenomenon, which is relevantitie understanding of certain
results presented in the following chapters.

Chapter 3 covers the main experimental procedurdssguipment used during
sample preparation and characterization. Chaptecudses particularly on the already
mentioned home-made in-field microcalorimetry seeispembled during the course of
this study.

Chapter 5 describes our findings in the (Mn;f=®)P) system, which is related
to the (Mn,FexSi,P) systems. As a result of this study, resgrtion the extensive
experimental characterization this system wentufihgp a magnetostructural map was
assembled, which includes the discovery of a nbgghgonal phase.

Chapter 6 continues the exploration of the novehigenal phase discovered in
Chapter 5 in an attempt to use and tune it for M@Rglications, namely through the
addition of Co, resulting in the (Mn,Gg¢%i,P) and (Fe,Cg(Si,P) systems. Although
the results from this research did not provide ik wiable MCE materials, it none the



less opened the possibility for further researchhia (Fe,Co)P,S) system and the
(Mn,Co), o(Si,P) system, which displays a substantial inve4€x.

Chapter 7 focuses on the development ofPRgpe alloys, and consists of a
study of the (Mn,FgfP,Ge) system to optimize it in terms of monetargts. This also
led to the study of this system’s potential formpanent magnet applications.

Chapter 8 is a fundamental investigation of the lkegnetic properties of pure
FeP using the experimental setup described in Chapteamely the change in the
nature of the magnetoelastic transition of thigesyswhen put under a magnetic field.

Finally, a detailed Addendum is included in thisedls, consisting of an
operator's manual for the experimental setup desdriin Chapter 4 and used in
Chapter 8.
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Chapter 2
Theoretical approach

2.1 Basic magnetocaloric quantities

The isothermal entropy changdSj and adiabatic temperature changH ()
guantities discussed in Chapter 1 can be dedudad tise following mathematical
steps.

Considering the Gibbs free ener@yas a function of temperaturé)( pressure
(P) and Magnetization\), used in an isobaric system, we can write:

G=U-TS+ PV- MHy, (2.1)

whereSis the entropy ant the internal energy.
The total differential then becomes:

dG=VdP- SdT MdH, (2.2)

Yielding thus the expressions:

S(T, H, 9:—(‘3—$j (2.3)
__1(0G
M (T H,P)= ,uo(aH lp (2.3b)

V(T H.P) :(g—ﬁj (2.30)



Through mathematical development of Equations {2a8d (2.3b) we obtain:
Ho\OH J7 \ 0T J,

The change in entropglS from an initial magnetic fieldH; to a final magnetic
field of H; thuscorresponds to:

Sy, = f [ P o (2.5)

this results in the expression for the calculabbmagnetic4S.

From this expression we can conclude that the tlon of the magnetic
entropy4S of a given magnetic material can be achieved thotlge measurement of
magnetic isotherms. It can be easily observed tthiat quantity will be maximized
around large variations in magnetization with terap#e, as those that happen around
the Curie temperaturd (), the critical temperature at which a ferromagoets into a
paramagnet. It is obvious that in the search fowehamagnetic materials for
commercial cooling applications, one should focasmaterials with sharp transitions
in the vicinity of room temperature (the temperatwe wish to cool from).

Following from Equation (2.3a), through the firét of thermodynamics we can

calculate the specific heat of a system with theosd derivative of the Gibbs free
energy

azej (as)
Coo=-T|—| =Tl— (2.6)
H.P (OTZ . 0T )u»

Considering entropy as a function of temperatuik rmagnetic fieldS=S(T,H)
a small change is represented as

ds:(a—sj dT+(a—Sj dH (2.7)
ot ), \oH ).

10



Considering an adiabatic proced$<£0) we obtain:

95) 4r=-[93) gn 2.8)
(), m=(3%)

Taking Equation (2.6), (2.4) and (2.8) we thus wbta

C oM
—dT=-4| — | dH 2.9
T ,uo( oT jH (2.9)

and consequently

AT, (T),, =uoj:i’(c(TT, H)j(am((;, H)jH dH (2.10)

deriving the expression for the calculationit,g.

Observable in Equation (2.10) is the fact that, ide=ss the isothermal
magnetization measurements already required in tiéqu#2.5), for AT,4 one also
needs specific heat data. This means that, whileractical terms the use of the
adiabatic process is more convenient, it is in faathematically and experimentally
more difficult.

2.2 Magnetic anisotropy

Anisotropy effects in magnetism relate to the exise of energetically favored
spatial dimensions [2].

Considering a volum¥ with uniform magnetizatioM , our focus becomes the
dependence of the free ener@N(ﬁ) on the orientation ofVi . Disregarding
temperature dependent effects, maki‘m@‘:Ms (with Ms being the saturation

magnetization), the state of the system is desgilythe magnetization unit vector as:

—_—

M
=— 2.11
= 2.11)

11



The Cartesian components Ef:(m(, m, n;) can be expressed in terms of the

spherical angle8 and@ by:

m, =sind cosp (2.12a)
m, =sinéd sing (2.12b)
m, = cosd (2.12c)

v Fu(m
The energy density, simply defined f§§(m) :y, can be represented as a

surface where the distance from the origin alorggdhectionm is given byfAN(ﬁ).

An isotropic exchange generates a surface thamtdse a sphere, as depicted in
Figure 2.1, indicating no particular directiona¢farence.

Figure 2.1 Spherical free energy surface for an is@pical exchange [2].

Assuming now thaff (ﬁ) is defined as an expansion that only depend% on
fa (M) = Ky + K, sin? 6+ K, sin' 6+ K, sirf g+ . (2.13)

whereK, K, andK; are anisotropy constants independennphaving the dimensions
of energy per unit of volume. For different valwdéthese constants we obtain different
energy surfaces, with depressions indicating emnieedly favored directions, as
displayed in Figure 2.2.

12



Figure 2.2 Broken spherical symmetry with the formaon of an easy magnetization axis [2].

The direction with the lowest value fofAN(rﬂ) iIs referred to as easy

magnetization direction, and should this be coientd with a particular
crystallographic axis it may be referred to as easgnetization axis or simply easy
axis. This represents the direction in which maigagbn will naturally align with in
order to minimize the system’s free energy and up@asuring the same magnetic
sample for different orientations, a distinct magneehavior will be recorded
depending on the orientation of the sample reltite the applied magnetic field, as

shown in Figure 2.3.

1400
[0001]

M (emu/cm3)

[1010]
Hard

] i | | | | ]
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10,000

H(O¢e)
Figure 2.3 Example of magnetization curves measuredlong the easy direction [0001],
demonstrating a rapid rise to the saturation magnetation, and hard direction [1010],
demonstrating a slow saturation, for a close-packediexagonal Cobalt structure;a, b and ¢
represent the basal plane and an axis perpendicular to this plane in thedbcd notation [3].

13



2.2.1 Magnetocrystalline anisotropy

There are several exchange interactions that plpgraain magnetocrystalline
anisotropy. The first is the spin-orbit couplinghish causes the electronic orbitals to
be influenced by electronic spin, following it wharagnetization changes orientation
[2]. Even though this is a clear source of anigmfrat is usually very weak, being
easily overcome by a few hundred oersteds [4].

Shape anisotropy should also be mentioned as wargleontributor, although
this is not developed in the current thesis. Thihe kind of anisotropy that arises from
a magnetic body which does not have a perfect g@ieshape. This means that its
demagnetization field will not be equal for alletion and in this case generate a non
spherical energy surface (of a shape complementatye actual body) with preferred
directions\planes.

Even though this anisotropy phenomenon arises fpurely geometrical
contributions, it cannot be disregarded or undemeded, as it is the driving force
behind such widely used magnetic materials as thed (Al-Ni-Co) magnets, which
consist of FeCo-rich needles in a NiAl-rich maf{x 5].

The great contributor to anisotropy that will bedsed upon is the orbit-lattice
interaction, meaning that the electronic orbitaks @oupled to the crystal lattice of the
system [4]. This strongly influences the orientatad the moments with respect to the
lattice, which, mathematically, translates itseff different values for the above
mentioned anisotropy constants. This is referredsganagnetocrystalline anisotropy

[2].
2.2.2 Anisotropy energy density according to strtest

The anisotropy constants are not usually definetthéoretical terms, but rather
through measurement, being in fact material-speqifiantities [4]. The values of these
constants have very specific effects on the ensuyface defined by Equation (2.13)
depending on the symmetry of the lattice [2, 3].

. Uniaxial system

Specifying the expansion of Equation (2.13) foryatesm with a single axis of
high symmetry (assumed to be thaxis), the following expression is obtained:

14



f (M) = K sin® @ (2.14)

WhenK;, is positive, the direction of lowest energy, tlsyaxis, iz. WhenK;
IS negative we instead have an easy plane perpgadioz [4].

. Hexagonal, Tetragonal and Rhombohedral systems

For these three cases the anisotropy energy ddrastthe following forms:

Hexagonal

f (M) = K sin® 8+ K, sin' 8+ K, sirf 8 cos® (2.15a)

Tetragonal [6]

f (M) = K sin® 8+ K, sin' 8+ K, sirf @ sin g (2.15b)

Rhombohedral [6]

f (M) = K sin® 8+ K, sin' 8+ K, co® sind cosg (2.15c¢)

Considering that in most cases oMy and K, play a relevant role in the
anisotropy energy density, these three equatioosrbe equivalent to the second term
development of Equation (2.13). In this case tlseiutions in terms oK; and K,
naturally become the same and the following cagade distinguished:

1 — ForK,=K,=0 the system is an isotropic ferromagnet;

2 — ForK;>0 andK,>-K; we have an easy axis fér0 (usuallyz);

3 — ForK;>0 andK,<-K; or K;<0 andK,<-K4/2 the plane perpendicular to the
axis is the easy plane;

15



4 — For X,<K;< 0 the easy axis will be reached for@avalue given by the
following expression [4]:

sin202—2Kl (2.16)

2

making in fact an easy cone aligned with tlaxis [3].
. Cubic system

The Cubic case is more complex given its high sytrynand it becomes easier
to step outside of spherical coordinates. In thsecour expression becomes [2]

fan(M) = K(@°B°+ By +ya?)+ KaBy* (2.17)
with a =cosp sind, B =singsind and y =cosd.

In this case the anisotropy variations for diffeérealues ofk,; andK, are listed
in Table 2.1 and 2.2 [2].

Table 2.1 Easy and hard axis for a Cubic system, king K;>0 andx=K,/K1

—00<X<—9 —9<x<-9/4 —9/4<X<+00
<100> Medium-hard Easy Easy
<110> Hard Hard Medium-hard
<111> Easy Medium-Hard Hard

Table 2.2 Easy and hard axis for a Cubic system, king K;<0 andx=K,/|K4]|

—c0<x<9/4 9/4<x<9 9<x<+00
<100> Hard Hard Medium-hard
<110> Medium-hard Easy Easy
<111> Easy Medium-hard Hard

2.2.3 Estimation of anisotropy constants

The determination of the values of the anisotropystant values can be

performed in various ways.
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A straightforward method is by measuring the amdggmt field H,,. This is
achieved by measuring magnetization curves witragmatic field applied parallel and
perpendicular to the easy magnetization direcfidre intersection of these two curves

then gives us the anisotropy field [3]. An examplesuch a measurement is given in
Figure 2.4.

16} M c—a_ms Nd,Fe,,B
: J. c sz (CopgFep.q)i7
E - SmCo
m 1.2 J - = N
5 { / SmGo5 single crystal, Il c-axis
S
£ 08
2
=
0 L L 1 1 L L L 1 o
0 10 20 30

External field, uoH(T)

Figure 2.4 Several easy\hard magnetization curvesorf various compounds [7]. Intrinsic
induction being £,M

Supposing that a material’'s spontaneous magnetizkts has an anglé, with
a field applied perpendicular to the symmetry atie magnetic field will exert a
torque ofy,HM ¢ cosg, which will tend to increase with. The value of this torque can

be obtained by differentiating the expression @ anisotropy energy.

%:ZKlsinH co¥+ K, sihd cos (2.18)

Taking the two torques into consideration we aravéne following expression:

LH = 2Kls|n0|\w;l &K, sin @ (2.19)
S
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Knowing that the value oH that makesMs parallel to the applied field is
reached whening = 1, the anisotropy fieltH,y can be calculated as

_ 2K, +4K,

HoH oy = M (2.20)
s

Given that in some materials, is negligible, measurements bifyy are then
sufficient to determin;.

. Sucksmith-Thompson method

Still, alternative methods for the determination Kf and K, have been
developed. One such method, developed by SucksamdhThompson in 1954 [8], is
based on the following relation, with=z,M :

e R (2.21)
S S

which is valid for magnetization curves of singleystals under small fields
perpendicular to the easy direction. It is thensfae to assume thdt does not change
with the field strength and thaing=J /J; (which, when substituted in Equation (2.19)

give us Equation (2.21)). Whet/J is plotted versug?, the anisotropy constal can
be estimated by the vertical interception of thapgr with they-axis, andK, by the
slope of this same graph.

. Modified Sucksmith-Thompson method

Another method based on the Sucksmith-Thomson Isasb&en proposed by
Ram and Gaut in 1983 [9], which has the advantdgeseding out errors which occur
when this method is used on powder samples withsalignment.

In this modified modelH /a(J-J,) is plotted versus?(J-J)*a?*(J-J)?,
where J, is the remanence in the hard direction and(J.-J,)/J; has been
introduced to simulate a perfect magnetic alignnoérthe powder particles. Kand K
can then be extracted from this graph in the saig a8 in the Sucksmith-Thomson
method, as demonstrated in Figure 2.5.
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Nd,sFe7;Bg

uoH/(poM)

K1

(oM)? (T2)
Figure 2.5 Sucksmith-Thompson plot for NdsFe;;Bg, evidencing the extraction of the values of
K1 and K, [10]

. Area Method

Yet another alternative is called the Area methwllich has the advantage of
avoiding errors due to isotropic strains.

In a cubic structure the variation of the anisoyremergy with the direction of
magnetization is commonly expressed in terms afational cosines. Assuming OA,
OB and OC to be the cubic edges of the structume n@aagnetization direction to be OP,
then the anisotropy energy per volume can be dmen

fw =Kot Ki(aras+azastaa)+K{a o o) (2.22)

where a, =cosPOA, a, =cosPOB and a, = cosPOC.
The anisotropy constants can be determined by ledilcg the energy of
magnetization a§ HdJ along the different crystal axes. This includestieasurement

of theJ (ﬁ) curve from complete demagnetization up to magrsgttaration. The area

between this curve and tleaxis may then be determined, which adds up tetieegy
for each crystallographic direction.
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Taking as an example the [100] direction, from Emume(2.22) we obtainr, =1
anda, =a,=0, being the end result th&, = K,.

Taking the [110] direction we obtaim, = a, = ——

NG

and a,=0. From these

values Equation (2.22) then gives Es, = K'O+% K,.

Similarly, for the [111] direction we will findcrl=cr2=a3=i which

\/:—)’ )
substituting in Equation (2.22) lead up the expogssf E ,, = K'O+% K'1+2i7 K, which
then lead to:

K1‘ = 4B~ B (2.23a)
K‘z =27(E;;,~ Ej00) = 36(E1y5~ Eioo) (2-23b)

. Torque Method

This method requires the use of a torque magnewniieat can measure the
torque, N, required to keep a crystal with its axis inclingdvarious known angles
relatively to the external magnetic field. A sampbaped like a disk or ellipsoid is
rotated around an axis perpendicular to both ig@land the applied field, which
should be sufficient to saturate the sample.

In a cubic lattice, the torque curves are expetdedkepend on the crystal plane
of the sample. A sample cut perpendicularly to[0@1] direction will have values of
a, =cosé, a, =siné anda, =0, which, when applied to Equation (2.22), resutts i

f, =K, +K.(cog 0 sif 8 )= K(')+% (t cosé (2.24)
The differential of Equation (2.24) then gives lis torque as

N =%Kl'sin49 (2.25)
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It should be noted that Equation (2.24) is speddic the cubic case. Other
expressions will need to be derived from the anigyt energy equations

corresponding to other structures.
Having the above specified torque measurementsxasplified by Figure 2.6,

after a Fourier analysis of the corresponding csieved comparison to Equation (2.25),
or any other obtained from of the structure’s ainggmy energy expression, one may

arrive at the values of the anisotropy constants.

Gd,Coy; r-\
(b,c plane) ! "..\

- 42K

40 |

20 -

L(Jkg™
o

20 =

90 180
¢ (degrees)

Figure 2.6 Torque measurement for the b, c plane iGd,Co,; [11].

Table 2.3 shows examples of the room temperatusot@opy constant values

for several magnetic materials. As usually lowensyetry leads to larger anisotropy,
materials with a hexagonal crystal structure havgdr anisotropy constants than those

with cubic crystal structures.
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Table 2.3 Examples of anisotropy constant values abom temperature [4]

Structure Compound K1 (10" J/nT) K, (10 J/nT)
Cubic Fe 4.8 +0.5
Ni -0.5 -0.2
FeO -1.1
MnO -0.3
NiO -0.62
MgO -0.25
CoO 20
Hexagonal Co 45 15
BaO 33
YCos 550
MnBi 89 27
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Chapter 3
Experimental equipment

3.1 Introduction

This thesis is largely the result of experimentabrikv of production and
characterization of metallic samples. In this cbaptl experimental equipment used in
this process is listed and detailed.

All materials described in the next chapters wermadpced at the section of
Fundamental Aspects of Materials and Energy (FAMEXhe Faculty of Applied
Sciences of the Delft University of Technology. Thaebsequent characterization
measurements performed on these were equally pstbin this same section unless
mentioned otherwise.

3.2 High energy planetary ball mill

High energy ball milling has received great attemtifor its great range of
applications, from cold welding, grain size contreynthesis of equilibrium and non-
equilibrium materials and mechanical coating [1].

In the current work this technique, schematicadlgresented in Figure 3.2, was
mostly used as a pre-alloying technique and honmimgenf starting materials, turning
our several elemental or binary initial compournts ian evenly homogenous powder,
which could be subsequently pressed and annealed.

All ball milled samples were produced in a Fritdetlverisette planetary mill
and were milled for 6 hours (3 hours with 5 minbteaks every 5 minutes to prevent
overheating) at 360 rpm in 80 ml hardened stedilles, each containing fifteen 4 g



hardened steel balls and a sample mass of 5 g,rdmguo a sample\ball ratio of
0.083(3).

Figure 3.1 a) Arial diagram of a planetary ball mil: b) Sectional view of a planetary ball mill;

Legend: w,) angular moment of the planetary mill; w,) angular moment of the crucibles inside
the mill; R,) Radius of the planetary mill; R,) radius of the crucibles inside the planetary mill Ry)
distance between the center of rotation of the mithnd the crucible [1].

3.3 Arc-melting furnace

Arc-melting is widely used both in industry and-stale applications given its
suitability for the rapid production of highly hogeneous metallic ingots.

The used arc-melting furnace, shown in Figure &2a home-made setup,
originally produced in the Van der Waals-Zeemantitute at the University of
Amsterdam and later transferred to FAME.

This system was designed for the preparation ofstabe intermetallic
compounds with a maximal mass of 15 grams. Thetredat current in this setup is
tunable between 5 and 300 A [2, 3].

All samples produced with this equipment were niklen a water cooled
copper crucible inside the arc-melting furnace urad®00 mbar atmosphere of purified
argon. The as-melted ingots were turned over andaléed again between 3 and 5
times to attain good homogeneity before annealing.
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[. Stainless steel bellows.
2. Lift;
| 3. Plexyglass tube for safery.

T woter

4. Pyrex tube.
5. Water-cooled tungsten electrode.
6. Water-cooled copper crucible.

7. Manipulation ring.

8. Pressure indicator.

9. Vacuum connection for casting.

10. Turbo pump.

11. Pneumatic valve.

i 12. Electronic equipment.

13. Water-leak detector.

-3 14. Three way valve.
l!”“”f = ® 15. Fore pump.

Figure 3.2 Schematic representation of the home madarc-melting furnace used in sample
production [2].

3.4 X-ray diffraction

The crystal structure and sample homogeneity waedyaed with an X'Pert
PRO X-ray diffractometer from PANalytical using G{ radiation, schematically
represented in Figure 3.3, both in ambient and amabient conditions (only used in
Chapter 8). The resulting diffraction patterns weeralyzed using the X'Pert
HighScore and FullProf’'s software implementatiorttté Rietveld refinement method

[4].
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Figure 3.3 Schematic representation of an X-ray difactometer (image from PANalytical B. V.).

3.5 Scanning electron microanalysis and Energy digpsive X-ray spectrometry

The determination of phase compositions in our @nN(Si,P) samples

(Chapter 6) was conducted with a scanning eleatrmmoscope (SEM) and an energy
dispersive X-ray spectrometer (EDS). Both thesesmeanents were performed in a
Jeol JSM-840A equipment at the Delft Aerospaceciires & Materials Laboratory at
the Deft University of Technology. The equipmentguestion had an acceleration
voltage of 5 to 35 kV, a magnification of 20 to 800x and a resolution down to 3.5

nm.
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Figure 3.4 Representation of a generic EMP\EDS (ingee taken from the Department of
Geosciences of the University of Wisconsin-Madison)

3.6 SQUID magnetometer

Superconducting quantum interference devices (SQUi@ usually used for
the precise measurement of magnetic moments. Ghipment resorts to a sensor ring
consisting of two superconductors separated by ithsalating layers to form two
parallel Josephson junctions, schematically shawRigure 3.5a. The great sensitivity
of SQUID devices originate from the detection ohlges in magnetic field associated
with one flux quantum:

h

P, = =2.067833638 10°Wb (3.1)
e
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With a constant biasing current in the SQUID deyvtbe measured voltage will
oscillate with the changes in phase at the twotjans, which depends upon the
change in the magnetic flux. Counting the oscdlasgi allows for the evaluation of the
flux change.

Magnetic measurements were thus performed in twiberdnt SQUID
magnetometers, a MPMS-5S and a MPMS XL model, fsoth Quantum Design.

The measurements taken were, unless mentionedwigketemperature sweeps
from 5 to 370 K (MPMS-5S) or 400 K (MPMS XL) withfexed applied magnetic field.
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Figure 3.5 a) Schematic representation of a Josepsjunction [5]; b) Schematic representation
of a the insert of a MPMS magnetometer; ¢) Schematirepetition of a detection coil of a MPMS

magnetometer [6]
3.7 Differential scanning calorimeter

Differential scanning calorimeter (DSC) measuremenere used on those
samples whose transition temperatures exceededtetimperature range of our
magnetometers.

For this end a Q2000 model from TA Instruments-WateLC was used,
performing temperature sweeps from 0 °C to 500t°Crate of 20 °C per minute. The
functioning of this equipment relies on a sampld eeference assembly connected by
a low-resistance heat-flow path (a metal disc) @ed in a single furnace. Any
enthalpy or heat capacity change in the sampletase which happen during a
structural or magnetic transition) causes a diffeeein its temperature relatively to the

30



reference, which is recorded using a calibratiopeexnent [7, 3]. A diagram of this
DSC system is given in Figure 3.6.

’Lid
|

Thermo-
Chromel electric
disk -/\ / (constantan)
Thermo- / disk

couple | Heating

junction block

Alumel wire

N\ Chromel wire

Figure 3.6 — Schematic representation of a DSC sgsh as used in the current thesis; S stands for
Sample and R for Reference [8]
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Chapter 4
Differential microcalorimetry setup

4.1 Introduction

As explained in Chapters 1 and 2, there are twonecommethods by which one
may calculate the magnetocaloric effect of a giweterial: the isothermal process, in
which we calculate the magnetic entropy charmy®,(and the adiabatic process, in
which we calculate the actual temperature chaAgg d¢f a given material.

Of these two the isothermal process is by far tlistncommonly used, as, in
practical terms, one only needs to perform a sewnésmagnetic isothermal
measurements to calculai& (Equation 2.5).

The calculation oAT on the other hand is slightly more complex, aglies on
isofield specific heat measurements, as well as#me magnetization measurements
required for the calculatiodS (equation 2.10) [1]. Even though for a proper gtod
the magnetocaloric potential both these quant#resrequired [2, 3], the calculation of
AT is usually made difficult by the lack of a commaltaneasurement systems that
allows reliable specific heat measurements in adpinagnetic field.

To overcome this issue, many research groups wadd-resort to assembling
their own isofield specific heat measuring equiptaerAmong the most recent
examples we may cite the setup described by Maetas [4], consisting of an insert
that can be fitted to any cryostat with the capatot generate a magnetic field. This
setup resorts to thermo-batteries, which give @agel output in response to the heat
exchange with the measured sample.

One other example described by Korolet al. [5], has been specifically
designed to measure magnetic colloids. Insteadsofgua permanent magnet it is



designed as a microcalorimetry cell placed betwhertwo poles of an electromagnet
to generate a (low-intensity) magnetic field.

The setup described by Kuepferlirg al. [6] on the other hand resorts to
commercial Peltier cells, a thermoelectric devicade of a series of junctions of
conductors with different thermoelectric power i gtas both sensors and actuators. In
this way the system is able achieve strict isotlarronditions. The drawback of this
system is a high dependence on an accurate calibi@tthe Peltier cells.

The versatility of Peltier elements can also besoled in the setup described by
Porcariet al. [7], which resorts to a power Peltier to perfoime temperature control
and two Peltier sensors to perform the actual DSfasurement [8], a setup quite
similar to the one described by Jeppeseal. [9].

Under this perspective the microcalorimetry chipsrf the company Xensor
Integration have gained increasing relevance, dutheir precision, practicality and
relatively small price, as presented by Morristral. [10, 11], Minakovet al.[12-15]
and Merzlyakov (in a non-magnetocaloric contexf][Inaking them a very attractive
and promising component for such calorimeters.

We report the design and construction of an expantal setup that allows for
specific heat measurements under high magnetidsfielsing these microcalorimetry
chips. We have adopted a two chip setup in ourpegent, which enables us to easily
bypass many bothersome calibration and equipmestifspissues. This instrument’s
potential range is well beyond the purely magnduraaoriented, as it can provide
invaluable information regarding any phase traosjtiwhere the application of a
magnetic field may play a significant role.

4.2 Experimental setup
4.2.1 Cryostat and insert

As a base for this setup we resorted to a commesprastat from American
Magnetics Inc. (AMI), equipped with a 9 Tesla 2hngore superconducting magnet
(Solenoid) with its own power supply and magnetddf controller.

This cryostat has a 36 | LHe reservoir, in direadntact with the
superconducting magnet to keep it at a constanpdeature of 4.2 K. A separate kLN
reservoir, with a capacity for 36 |, is also pragerreduce helium evaporation.

The Variable Temperature Insert (VTI), fitted foarisport measurements was
removed to mount another insert with the capaciy perform specific heat
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measurements, shown in Figure 4.1a. This step, macpossible to use the original
built-in temperature control system of this crybstA schematic diagram of the

cryostat is shown in Figure 4.1b.

Figure 4.1 a) Comparison of the original transportmeasurements VTI insert and its respective
casing (left and middle respectively) with the newl fashioned home made microcalorimetry
insert (right); b) Schematic diagram of the AMI cryostat. Legend: A) Liquid Nitrogen reservoir;
B) Liquid Helium reservoir; C) Insert; D) Magnetic field center; E) Superconducting Magnet; F)
Wiring conecting the insert to the rest of the meagement equipment\vacuum pump tube.

The evacuated sample space in the tip of the nearigtructed insert is in direct
contact with the liquid Helium and consists of aai®5 mm wide cylinder protected
by three cylindrical shields of which the firsttbiese shield is equipped with a heater.

A scheme of the insert head is shown in Figure 4.2:
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Figure 4.2 - a) Insert head scheme: b) Experimentalample space. Legend: A) Body of the insert;
B) Connector, enabling the head to be detached frorthe insert body and easily handeled; C)
Wiring connection to the heating cylinder; D) Vacuun cylinder; E) Calorimetry chip socket; F)
Xensor microcalorimetry chips (see below); G) Soldang platform functioning as a thermal
anchor for all the wiring inside the insert head; H Wiring between the chip sockets and the
soldering platform; I) Wiring from the soldering pl atform to the body of the insert; J) Wiring
from the heating cylinder to the body of the insert K) Heating cylinder; L) Carbon-glass
temperature dependent resistor; M) Wiring from theresistor to the soldering platform;

4.2.2 Temperature control

All aspects of temperature control in the currestup are done by a Lakeshore
331 Temperature Controller. This instrument meastne resistance of the carbon-
glass temperature dependent resistor, placed wexhe calorimetry chips and in
thermal contact with the heating shield, using pofit measurement method. This
resistance value is then converted into a temperatiorough a calibration table
previously measured and displayed in figure 4.3 @htermination of this table was
itself performed in the early stages of the setsgembly, using a calibrated Cernox
thermometer from LakeShore Cryogenics.
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Figure 4.3 Resistance vs temperature for the carbeglass temperature dependent resistor used
to determine the temperature inside the sample spac

Furthermore, this temperature controller determeed supplies current to the
heater by comparing the measured temperature veigt point temperature. As cooling
is achieved passively by the simple contact ofitisert with the LHe, this heater is the
only active element in the temperature control.

4.2.3 Microcalorimetry chips

As the use of strong magnetic fields in ferromagnsamples can give rise to
high field gradients that can affect the measureérbgmmoving or dislocating samples,
we have decided to use small samples in the orfleni@ograms to minimize this
effect. For this end we used two XEN-39328 microgaletry chips manufactured by
the company Xensor Integration.

These chips consist of a thin 809 mm SiN membrane [17] with a sensitive
thermopile and a heater. Given their small sizes¢hchips have a high thermopile and
heater accuracy. Detailed images of these chipsbeaobserved in Figure 4.4a and
4.4b.
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. i ’
Figure 4.4 — XEN-39328 microcalorimetry chips usedn the current setup; a) overall detailed
view on the chip and frame; b) detailed view on thealorimetry chip itself.

Chip specifications are displayed in Table 4.1.

Table 4.1 - XEN-39328 chip manufacturer's specifidions at 22 °C. These chips are largely
similar to the older model XEN-39287 used in the eber stages of the development of the current

setup

Membrane dimensions 0.9x0.9 mm
Approximate thermopile sensitivity 2.0mVK*
Heating site dimensions (hotspot) 92x92 um
Pins TO-5
Heater resistance 1.2 kQ
Heater resistance temperature coefficient | 0.1 % K*
Effective heat capacity (in air) 100 nJ K*
Maximum heating voltage (in vacuum) 2.7V
Membrane thermal resistance 50 — 100 kK W
Membrane thermal resistance 0%K*
temperature coefficient

Thermopile resistance 30kQ

As is shown in Figure 4.2, in the current setupuse two of these chips: one
loaded with a Cu reference and the other with ame. In contrast with the single
chip setups used by both Morriseh al. [10] and Minakovet al. [13], this two chip
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setup was chosen in order to minimize any chip deet issues that might interfere
with our measurements. Assuming that the two chgesl are equal in all aspects, and
are under the same conditions, we can thus uskedaecapacity ratio between them
and disregard most of the chips’ influence on theasured results, making our
subsequent data analysis simpler. This approaatingltes the necessity of having to
deal with the unknown Seebek coefficient of the pchihermopiles [10], the
temperature-dependent resistance of the chip Reatend other bothersome
calibrations often required for temperature scageixperiments.

To insure good thermal contact between the heateithe chips, their sensors
and the sample, Apiezon N and H greases are ueedpw and high-temperature
measurements respectively. This further preventgpkamotion during chip handling
and application of the external magnetic field.

The specific heat of Apiezon N grease has beenestigktensively [18-21] and
can easily be taken into consideration during thta dnalysis. This issue is further
reduced due to the double chip setup, when the ammaiugrease in both chips is
comparable.

4.2.4 External measurement and oower supply equipme

The power supplied to the chips comes from a Keyttd400 Source Meter. To
measure and register the voltage output of therioaddry chips’ thermopiles a
Keithley 2000 is used. This is equipped with a seancard, enabling us to switch
between different channels and measure differeghass, thus simultaneously
measuring both the reference and the sample chip.

The information supplied by the previous two modubnd the Lakeshore
temperature controller is then fed into a PC, vi&GRIB bus, where the data is
processed and analyzed via LabVIEW and MATLAB noes.

4.3 Measurement cycle

The specific heat in this setup can be determinedhbk so-called relaxation
method. In this method, initially the sample and thip are at the same temperature,
T,. A current is then applied to the chip’s heatesiking the sample temperature rise to
a new constant valud,. Next, the current is cut and the sample relaas lto its
original temperature, in a relaxation timmg22]. This cycle is achieved by supplying
the chip heaters with a square wave from the Keytl#400, and then, via the chips’
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inbuilt thermopiles, measuring the temperature bk tsample and reference
sequentially with the Keithley 2000. To calculatgeadata point we need to measure
both chips. Figure 4.5 shows the typical respooserie relaxation period.
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Figure 4.5 - Thermopile response to the square waveeater input used to perform a relaxation
measurement.

The cooling curve has the following form:

t

V(t)= Ae’ (4.1)

The mentioned relaxation time is then calculatedakyng the logarithm of the
signal and performing a least-square fit for aightaline. The slope of this fit is equal
to the inverse of the relaxation timreWe can then calculate the heat capacity by the

following simple expression:

C=«kr (4.2)
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wherek, the thermal conductivity:

(4.3)

andP is the power supplied to the chip.
4.4 Data management

A complete measurement taken with this set uppsctlsd in Figure 4.6.
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Figure 4.6 Specific heat data as acquired by the Kbley 2000. The alternating hight of the
relaxation cycles is due to the alternating readoubetween the sample and the reference chip.

The calculated relaxation is shown in Figure 4.@r this calculation certain
particularities of the measurement system neecttaken into consideration, such as
an inbuilt instantaneous temperature jump that wegur in the sensor temperature
readout of the microcalorimetry chips. To correat this problem the fit is only

41



performed between two movable start and finish fgpiremoving the initial points of
each relaxation curve from our calculation.
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Figure 4.7 Linear fit of the logarithm of the thermopile output while relaxing.

From the calculated relaxation time and the initraltage supplied by the
Keithley 2400, the ratio of the total heat capadigtween the two chips can be
calculated. Knowing the masses and molar weighiatih samples, together with the
specific heat of the reference, this value carhrrivorked until the heat capacity of
the sample material is obtained, as displayedgnréi4.8.
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Figure 4.8 Isolated FgP specific heat measurement over time for an appliefield of 0.3 Tesla
measured in this setup. The reference used was a Gample and its specific heat value was taken
from ref. [23].

For this measurement the used reference was a €ue @nd the measured
sample polycrystalline BB (this same sample is fully examined in ChapterT8gir
details can be found on Table 4.2.

Table 4.2 Details regarding the samples in the twohips used in the measurement displayed in

Figure 4.6.

Mass (mg) Error (mg) Grease (mg) Error (mg)
Sample 0.22 0.02 Grease mass was too small to be
Reference | 0.23 0.02 registered by our balance, none

the less we should consider a
maximum value of 0.02 mg, the
balance error.
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4.5 Conclusion

A setup to measure the heat capacity of microgminsmmple has successfully

been assembled using microcalorimetry chips froenabmpany Xensor Integration.
With this calorimeter it is possible to measure gpecific heat capacities of samples in
a magnetic field at various temperatures.

For this end we use the relaxation method wherénéat capacity is calculated

from the sample’s relaxation time after the inpuh square-wave to the chip’s heaters.

This setup uses two microcalorimetry chips simdtarsly to eliminate the

need for thermopile calibration and concerns reggrdhe Seebeck coefficient in
magnetic fields.
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Chapter 5
Magnetostructural study of the
(Mn,Fe);(P,SI) system

5.1 Introduction

Previous material studies performed on the (Mn(Pe$i) and (Mn,Fg)yP,Si)
systems [1, 2] have demonstrated a clear experaheiifficulty in achieving pure
single phase samples in this family of compounashé above mentioned references a
residual amount of a cubic (Mn,R8) phase was consistently observed in samples
belonging to these two systems.

The motivation of the research presented in theeatichapter was to explore
the magnetic behavior of this secondary phase, rgkred as the (Mn,FgP,Si)
system, and evaluate its magnetocaloric potential.

This study has made it possible to outline thedpsbperties and assemble a
magnetostructural phase diagram for the (Mn(Pepi) system, which is greatly
valuable for its understanding and may yet opethé&urhorizons to those areas where
both the (Mn,Fgbi and (Mn,FeP systems have been studied in the past. Even
thought several of its compositional areas presesignificant magnetization shifts,
none of these were sufficiently large or sharp takenthis system appropriate for
magnetic cooling purposes.



5.2 Material overview
5.2.1 The Mn,FegSi system

The Mg, FeSi system has been studied both for its propedasean itinerant-
electron antiferromagnet and as a half-metallicoimagnet (HMF), at different
compositional ranges. In its antiferromagnetic ph@én rich) it has been studied in
the context of spin-wave excitation by means oftroguinelastic scattering [3]. As a
HMF (Fe rich), having a band gap in one spin atRéami level whereas the other spin
is strongly metallic, a complete spin polarizatiohthe conduction electrons at the
Fermi level is found, which is of interest in theld of spintronics [4].

The MnSi compound crystallizes in the cullitm3mstructure (AlFg prototype)
[3, 5, 6]. It is a bcc structure with two distindh atom sitesA (Mnl) andB/B’ (Mnll)

[3, 5], as shown in Figure 5.2a. The reported magmeoments are 0.1% and 1.7ug

[3, 5-7] for Mnl and Mnll, respectively. This comad orders antiferromagnetically
below a Néel TemperatureTy) of about 25 K, being paramagnetic above this
temperature [3, 5-7].

Fe;Si crystallizes in the same culitm3mstructure as Mg&Bi. The Fe atoms on
the A site have a magnetic moment of 214 while those on th&/B’ site exhibit a
magnetic moment of 125 [8, 9]. The moments are ordered ferromagneticatiisoom
temperature with a&c of about 840 K [10, 16].

The whole pseudo-binary MFe Si system maintains the same stabhe3m
crystal structure for 3. A minor secondary phase, either tetragonalexagonal,
has been reported by S. Yoenal.for Mn contents between 1.8 and 3 [12].

Starting from the FR&i compound, with increasing Mn conterlg drops
linearly from 840 to approximately 300 K at a corspion My /76, 3Si [16, 12]. From
this composition on a transition between ferroméigrend antiferromagnetic order is
found around 50 K [13]. This ferromagnetic stateswkescribed by Mikiet al. as
canted ferromagnetism [14]. This second transitewentually fades away at a
composition of MrgFe ,Si. In this intervalTc decreases at a much slower rate,
reaching a value of 65 K at the above mentionedpo®mition, as can be observed in
Figure 5.1. Further addition of Mn from this poion triggers an antiferromagnetic
behavior in this systenTydrops smoothly from the last value of Until it reaches 25
K at MnsSi [14].
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Figure 5.1 (a) Saturation magnetization and (b) trasition temperature variation with
composition for the Feg,Mn,Si system. The insert in (a) represents the Typicahagnetization
temperature curve in the range 0.7x<1.8. In (b) Tr stands for the second transition between the
antiferromagnetic and canted ferromagnetic phase [1].

Regarding site preferences of the Fe and Mn atamghe parent compound
Fe;Si, the addition of Mn atoms preferably occupies #h sites, for compositions
between 0 and 0.75. Within this interve4, continuously decreases from 840 to 370 K,
while the magnetic moment of this site remainstretty constant, meaning that 7g(
and Mn@) atoms exhibit approximately the same moment [ERjt compositions
above 0.75 the Mn atoms begin to occupy half ofBhstes, so that thB sublattice
can be split intd andB’ sites [15]. The A sites are only found to be caatedl filled
for a Mn content above 1.5 [13].

For Mn composition between 0.75 and 1.8, we thed the already mentioned
canted ferromagnetism displaying a transition betwe&anted ferromagnetic and
antiferromagnetic states [13, 14].
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5.2.2 The Mn,FeP system

As far as practical application goes, this syste® lbeen studied in the context
of nuclear-reactor material research, mostly thg®F®mpound [16]. Beyond this it
does not seem to provoke much interest outsidadhdemic sphere.

Both the MnP and FgP compounds crystallize in the tetragoha structure

[17, 18] (N&P prototype), Figure 5.2b, with three different FMa/sites [18]. MgP is
an antiferromagnet with & of about 115 K and a magnetic moment of JupPer
Mn atom [19]. FeP on the other hand is a ferromagnet wiflxaf about 700 K and a
magnetic moment of 1.8% per Fe atom [19].

Mn/Fe atoms Si/P atoms

Figure 5.1 a) The MnSi Fm3m cubic structure, showing the Mnl atoms onhe A sites, the Mnl|
atoms on theB/B’ sites and the Si atoms on th€ sites; b) The MnP and FeP | 4 tetragonal

structure

The Mns,FegP system maintains the samhé tetragonal crystal structure for

0<x<1 [20, 21] and again for 2.2<3 [19, 21], approximately. In the gap between
these two intervals an orthorhombic structure goreed [21]. In this structure the
moments order antiferromagnetic with a relativepstantly of about 340 K [21].
Gotoet al.[21], having studied the magnetic properties of P, with M=Cr,
Mn, Co, Ni and report that this orthorhombic stuwet only occurred in the Mn
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compounds, all the other systems maintained Ithe tetragonal structure for the
studied compositions.

5.3 Sample preparation and characterization

All produced samples belonging to the (Mnde8i,P) system were prepared
from the appropriate amounts of 99+% iron powd8r99% granular silicon, 99% red
phosphorous powder and 99.9% manganese chips edu&®0 °C under a hydrogen
atmosphere in order to remove oxides.

The samples where ball milled as described in Gahtthen compacted into
10 mm pellets with a pressure of 150 kgffcamd sealed into quartz tubes with an
atmosphere of 200 mbar of argon. Finally these veemeealed in a vertical resistive
furnace for 100 hours at 950 °C and quenched ienvedtroom temperature.

This procedure was selected to be appropriate fopassible composition
variations of the (Mn,Fg)Si,P) system. The use of an arc melting furnaceoamon
procedure for the production of samples belongmghe Mn_FeSi system [10, 12,
22]) was found to be unsuitable for the producbbsamples containing Phosphorous.

Magnetic and DSC measurements where performed brsamhples and
homogeneity and crystal structure was checked usingy diffraction as described in
Chapter 2.

5.4 Results and discussion
5.4.1 Structural results

All the structural information regarding tiMn; ,FeSi and Mn_,FeP systems
mentioned in section 5.2 was confirmed.

The Fm3mcubic structure of the MBi and FgSi was found to exist up to the
Phosphorous substitution of M8iy Py, on the Mn rich side of the diagram and up to
FesSiy.4Po s On the Fe rich side. The secondary tetragonakradonal phases reported
by Yoonet al.[12] in cubic samples with a Mn content above @&8e not observed.
Such a result may be a direct consequence of tfiereht sample preparation
procedures used in the current chapter and thosd hg the mentioned authors,
namely: arc melting, annealing for 24 hours at 800and quenching into cold water.
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On the Mn rich side, thé 4 tetragonal phase, was found to exist up to a

composition of MaSiy Py . On the Fe rich side this structure was foundxisteup to
the Si substitution of E8iy 4Py 6.

The diffraction data from samples displaying thinorhombic phase was found
to be consistent with thBmmmspace group, Figure 5.3a. This structure was also
found for the MnFg&Sig sPy s composition.

A fourth crystal structure, consistent with the &ganalP6/mmmspace group,
was found for values in the range of &2%.95 and 0.2y%<0.9, for Mn.,FgSi;. P, as
shown in Figure 5.3b. It is possible that this stinee is the same as the one observed
by Yoonet al. [12] as a secondary phase in cubic samples witlcdfrtent above 1.8,
but, as these authors did not provide any additionBormation regarding this
secondary phase, we cannot confirm this hypoth&bis.detection of this structure in
this system can be said to be a complete novelty leas never been reported in
literature.

The lattice constard for the cubic phase has been found to decreabethédtFe
content, ranging from 5.72 A for M&i to 5.65 A for FgSi, in excellent accordance
with the values found by Yooat al. [12]. However, the substitution of P seems to
promote an increases in the lattice parametas both for F&Sig gPy » and FgSigsPysa
value fora of about 5.66 A was found.

The a andc lattice constants in the Mn-rich tetragonal phesalso in good
accordance with the literature [20, 21], as bottrel@se with increasing Fe content. Si
substitution increases both andc, asa=9.179 A andc=4.568 A for MrP while
a=9.183 A ant=4.607 A for MnSiy 5Py s.

On the Fe-rich tetragonal phase, valae8.104 A andc=4.4631 A were found
for the FgP compound, in accordance with literature [19, 20/ were unable to
establish whether the evolution of the lattice pseter with Mn substitution in this
compositional area. The presence of an orthorhosdxondary phase in our samples,
prevents us from achieving a good fit of our X-thfjraction patterns. However, it has
been determined that Si substitution strongly iases both lattice parameters. The
composition of FgSiy P, s sShows a lattice paramenters ofa®9.1168 A and=4.4782
A.

The lattice parameters of the orthorhombic phaseevieund to be slightly
smaller than those reported by Getaal. [21], with a = 8.9456 Ab = 8.0079 A ana:
= 4.3368 A for the MpsFe, sP compound. Due to the presence of secondary phases
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belonging to both the Mn and the Fe rich tetragghase and the hexagonal phase, we
were able to make a good fitting of our other ortioanbic samples.

The hexagonal phase, for WyFe, sSipsPos presents values @=8.83 A and
c=10.89 A. The values decrease for increasing Feeobrarriving at am=8.77 A and
c=10.64 A for Mn 4Fe, SipsPos. X-ray diffraction fitting for samples with a highFe
content than 1.6 was found to be unreliable, asetlsamples presented a larger amount
of secondary phases, belonging to cubic and ortimobic structures. The same
problem occurred for our samples with other Sitibsahan the presented 0.5/0.5.

Mn/Fe atoms Si/P atoms

Figure 5.3 a) Pmmm orthorhombic structure of the MnFeP (for values of x betewn 1 and 2,
aproximatly); b) P6/mmm hexagonal structure of the Mns,FeSi. P, (for 0.2<x<2.0 and
0.2<y<0.9)

The borders between the various structural phas#ss system were found to
be significantly influenced by the annealing tenapere used in their production.
Having tested various annealing temperatures oretaok MnFeSiysP,s samples
(displaying cubic, hexagonal and orthorhombic pbasee Table 5.1) it was found that
the hexagonal phase is promoted for increasingadimgetemperature, while the cubic
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phase was partially suppressed. The orthorhomasehlso appears to increase with
temperature, but not strongly.

5.4.2 Magnetic results

All of the samples belonging to th®mmm orthorhombic structure, in
accordance with the results from Getaoal.[21], were found to be antiferromagnetic.

The novel hexagonal phase, similarly to the culbiase, was found to exhibit a
Ferromagnetic-Paramagnetic transition above aroRtent of 1.2. This transition, like
those present in cubic and tetragonal phases af d$lstem, also presents the
characteristics of a second order phase transition.

On all border regions samples were found to exhimitiple phases. In fact
rigid borders or discontinuities between differ@hases aren’t observed. What was
found were relatively wide bands where the bordpphases coexist. Border lines can
only be estimated through the analysis of phasgidras on each sample. However, by
taking into consideration magnetic measurementsuah clearer monitoring of this
border may be obtained.

The border between the orthorhombic and tetrag@heses was mapped
through the influence of the Si content on the negigrbehavior of the sample, as there
Is a very clear difference between the antiferramesig orthorhombic phase and the
ferromagnetic tetragonal phase (Figure 5.4).

Assuming that the magnetization of the (Fe richidi@magnetic tetragonal phase
decreases linearly with Mn content, through extlapan of the measured values of
magnetization at 5 K we can then estimate the péage of the different phases
present in our samples.

At 5 K we found for our MgsFe sSigoPog and MnyeFe 4SipPog Samples a
magnetization of 72.78 Aftkg and 61.19 Arikg, respectively. For a linear
extrapolation an estimated value of around 49.6%/Rgn should be expected for
Mng -Fe sSiy Py s Instead we find a value of 17.52 ﬁ(kg, showing that this sample
is now predominantly antiferromagentic. Through@encalculus we can then assume
that our MR /Fe, sSig Py g Sample is made up of about 35% of ferromagnetiagenal
phase and 65% antiferromagnetic orthorhombic phase.

This method of phase estimation, however useful,ady be used on borders
between structures with a distinctly different meigmnbehavior.
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Figure 5.4 Magnetization versus temperature plots @vealing the influence of Si content on the
magnetic behaviors of the compositions on both sideof the border between the orthorhombic
and tetragonal phases, taken with 1 Tesla of applie magnetic field. Inserts: detail on the
magnetization curve of the aniferromagnetic orthortombic samples, revealing the characteristic
bump of an antiferromagnetic transition.

The temperature-induced transition from antiferrgnetism to canted
ferromagnetism in compounds on the Si rich sideéhef structure diagram has been
found to be completely independent of any compasdi or magnetic field change,
maintaining a relatively constant temperature aulb0 K between a Mn content of
1.8 and 1. Below this composition range it rapidigcreases until it is no longer
observable at a Mn content of 0.6, a result alsenled by Yooret al.[11, 12]. The
addition of P has proven to reduce the overall magmrmoment of the sample and
widen the already broad second order phase trandigtween the ferromagnetic and
paramagnetic phases, resulting in an increa3g,ias seen on Figure 5.5. This effect is
probably due to the increase in the lattice pararsdiy P substitution.
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Figure 5.5 Magnetization versus temperature plot reeling the influence of P addition to the
canted ferromagnetic phase of the (Mn,FgSi,P) system

An analysis of the temperature dependence of thgnateation for Ma.FeSi
samples, with 2x<2.5, revealed an unusual magnetic behavior. Idstéa continuous
increase in magnetization with increasing Fe cdntabrupt jumps in magnetization
were clearly observed in Figure 5.6. This resul t® partially explained by site
preference of the Mn and Fe atoms described inose6t2.1.
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Figure 5.6 Magnetization versus temperature plot fo Mn 3,FeSi, with x between 2 and 2.5,
revealing the possible effects of the site preferea of Mn and Fe atoms described in section 2.1 in
magnetization. Insert: magnetization versus tempetaire measurements for low magnetic fields
(0.01 T), revealing the change ific with Fe content.

5.5 The (Mn,Fe}(Si,P) magnetostructural phase diagram

By compiling all the data from our X-ray diffractiopatterns, magnetization
measurements and DSC measurements, together teithtlire data from [12], [14],
[19], [20] and [21], we can construct the magnetadtral phase diagram of the
(Mn,Fek(Si,P) system shown in Figure 5.7. Details regaydine samples can be
consulted in Table 5.1.
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Figure 5.7 Magnetostructural phase diagram of theNIn,Fe);(Si,P) system, revealing the compositional areas alfl the different crystal
structures described in the current chapter and the& magnetic behaviors at room temperature, for an anealing temperature of 950
°C. The color code refers to transition temperature (Ty for the antiferromagnetic samples and T for the ferromagnetic samples). In
the canted ferromagnetic phase area (referred to ithis diagram as the “Antiferromagnetic + canted feromagnetic” area), only the
values of Tc have been inserted in the diagram, seeing as, here is relatively constant. It should be noted tht all border lines
presented are only estimates made through the analig of phase fractions on each sample.



5.5.1 Overall diagram description

The MnSi compound orders in the cubic Fm3m structure amdan
antiferromagnet below @&y of about 25 K and paramagnetic above this temperat
This behavior is maintained for P substitutionstai®.2, where we find the tetragonal

| 4 structure. This structure is then observed uhgl full substitution of Si by P, in

the MnsP compound, with an increaseTig up to 115 K for MgP.

With increasing Fe substitution the cubic strucimagntains its border along the
MnsFeSiy gPo - line and displays a slow increaseTiguntil a Fe content of 1.2. The
tetragonal phase, however, is no longer observemhdte substitution of only 0.5.
Instead, the hexagonal structure, consistent wghlP6/mmmspace group, is detected.
This structure is only present in the P intervaween 0.2 and 0.9, bordered by the
cubic phase of the Si rich side and by the tetragphase on the P rich side. It also
exhibits antiferromagnetic behavior up to the Fetent of 1.2.

The Ty of both the hexagonal and the tetragonal strustateo demonstrates a
slow increase with Fe content.

At an Fe content of 1, on the P rich side of thegthm, the orthorhombic
structure is observed. This structure appears tmohsistently antiferromagnetic with a
relatively constantTy of 340 K, and is observed as far as the compaositio
Mny o€ 0550 5P 5.

At an Fe substitution of 1.2 both the cubic andagenal phases start to display
ferromagnetic behavior. Th&: of both these phases display an increase with Fe
content, although the cubic phase does so at a irighbr rate.

From a Fe content of 1.2 up to 2.3 the cubic phassjdes the transition
between ferromagnetic and paramagnetic phases,d@ptays a transition between
antiferromagentic and ferromagnetic phases, wrttlatively constanty of 50 K. This
behavior is described as canted ferromagnetism.

At an Fe content of 1.9 the hexagonal phase isomgdr observed, being
substituted by the cubic phase whose range can bewbserved from 0 to 0.5 P
substitution. From the Fe content of 1.9 to 2.3® ttubic phase borders the
orthorhombic phase.

As we further increase the Fe contdgtof the cubic phase also continues to
increase until it reaches its highest value of R40 the FgSi compound.
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On the P rich side, the orthorhombic phase reaithé®rder at an Fe content of
about 2.1, and the tetragorlaI structure is once again observed until the coraplet

substitution of Mn by Fe. In this area the tetraggohase now displays a transition
between a ferromagnetic and a paramagnetic stateaw Fe dependent increaselin
until it reaches its maximum of 700 K in thesPeeompound.

In the Fe rich region the cubic and tetragonal phalisplay a border along the
Mna_FeSig 4Py With 2.35x<3.

All paramagnetic-ferromagnetic phase transitionseobed in this system
present the characteristics of second order phassitions.

Table 5.1 Details regarding crystal structure, magatic behavior and transition temperatures for
every sample produced for the current chapter

Sample Structure (at Room Magnetic Trans.
Composition Temperature) Transitions Temp. (K)
Mn,Si Fm3m Antiferro-Para 27

Mn, sFey 5Si Fm3m Antiferro-Para 24.5
Mn,FeSi Fm3m Antiferro-Para 50

Mn4 sFe, sSi Fm3m Antiferro-Ferro-Para 62\ 137
MnFeSi Fm3m Antiferro-Ferro-Para 50\ 233
Mng F& 1Si Fm3m Antiferro-Ferro-Para 40\ 281
Mng gF& S Fm3m Antiferro-Ferro-Para 30\ 342
Mngy & 3Si Fm3m Antiferro-Ferro-Para 12\ 387
Mng eF& 4Si Fm3m Ferro-Para 397

Mng sF& 5Si Fm3m Ferro-Para 547
FesSi Fm3m Ferro-Para 840
Mn3Sig sPo 2 Fm3m+l4 Antiferro-Para 79

Mn, sFe&y 5SiggPg2  FM3m+P6/mmm Antiferro-Para 82
Mn,FeSp gPo 2 Fm3m+P6/mmm Antiferro-Para 90

Mny sFe sSipgPo, FM3m+P6/mmm Antiferro-Ferro-Para 58\ 135
MnFe&Siy gPo.2 Fm3m Antiferro-Ferro-Para 50\ 173
Mng sF& sSipsPo2  FM3m Ferro-Para 657
Fe;Sip gPo 2 Fm3m Ferro-Para 750

Mny JFe gSigePos P6/mmm+Fm3m Ferro-Para 102
Mnq 1Fe oSigePos  P6/mmm+Fm3m+Pmmm  Ferro-Para 111
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MnFe,Siy ¢Po.4
Mn3Sio sPo 5

Mn; sF€ 5Si0.5Po.5
Mn,FeSh sPo s

Mn sF€; 5Sio.5Po 5
Mn; 4F€ 6Sio.5Po 5
Mn sF€; 7Sio.5Po 5
Mn oF€; gSio.5Po 5

Mn; ;Fe; oSiosPo s
MnFQSio.5Po.5

Mno oF € 1Sip sPo 5
Mno gF € 5Sip sPo 5
Mno sF € 5Sip sPo 5
Fe&sSiosPos

Mn; JFe; ¢Sio.4Po.6

Mn; 1Fe ¢Sip 4Po s
MnFe,Sip 4Po6

Mny 6F€; 4Sio.3Po.7
Mn sF€ 5Sio 3Po.7
Mn; 4F€; 7Sio 3Po.7
Mn; sF€; 7Sio 3Po.7
Mn3Sip 2Po g

Mn; sFey sSip 2Po s

anFeSblzpolg
Mn; sFe; 5Sio 2Po s
MnFQSiolzpolg

Mno oF € 1Sip 2Po s
Mno gF €, 2Sio 2Po s

Mno F€ 3Sip 2Po s
Mno 6F € 4Sih 2Po s

Mno sF€ sSip 2Po s
Fe&sSioPos

Fm3m+P6/mmm+Pmmm Ferro-Para

| 4 Antiferro-Para
P6/mmm Antiferro-Para
P6/mmm Antiferro-Para
P6/mmm Ferro-Para
P6/mmm Ferro-Para
P6/mmm Ferro-Para
P6/mmm+Pmmm Ferro-Para

P6/mmm+Pmmm+Fm3m Ferro-Para
Fm3m+P6/mmm+Pmmm Ferro-Para
Fm3m+Pmmm+P6/mmm Ferro-Para

Fm3m+Pmmm Ferro-Para
Fm3m+l4 Ferro-Para
Fm3m+l4 Ferro-Para
P6/mmm+Pmmm Ferro-Para
P6/mmm+Pmmm Ferro-Para
Pmmm+Fm3m Antiferro-Para
P6/mmm+Pmmm Ferro-Para
P6/mmm+Pmmm Ferro-Para
Pmmm+P6/mmm Ferro-Para
Pmmm+P6/mmm Ferro-Para

| 4 Antiferro-Para
P6/mmm-+14 Antiferro-Para
P6/mmm Antiferro-Para
Pmmm Antiferro-Para
Pmmm+i4 Antiferro-Para
Pmmm+14 Antiferro-Para
Pmmm-+l4 Antiferro-Para
Pmmm+14 Antiferro-Para
| 4 +Pmmm Ferro-Para

| 4 +Pmmm Ferro-Para

| 4 Ferro-Para

111
100

91
107
95
85
97
108
125
127
164
221
667

697

103
127
84
71
75
84
88
133

117

133
78
154

233
223
213

523
695
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MnooF& 1Sih1Pos Pmmm+14 Antiferro-Para 227
MnogF& 2Sih1Pos Pmmm+i4 Antiferro-Para 219
Mno €.3Si0.1Po.s | 4 +Pmmm Ferro-Para -
MnoeF&.4Sih1Poo 14 +Pmmm Ferro-Para -
MnsP | 4 Antiferro-Para 150
Mn, sFe) 5P | 2 Antiferro-Para 117
Mn,FeP | 4 +Pmmm Antiferro-Para 89
Mn sFe; 5P Pmmm Antiferro-Para 233
MnFeP Pmmm+i4 Antiferro-Para 240
Mno F& 4P Pmmm+14 Ferro-Para 400
Mng gF& P Pmmm+14 Ferro-Para 400
Mnoy F& P | 4 +Pmmm Ferro-Para 413
Mng ¢F& 4P | 4 +Pmmm Ferro-Para 42
Mng sF& 5P | 4 +Pmmm Ferro-Para 473
FesP | 4 Ferro-Para 686

5.6 (Mn,Fe)(Si,P)B compounds

In light of the results obtained during the studytlee (Mn,Fe)(Si,P) system,
there was a further interest in exploring the antdmagnetic-ferromagnetic transition
observed in the cubic Si rich samples with Fe qurmanging from 1.2 to 2.3.

To this end a series of samples where producedicmmg small amounts of B,
with the intention of having this element enteemstitially into the cubic lattice and in
this way possibly move the antiferromagentic tramsiup from its value of\=50 K.

Such a method had been previously used with greatess in magnetocaloric
studies for the control to key properties likg magnetization and magnetic entropy
change in La-Fe-Si systems [23], shape-memory sl[@#], and MnCoGe systems
[25]. In contrast to the usual stoichiometric tupithe technique of inserting interstitial
atoms in a crystal lattice is meant to solely aftee inter-atomic distance, and not the
electronic interactions between atoms directly (hie valence electron concentration
ela[24]).
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For this end a series of MFeSiB, samples (wittk=1.9, 2, 2.1 and 2.2, and
y=0.02, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4 and 0.5) wm@duced to study the tuning
potential of boron doping on the antiferromagné&ticomagnetic phase transition of
the cubic (Mn,Fe)Si,P) phase.

5.6.1 Sample preparation and characterization

All samples produced for the study of the effedtgterstitial boron were made
from the same starting materials as those usedkipiteparation of samples belonging
to the (Mn,Fe)Si,P) system and previously described in secti@nl5 The boron used
consisted of crystalline pieces of 99.5% purity.

As the current samples no longer contain elemgiasphorous, an arc melting
furnace was used for their preparation. The ragyitnetallic buttons were annealed in
the exact same conditions as the samples belotgitng (Mn,Fe)Si,P) system.

The characterization of the samples was conductdtie exact same way as
those described in section 5.3.2.

5.6.2 Results and discussion

X-ray diffraction measurements on boron doped samplwith boron
concentration of 0.05, 0.1 and 0.15, revealedahaif these contain a minor Si peak in
contrast to the undoped samples. The intensityisfgeak remained stable for these
three concentrations, suggesting a partial sulistitlof Si by boron in the sample’s
crystal lattice as opposed to a purely interstittans demonstrated by Figure 5.8.
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Figure 5.8 X-ray diffraction pattern for the sample MnFe,SiBg 15 revealing the cubic Fm3m
structure of the Si rich (Mn,Fe)k(Si,P) system and minor peaks consistent with puresi
segregation.

Samples with a boron concentration higher then ,Owigre found to exhibit,
besides the Si segregation, other minor multipt®sdary phases.

The exact nature of these phases was not investigatdepth, as a preliminary
observation of the X-ray diffraction patterns ofeske samples revealed that the
formation of these secondary phases did not apieeé&ollow a particular trend or
logical evolution with increasing boron content, desmonstrated in Figure 5.9. The
lattice parametea of our doped samples increased for a boron cootfed.02, while
for higher concentrations it was found to decreas@snon-linearly fashion.

These results further underline that indeed B atdmsot enter this system as
an interstitial element above the content of O, are partially substituting Si in the
crystal structure, which effectively limits the anmd of boron that can be added to this
structure.
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Figure 5.9 Comparison of the X-ray diffraction paterns of the samples Mgd-e, 1SiBy s,

Mno e 1SiBy4 and MngdFe, 1SiBys, revealing an apparent random occurrence of secoady
phases as a result of increasing B content amonggticubic main phase.

5.6.3 Magnetic results

The antiferromagnetic-ferromagnetic transition tenapure was found to
increase with boron concentrations of 0.02 and .0\@8h the added boron these
samples also presented a slightly higher magnetizand a sharper ferromagnetic-
paramagnetic transition. For higher boron concéotrahowever, the transition
temperature not only decreased, but we also obdeavéoss of sharpness in the
antiferromagnetic-ferromagnetic transition and aorease in the base line of the
magnetization curve, indicating the increasing @nes of secondary phases, as shown
in Figure 5.10.
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Figure 5.10 Magnetization vs temperature curves foMnFe,SiBy, with x=0, 0.02. 0.05 0.1 and
0.15 demonstrating the effects of boron addition tthe magnetic behavior of the cubic phase of Si
rich (Mn,Fe)s(Si,P) system. Up tax=0.05 we can observe an increase ify, magnetization and
transition sharpness, beyond this concentration allthese properties lose their desirable
characters. Insert: detail on the normalized antiferomagnetic-ferromagentic transition,
demonstrating the increase inly up to x=0.05 and its subsequent decrease wik¥0.1 and 0.15.

In Figure 5.11 the dependenceT@f and the lattice parametaron the added
boron concentration is shown. We were able to &ffely increasely from 50.5 K, for
x=0, to 57 K, forx=0.05. Further addition of B presented itself agnter productive in
every aspect. Even thought we were indeed ablptimize this transition we were not
able to do so in a way that is beneficial for fetanagnetocaloric application.
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Figure 5.11 Evolution of the lattice parameter a ad Ty of MnFe,SiB, with increasing B. Given

the increasing presence of undesirable secondary g@bes in samples with B constants above 0.15,
the lattice parameter values above this compositioshould be regarded as rough approximations.

5.7 Conclusions

Based on the collected data and previous literatthhe magnetostructural
guaternary phase diagram of the (MnzF®&)P) system was successfully constructed,
offering a rare overall view of its unique magnetra structural properties and greatly
expanding our knowledge of the already widely stdd{Mn,FejSi and (Mn,FeP
systems. Still, this diagram appears to be veryiquaar and sensitive to the sample
production procedure, as other authors have foufidreht properties when using
different annealing temperatures.

The novel hexagonal phase, observed for the firg in this system, like all
other phases, shows paramagnetic behaviors at |ew céncentrations and
ferromagnetic at high concentrations and may ofiee possibility for further
developments on those areas where both the (MygFand (Mn,FeP systems have
been studied in the past, such as spintronics n&sea its ferromagnetic phase or on
metal-metalloid compound research, an area ofdsten nuclear-reactor materials
science.
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Further experimentation with interstitial boron waerformed in an attempt to
tune the antiferromagnetic-ferromagnetic transitiaserved in the Si rich cubic phase
of the (Mn,Fe)(Si,P) system. The antiferromagnetic transitionlddae enhanced by
addition of low boron concentrations, but it dese=afor higher additions.

This system was found inappropriate for magnetoalapplications. This
research and the understanding it offers may homwepen the possibility for further
magnetocaloric studies and developments. The rnsegonal phase still represents a
new and unexplored set of compounds that may benizeid by the addition of a fifth
element.
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Chapter 6
Magnetocaloric exploration of the
(Fe,Cok(SI,P) and (Mn,Co)(SI,P) systems

6.1 Introduction

The current study was motivated by the discoverythed novel P6/mmm
hexagonal phase in the (Mn,E&i,P) system. Its aim was to ascertain the existert
this hexagonal phase in related systems and itenpat for magnetocaloric
applications.

The selection of cobalt as both a substitute fon iand manganese was due to
both its elemental proximity and affordable pricEhe toxicity of cobalt when
compared to that of manganese or iron is not wegle but it is lower than that of
nickel or chromium, our other options for this stud

As the hexagonalP6/mmm structure was found to be sensitive to the
experimental procedure used during the sample papa, all studied samples of the
(Fe,Co}(Si,P) and (Mn,Cq]Si,P) systems were produced by following the same
experimental procedure as used for the (Mn(BeP) system, described in Chapter 5.
The used elemental cobalt in our sample preparatas199.8% pure Co powder from
Alfa Aesar.

6.2 Material overview
6.2.1 The (Fe,Ca{Si,P) system

On the Si rich side, the (Fe,G(Bi,P) system has been mostly studied in the
field of spintronics [1] with particular emphasis spin-related transport properties [2]



(similarly to the (Mn,Feg)Si system). Co-based Heusler alloys, particuldréyFeCegSi
composition, exhibit remarkably high magnetic motmand T¢ [3], and have been
studied in lateral spin-valve devices for theimgigpin signals at room temperature [2].

This system shows a unique preferential site-switstin pattern that allows a
direct study of the correlation between the magrA@tid interactions and local
electronic configurations [4, 5].

Similarly to the (Mn,Fefsi system, the (Fe,Cs9i is reported to crystallize in
the cubicFm3mstructure [1, 3, 4]. Contrarily to the Mn/Fe systehis structure is not
found to be stable throughout the whole compositioange between G8i and FgSi.
Those samples with Co content above 2.15 are mgflesiphase [5]. This crystal
arrangement has the particularity that those atéyusd on the left of Fe in the
periodic table preferentially enter into thesite of its lattice, while those to the right
and beneath Fe (the current case of Co) prefeligniecupy theB andB’ sites [4, 6]
(see Figure 5.2a).

Starting from pure F&Si, the lattice parameters originally decrease with
increasing Co content, dropping from 5.65 A to bel6.64 A for the FegCo, ,Si
compound. From this Co content on, an increasattitcé parameters is observed [7],
with the CgFeSi compound having a lattice parameter of 5.658] A

In terms of magnetic behavior the Si rich side kdig particularly high values
of T¢, with 1100 K being reported for the FelSocompound [1, 3]. The saturation
magnetization is also reported to increase witha@dition [4, 5].

On the P rich side of this system there seems tiigtleeinformation available.
Several studies claim that there is a clear contipasi limit of about 30% to the
amount of Co that can be effectively substitutegune FgP [8, 9], and therefore that
the CaP compound does not exist [9, 10].

Below this Co compositional limit, this system pets the already studiedt
tetragonal structure, the orthorhombic phase oleseim the (Mn,FeP system is not
present for the (Fe,Cgpi,P) system [8, 10]. In the 4 structure, botha and c

parameters decrease with Co addition [8]. The sanree for bothlc and the overall
saturation magnetization [8-10].

6.2.2 The (Mn,Cqg)Si,P) system

The Si rich side of this system is once again &vamit study object for
spintronics [11-14] and electronic conductivity [15displaying a high Curie
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temperature [12, 13] (as most metallic compoundgasning Co) and a large gap of
0.4 eV in the minority spin channel, being a systeequently used for the fabrication
of magnetic tunnel junction [11, 12, 14].

The full compositional range of this system seembd largely disregarded as
most papers simply focus on the ®mSi compound, which displays quite promising
properties for the already mentioned spintronisgaech [11-14].

This particular compound is reported as crystazin the Fm3m cubic
structure [11-13, 15] with a lattice parameterao£5.654 A. In terms of magnetic
behavior, it is reported to haveTg of 985 K, one of the highest among all known
Heusler compounds [11-13, 16], and a magnetic moofen01g/f.u..

On all accounts the P rich side of this system appgrot to exist [15], with the
only study done on it consisting of theoretical caédtions meant for the same
spintronic applications as the Si rich side [18].

6.3 Results on the (Fe,Cg(Si,P) system
6.3.1 Si rich samples

All samples produced in the (Fe,@8) system were single phase and show the
cubicFm3mphase. In the studied compositional range, withc@acentration ranging
from 2 to 1.2, the lattice paramet@mwas found to increase, consistent with previous
results described in section 6.2.1.

In this same Co range the addition of elementabhésed the formation of a
secondary phase with the orthorhomPBiema structure, demonstrated in Figure 6.7.
The rise of this secondary phase is demonstratédgure 6.1a. This phase becomes
gradually more prominent with increasing P conterttile it never becomes the single
phase in our samples. This result indicates théwéss not belong to the (Fe,g®i,P)
system, but most likely to the (Co,BR)system.

To confirm this hypothesis we produced a samplerghg to this (Co,Felp
system and found its X-ray diffraction pattern ® donsistent with the second phase
present in our P samples, as can be observed ume=glb.
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Figure 6.1 a) Comparison of the X-ray diffraction mttern of the FeCagSi compound,
demonstrating a pure cubic single phase, and the E®,SiysPos compound, demonstrating the
rise of a secondary phase consistent with the ortHmombic Pnma structure; b) Comparison of
the X-ray diffraction pattern of the FeCo,P compound, demonstrating both the Cubid=-m3m and
the orthorhombic Pnma structures, and the FeCoP compound, demonstrating pure single
phased Pmna structure which corresponds perfectlyot the secondary orthorhombic phase

observed in the FeCgP compound.

In terms of magnetic behavior the FeSbsample was found to have a high
saturation magnetization of about 140 #kg. With increasing P content the saturation
magnetization steadily decreases due to the foomati the already mentioned second
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phase, which displays a much lower magnetizatignwas found to be beyond the
range of both our magnetometers and our DSC measumtesystem, but as we
increased the P content an additional weak magtetisition became visible as a
result of the formed second 2-1 phase, which ethdilow and quite tunablg: [19-
21].

6.3.2 P rich samples

Given the highT¢ of the Co and Si rich cubic phase samples, thariéeP rich
side, with a tetragonal structure is most likelyptovide candidates for a successful
magnetocaloric approach. Coming from the purg?Fempound, with dc of 686 K
[8-10], we explored the Co dependencelgin order to tune down this transition to a
more accessible temperature.

In contrast to what has been reported by Gatal. [8] and Liuet al. [9] we
were able to produce single-phase samples with ac@tent above 30% substitution.
The results are quite close to the phase diagrasepted by Raghavan [22], shown in
Figure 6.2.

As such we were able to low&g below the reported 640 K [8, 9] to around 600
K, as shown in Figure 6.3a. To complement the teday Liu [9], we monitored the
evolution of the lattice parametasndc with increasing Co as shown in Figure 6.3b.

Further attempts to manipulaie by substitution of P by Si presented multiple
phases. These results, and those of the Si riehadithe system, may be taken as solid
evidence that the quaternary (Fe8)P) does not in fact exist as a single-phase
material. The sought after hexagoR&/mmmphase discovered for the (Mn,EK&),P)

Is not present in the (Fe,G(1,P) system.
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Figure 6.2 Phase diagram of the Fe-Co-P system. Thi&cle demonstrates the compositional limit
of Co substitution on the FgP pure compound, contradicting the results presenteby Goto et al.
[8] and Liu et al.[9] (Figure taken from [23]).
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Figure 6.3 a) Normalized DSC measurements for theamples FgP, FeCoP and FeCo; P,
demonstrating the decrease in § with increasing Co content. b) Evolution of the I#ice
parametersa and c with increasing Co content in the samples producefibr the current work and
compared with the values given by Hui-ping et al.g].

6.3.3 Sulfur substitution in (Fe,GOP,Si)

Given the undesired results of Si substitution e tP rich side of the
(Fe,Co)(Si,P) system, one final attempt was made to furtinee down the extremely
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high T¢ of these compounds by resorting to sulfur sulisiiiu given the periodic table
proximity of this element with elemental phosphorus

All samples used for this study were produced dmaracterized in the same
way as all others belonging to the (Fe8)P) system. The used S was 99.5% pure
powder from Alfa Aesar.

X-ray diffraction patterns revealed that all S @ning samples show the

tetragonallz structure, without the occurrence of any secondsph The same S

substitution causes a decrease in both latticenpeteasa andc, with a=9.0263 A and
c=4.4504 A for Fe¢Co, /P, anda=9.0192 A and=4.4499 A for FesCo, 4P ¢S 1.

All S containing samples show a high magnetizatiafue of 110 Arfrkg.
Similarly to other Fe and P rich sampl&s was still beyond the reach of our
magnetometers, but DSC measurements indeed demienatrslight decrease in the
transition temperature. DSC measurements furthsplalf an unexpected second
unidentified transition around 372 K, as shown iguife 6.4. In this new (Fe,CgP,S)
system the critical temperature, similarly to thee,Co}P system, decreases with
increasing Co content.

1.1

Fe1.6co1.4P
—Fe1_6Co P S

14 09 041

614 K

1.0 -

0.9 -

0.8

0.7 -

Normalized Specific Heat

0.6

0.5

300 375 450 525 600 675
Temperature (K)

Figure 6.4 Comparison between the normalized speiif heat of the FesCo,4° and the
Fe; ¢C01.4P00S.1 Samples, demonstrating the slight decrease incTwith S substitution and the
occurrence of a new and unidentified transition arand 372 K.
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6.4 Results on the (Mn,Cq)Si,P) system

Early in this study it became obvious that thistsysdid not in fact exist as a
single-phase material, which might explain the tedinumber of compositions within
this system studied by previous authors [11-14].sAmples produced in this system,
even those belonging to the restricted (MngSo¥ystem, displayed a large number of
secondary phases. This made it impossible to asceit any of these materials
effectively belonged to the (Mn,Cg%i,P) system.

The reason behind this difficulty to achieve a BAghase sample, even in
compositions known to exist, might be explainedtlby extremely rich and complex
phase diagram of the Mn-Co-P system [24], demotestran Figure 6.5. The complex
phase diagram makes this an extremely sensititeray® work with.
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Figure 6.5 The complex phase diagram of the Mn-Co-Bystem, an insight into the difficulty of
achieving a single phased sample in this system @gkire taken from [25]).
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6.4.1 Inverse magnetocaloric effect

Samples produced with 0.1 < P < 0.5 and 1.2 < Ch6 display multiple
phases and exhibit a clear and significant magn#&@asition from either an
antiferromagnetic or ferrimagnetic to a ferromagngthase, or alternatively from
antiferromagnetic to a ferrimagnetic phase. As shawFigure 6.6, this leads to an
increase of magnetization for increasing tempeeatuesulting in an inverse
magnetocaloric effect.

327w x=1.4; y=0.1 Mn, Co Si. P

g | 4 X=1.3;y=0.3 L
| x=1.3; y=0.5

24 I —¢—x=1.2; y=0.5

11 Tesla

N
o
I

—
N
| 1

Magnetization (Am’/kg)
o0 =
| ' |

T T T T T T T T T T T T T | !
0 50 100 150 200 250 300 350 400
Temperature (K)

Figure 6.6 Example of some of the produced sampldgsplaying an inverse magnetocaloric effect.
The non linear evolution of both transition temperdure and overall magnetization with the

change in both the Mn\Co and Si\P ratios is symptoatic of the apparently random occurrence
of secondary phases in this system of compounds.

In this process, contrary to the usual magnetocakffect, where a material
heats up with the adiabatic application of an exemagnetic field, a material cools
down by the application of a magnetic field [26-Z8lis effect is usually observed in
magnetic transitions between antiferro-ferromagnetollinear and non-collinear
antiferromagnetic or antiferro-ferrimagnetic phajgs.
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In terms of applications this effect is most oft@nsidered as a possible heat
sink for a functioning magnetic refrigeration devi@9, 30], meaning that when a field
is applied to a regular magnetocaloric materiad, fieat released can be effectively
dumped into the inverse magnetocaloric material ctvhcools down with the
application of the same field. Alternatively a matpcaloric refrigerator design has
been suggested by Zhamg al. [31], resorting to both regular magnetocaloric and
inverse magnetocaloric materials, in which coolmgy be achieved by both the
application and removal of a magnetic field in tleérigeration cycle, making up a
more efficient refrigerator.

Popular in this field of research are the RhFe B#532], La-Ca-Mn@[30] and
Ni-Mn Heulers alloys [26, 27].

In order to isolate the phase that produces thaseresting results, EDS
measurements were performed on a set of samplésisiway we established that the
phase of interest corresponds to,MB0y gSip Py s

A Mn 1Coy 6Sip Py g Sample was produced and characterized in exdtlgame
terms as the ones belonging to the (Mng(R1)P) system.

X-ray diffraction measurements revealed the sampds single phase and
crystallizes in the orthorhombRnmastructure, displayed in Figure 6.7. This structure
is the same as the (Co,kfe)secondary phase found in the (Fez(R)P) system.

.

Mn\Fe\Co atoms Si\P atoms
Figure 6.7 Pnma orthorhombic structure of the (Co,Fe}P system found as a secondary phase in
the (Fe,Co}(Si,P) samples and the MmCoggSipsPos compound found in the (Mn,CoX}(Si,P)
system.
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This compound revealed a remarkably high magngditsttion compared with
many compounds previously investigated for theitense magnetocaloric effect [26,
27, 31]. The magnetization, reaching above 7G/kgy as shown in Figure 6.8, makes
this compound an extremely exciting candidate fw rnverse magnetocaloric effect
systems.
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Figure 6.8 Magnetization vs temperature curve for he Mn;1C0ySinPos compound,
demonstrating an extremely high inverse magnetic ansition.

6.5 Conclusions

The initial motivation to explore the magnetocatopotential of the novel
P6/mmmhexagonal phase discovered in the (Mnyf&@)P) system (Chapter 5) led to a
systematic study of the magnetic and structurapgniies of the (Fe,Cg)5i,P) and
(Mn,Co)(Si,P) systems.

Our results on the (Fe,G¢%i,P) system strongly suggest that this quaternary
system does not exist as a single-phase compouhide We were very successful in
producing samples belonging to the ternary (Fe®&loand (Fe,CqpP systems, the
addition of P or Si to these always gave rise tdtirphase samples. This result
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motivated us to further explore methods to tligén the (Fe,CgP system that did not
resort to Si substitution, leading us to a prongsamd unexpected result with the S
substitution instead.

All samples belonging to this new (Fe,gl®),S) system have a slightly lowEg
than those not containing S, and showed a new aedpected secondary transition
around 370 K.

Similar to the (Fe,C@[Si,P) system, the (Mn,Cgpi,P) system does not seem
to exist as a single-phase compound. Even the cesitipts previously studied by
other groups proved to be extremely difficult t@guce as single-phase samples. The
detection of an inverse magnetocaloric effect imsf these multiple phase samples
led to the discovery of a new system with remarkaproperties for inverse
magnetocaloric effect applications, showing a mgdgnetic transition temperature for
an antiferromagnetic or ferrimagnetic to ferromagnphase, or alternatively from an
antiferromagnetic to a ferrimagnetic phase.

In both of these systems the hexagd*@immnphase was not found.
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Chapter 7
Magnetic and magnetocaloric exploration of
Fe rich (Mn,Fe)(P,Ge)

7.1 Introduction

As mentioned in Chapter 5, much of the MCE matenakearch performed in
Delft focuses on promising Fe-type systems. Among these is the (MnRelse)
system that has shown great promise, having ahiginiable transition temperature,
low thermal hysteresis and high magnetization [1].

This system, however, has the drawback of beingidenably more expensive
due to the use of germanium, which limits its patruse in commercial magnetic
refrigeration devices.

The results presented by Truagal. [1], and more recently by Durgf al. on
the (Mn,Fe) ofP,Si) system [2], do reveal that increasing thec&mposition in these
systems triggers an increase in their transitiomperature, which may then be
compensated by a decrease in Ge or Si content.

Obviously, among these two systems, (Mnk&P,Si) stands out as the
cheapest and safest, possessing remarkable magmneticnagnetocaloric properties.
Unfortunately, the dramatic change in the@ndc parameters observed in its crystal
lattice during its first-order magneto-elastic s@ion implies that these materials may
display a potentially crippling brittleness whereyhare thermally (or magnetically)
cycled [2], which is an added difficulty for th@ommercial application.

This has lead to the motivation to investigate iEle (Mn,Fe)}(P,Ge) samples in
more detail, as the characteristics of this systemagneto-elastic transition suggest a
more stable mechanical behavior, and the aboveiomeut results seem to point to the



fact that Ge content can be significantly redudeBei is increased, possibly making
this system commercially viable.

The Fe rich part of the (Mn,F€P,Ge) system’s phase diagram appears to have
been largely disregarded, as all recent publicadioly focus on the Mn-rich samples,
as shown in Figure 7.1.
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Figure 7.1 Studied compositions of recently publisdd papers on the (Mn,FefP,Ge) system.
For this purpose various Fe-rich samples belongmghe (Mn,FeyP,Ge)

system, and the closely related (Mng=g(P,Ge) system, have been produced to
evaluate their transition temperatures and ovenatjnetic properties.
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7.2 Material overview

Both the (Mn,Fe)JP,Ge) and the (Mn,Fg){P,Ge) systems crystallize in the
Fe,P-type hexagonal structur@% 2mspace group) [1, 7]. The Fe and Mn transition

metal atoms occupy thd-8ite at the tetrahedrat,( 0, 0) position and theg3site at the
pyramidal &, 0, 1/2) position. The non-metal P and Ge atomsbedh occupy thelit
site at the (0, 0, 1/2) position and in theesite at the (1/3, 2/3, 0) position.

Considering the parent compound,Fewhen Mn atoms are added, to replace
Fe, they preferably occupy thg-8ites, coplanar with the P and Ge atoms at bsité,
while the Fe atoms preferably occupy thiesiBes, coplanar with the P and Ge atoms at
the Z-site [11]. For (Fe,Mn)JP,Ge) the Mn and Fe atoms occupy separate plases,
depicted in Figure 7.2.

2c-site 3f-site
PIGe(2) < ,ﬁ_ﬁ Fe/Mn
A (MH/FC)P A\ ' 7~ 3g_su‘e 1b-site

\ Pyramid / // 1 Mn/Fe \P/Ge(1)

7] =< X
- \/
(Fe/ Mn)P

Tetrahedron
Figure 7.2 Crystal structure of the (Mn,Fe)}(P,Ge) system presenting its several atomic sitetsie
arrows represent the magnetic moments of Mn and Featoms while the system is in its
Ferromagnetic state [11].

This system is paramagnetic at high temperaturels farromagnetic at low
temperatures [11]. It$c is easily tunable over a broad temperature rah§eé K <T¢
< 450 K) by careful adjustment of both Mn/Fe an@®fatios [1].

Accompanying the magnetic transition &, this system also undergoes a
contraction of the lattice parameterand an expansion a [11], which can be
identified in X-ray diffraction data as a shift both the (300) and the (002) peak
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towards higher and lower angles, respectively. phsnomenon is illustrated in Figure
7.3.

500

450
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Figure 7.3 Contour plot of the angle change in thg300), (211) and (002) peaks versus

temperature for MnFeygPo75G€y 25 ilustrating the sharp discontinuity in lattice paramenters
acompaning the magnetic transition [12].

7.3 Sample preparation and characterization

All (Mn,Fe),(P,Ge) and (Mn,Fe)lsP,Ge) samples were prepared from the
appropriate amounts of 99+% iron powder, 99% redsphorous powder, 99.5%
binary FeP powder, 99.999% Ge chips and 99.9% manganesg &dpced at 600 °C
under a hydrogen atmosphere in order to removeesexid

The samples where ball milled as described in Gmaftthen compacted into
10 mm pellets with a pressure of 150 kgficand sealed into quartz tubes with an
atmosphere of 200 mbar of argon. Finally these veergealed in a vertical resistive
furnace at 1100 °C for 10 hours, homogenized a0 1M for 60 hours and then
guenched to room temperature in water.

90



This particular heat treatment was selected basdtie study performed by N.
T. Trung on the influence of annealing procedurethe (Mn,FexP,Ge) system, that
indicates that this heat treatment produced sampliéls the sharpest magnetic
transitions [13].

The magnetic and DSC measurements were performedllosamples and
homogeneity and crystal structure were checkedjusinay diffraction as described in
Chapter 3.

7.4 Result and discussion
7.4.1 (Mn,Fe)P,Ge) system

Throughout the studied compositional range, all@ambelonging to both the
(Mn,Fel(P,Ge) and the (Mn,Fgd{P,Ge) systems presented theR-g/pe hexagonal
structure, with the occasional occurrence of a miMnO peak in their X-ray
diffraction patterns. The lattice parametdewnas found to increase with Ge addition and
decrease with Fe, while tligparameter decreases with Ge and increases with Fe.

The Tc of these systems was found to be quite easy topoate and tune with
changes in both Fe and Ge content. For the (Ms(fF&e) system, the diagram in
Figure 7.4 was assembled.

The results displayed in Figure 7.4 show that is tompositional rangé. is
easily tunable, but does not change linearly weghoF Ge concentration, in contrast to
what had previously been reported by Tren@l. [1] and Briicket al.[14] for Mn-rich
(Mn,Fe)(P,Ge) compounds.

Novel in this system is the detection of an anonmlmagnetic behavior at low
Ge concentrations, not consistent with regular F@tromagnetic behavior. If pushed
to even lower Ge contents, this turns into full ifertomagnetic behavior, limiting the
lowest usable Ge content in this system. This nowabnetic region seems to be
influenced by the Fe content, as increasing Fe gaiiiie occurrence of this behavior
further into low Ge concentrations, eventually whmg from our samples. A similar
behavior to this seems to have been also observ@@duset al. [15, 16], both in the
(Mn,Fe)(P,As,Ge) and (Mn,FgP,As) systems for samples with low As and Ge
content. The exact nature of this behavior hasyebtbeen established, but given the
contraction of the lattice parameter and expansion ofc (also observed in
(Mn,Fe)l(P,As) [16]) this phenomenon should associated witia-layer interactions
between atoms.
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Figure 7.4 Evolution of T¢ with both Fe and Ge content in the (Mn,FefP,Ge) system. The open
dots mark the compositions of the samples used ihis study. The bar on the right of the figure
represents the tansition temperature of the composon range.

As can be seen in Figure 7.4, our initial hypothésireduce Ge by increasing
Fe content, while maintainin§c around room temperature, was correct. This process
has, however, also brought on an undesirable wideoi the typically sharp transition
between the Ferromagnetic and the Paramagnetas stathis system, which no longer
displays the characteristics of a first order pheasesition.

Such an occurrence is extremely unfortunate forpitspect of applying Fe-
rich (Mn,Fe)}(P,Ge) samples to any practical magnetic coolingicge Figure 7.5
illustrates the above mentioned results.
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Figure 7.5 a) Comparison between the Ferromagnetiand the anomalous magnetic behavior
observed in low Ge content samples in the (Mn, F£P,Ge) system; b) Comparison between two

samples with diferent Fe contents demonstrating thelecrease in transition sharpenss promoted
by the increase of Fe.

Magnetization (Am’/kg)

The loss of the first-order behavior of the magredastic transition also implies
a disappearance of the discontinuity previouslyeoled in the Mn-rich magnetic and
structural properties. This can be best observedanbyitoring the (003) and (002)
peaks in the X-ray diffraction patterns of the kdr(Mn,Fe)(P,Ge) samples.
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While in the Mn rich side of the diagram we obseavaliscontinuity in the
temperature evolution of these two peaks around tilamsition temperature,
exemplified in Figure 7.3, we now observe a verysth and gradual variation with
temperature in both of them, as seen in Figure 7.6.

460 1.00
450 0.88
440 0.72
430 0.56
X 420 0.40
Q
£ a10 0.24
S 400 0
8 390
&
S 380
370
360
TC
350
51 52 53 54 55

Position [20] (Copper)
Figure 7.6 Contour plot of the angle change in thg300), (211) and (002) peaks versus
temperature for the MnggFe; PosGey 2 Sample, demonstrating the slow and smooth charactef
the magneto-elastic transition. The transtion tempeture of this sample has been determined as
being 358 K by DSC measurments. The bar on the riglof the figure represents the normalized
peak intensity.

7.4.2 (Mn,Fe)ofP,Ge) system

In contrast to the (Mn,F&P,Ge) system the (Mn,Re}P,Ge) system does not
seem to be so negatively influenced by the increddeée content, as it maintains a
usable sharp transition up to high Fe concentration

This stability has enabled us to reduce the Geetdrdown to Ge=0.12 (less
than half of the value used by Truagal. [1]). Lowering the Ge concentration beyond
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this point was found to trigger antiferromagnetiehlvior in this system. This
concentration is therefore considered as the lowessible Ge content in which this
system still displays a sharp Ferro-Paramagnetitsttion, as indicated in Figure 7.7.
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Figure 7.7 Comparison between the Ge=0.12 and GeZ0Omagnetization versus temperature
measurements in the (Mn,Fa)ofP,Ge) system.

Having determined a usable minimum Ge concentrati@were able to tune
Tc by changing Fe content, in accordance with theabieh observed for the
(Mn,Fe)(P,Ge) system displayed in Figure 7.4. This, howewerned out to be
challenging, as in this concentration range progersuch as sharpness or magnetic
behavior are extremely sensitive to small compmsiti changes. In this sense, while
maintaining Ge=0.12, we have determined the Fe mmaxi (and consequently the

maximumTc) in which this system still displays usable ché&sgstics for a magnetic
cooling device, as shown in Figure 7.8a.
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content of 1.51, for the determined Ge minimumZp.1

Due to the partial loss of magnetic transition phass (when compared with
Mn-rich compounds), the magnetic entropy changeutailed for these samples,
displayed in Figure 7.8b, is not as high as thosasured previously by Trures al.

[1], but are comparable with those observed foefbd metal [17].
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Although these results may seem less ideal thapringously mentioned ones
from Trunget al.[1], they represent a trade off between cheapepkss and improved
mechanical properties, which nonetheless still @assnany possible applications in
low temperature applications or in magnetocaloriatenial cascading in practical
cooling devices.

7.5 Permanent magnet potential

Surprisingly, during the course of this study certanited compositional areas
of Mn and Ge poor (Mn,Fe){P,Ge) have been found to possess very exciting
magnetic properties, which may indicate a defirptgential for future permanent
magnet applications.

The applicability for permanent magnets in modeogiety are widespread.
These are used in a massive array of modern appbarirom the mundane to the
cutting edge in science and industry: everythimgnfimotors and generators, dynamos,
microwave generators, loudspeakers, communicatant electronics, aeronautics,
electric cars, nuclear industry, satellite elecpawer systems, measuring instruments
and sensors, medical devices (MRI), latching anddihg devices, separation
equipment (such as water and oil purifiers) andrs{l8-21].

Among the families of materials used for such agpion we can cite the
Alnico magnets (AI-Ni-Co) [18, 21, 22], the Ba or Bexaferrites, characterized by
lower flux densities and higher coercivities thdwe tAlnicos [21] and, as the most
modern and widely used, the rare earth-transiti@ammagnets (on which we can
group Sm-Fe, Nd-Fe-B and Sm-Co magnets) [18, 2242

Given the current demand for high-performance megtiee most widely used
are the rare earth-transition metal compounds,icodaitly the Nd-Fe-B, as can be
observed in Figure 7.9. These are relatively expensmaterials, as a consequence of
the limited yearly rare earth production rate [29]. Such a situation logically makes
the research on novel permanent magnet materials db not contain rare earth
elements an exciting and extremely relevant fi¢losheestigation.
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Figure 7.9 Breakdown of the permanent magnet worldnarket [19].

The magnetization versus temperature in field ab@fC) and zero field cooled
(ZFC) conditions for the MyyFe oPosGe1 sample show a striking difference in
magnetic behavior. The FC curve displays a conaldgrhigher magnetization than
the ZFC curve. Given that this sample consistecrofirregular multigrain powder,
such a behavior may indicate the presence of stroagnetic anisotropy in this
compound.

This observation suggests that there is an easytiin in this compound along
which the magnetic moments will preferably aligm assential property of a
permanent magnet.

As the relevant intrinsic properties that shoulddigplayed by a material to
make it relevant for permanent magnet applicatioaa be listed as (1) a high
saturation magnetization, (2) strong magneto-chystaanisotropy with a uniaxial
crystal structure, (3) a highic [26] and (4) a high coercivity field, such a resul
naturally becomes relevant.

Pure FgP is in fact currently studied as a possible a#tBve to the current rare
earth based magnets, given that it is a cheap cangpwhich exhibits a considerable
magnetic anisotropy [25, 27]. This property, howeve not sufficient for an effective
application, as a significant drawback of this mates its lowT¢, (about 217 K [28]),
and attempts have been made to raise this valedebyental substitution (such as P by

Si). This however frequently results in the lossthod hexagondP_6 2m structure in
favor of the orthorhombitmm?2structure [27], as shown in Figure 7.10.
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Figure 7.10 Imm2 orthorhombic structure found for the Fe,(Si,P) system.

The mentioned MgywFe, P oGey 1 Sample, which contains small amounts of
both Mn and Ge, was found to have a highwhile still maintaining the desireRl 6

2m hexagonal structure. Such a combination of fadtmieed changes the outlook on
FeP based permanent magnets, as for the first timénave a reliable direction in
which to explore the possibility of future magnedplications.

In order to further study this phenomenon, twoeatéht types of magnetization
versus field measurements were performed. All samiat display this discrepancy
between FC and ZFC measurements were reducedrie pdwder and, firstly, mixed
with varnish, to solidify the powder with randomagr orientation (random powder).
For comparison, the same process was followed Hrutvarnish solidified while the
powder was under a magnetic field, meaning thagtaas were able to align with this
field (field oriented powder). Figure 7.11 displdie results from these measurements.
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Figure 7.11 a) Magnetization versus applied magnetifield at 5 K for the MngiFe; g Gep 1
sample. As can be observed there is a clear differee in magnetic behavior between the field
aligned and the randomly alighted sample, indicatig the presence of strong magnetic anisotropy;
b) Magnetization versus applied magnetic field at 3K for the MngFe; sPoeGer 15 SAaMple,
demonstrating a similar, but not as pronounced, maggetic anisotropy as the MR Fe; sP0.dG€ 1
sample; ¢) Magnetization versus applied magneticdid at 5 K for the Fe o Gey1 Sample, also
demonstrating the same clear difference in magnetibehavior but giving a good insight on the
influence of the small Mn content present on the MgyFe; g0 dG&y 1 Sample

The clear difference in magnetic behavior betwéenrandom powder and the
field-oriented powder suggests a strong anisotraggpociated with an easy axis that
allows for a rapid magnetic saturation.

Analyzing the results depicted in Figure 7.11 i & concluded that indeed Ge
is a fundamental element in the occurrence of théhavior. Comparing the
Mng.1Fe g0 Gy 1 and the Mg iFe g0 ssGey 15 Samples, we notice a reduction in
magnetic anisotropy in the later, while completedynoving Ge appears to simply
remove the occurrence of this behavior [29], givimgm for other already studied
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states of metamagnetism and antiferromagnetisntecklto the presence of small
amounts of Mn in this system [27, 30].

The small amount of Mn in these samples does seepay some part in this
behavior given that the FgP Ge&), sample, while still possessing a clear magnetic
behavior difference, reaches its saturation magagdn much more rapidly in its
random powder measurement than in the other saniphes indicates that the small
amount of Mn present in the other two samples a@oesribute to the large magneto-
crystalline anisotropy.

This field alignment was further verified by X-rajffraction. Measurements
were conducted on the random powder and on the etiadgireld aligned powder of the
Mng.1Fe; g0 8sG&y 15 Sample, as shown in Figure 7.12.

1 - Random powder
3000 &)
] o
2000 h l
] .
N O
o 1000—_ = §§
c M
S 2000 ; == . ; -
8 ] T Field aligned powde
1500 -
1000 -
500 -
0 ' | ' I ! | ! I !
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Position [20] (Copper)
Figure 7.12 X-Ray diffraction measurements of MgiFe;sfosGey1s The top graph shows a
regular randomly aligned powder and the bottom onea field aligned powder, in which it is
possible to observe an increase in the intensity d¢iie (002) reflection, indicating an alignment
along thec-direction.

These X-ray diffraction measurements, which shotypacal hexagonal R€
structure, reveal a clear increase in the (002 pgansity relatively to the other peaks,
which indicates the presence of an easy axis aliweg c-direction, once again
underlying the presence of magnetic anisotropyis $ample and its possible viability
as a permanent magnet.
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The only drawbacks of this surprising discoveryfaoare the obvious lack of
coercivity, or a broad hysteresis loop, a propavhich plays a crucial role in the
ability of a magnet to resist thermal demagnetigtand the relatively low: of 430
K for the My 1Fe, o0 oGy 1 Sample. Thid ¢ value, although much higher than that of
pure FgP [28], is still too low for practical permanent gmet applications.

This is the first time that such a concrete permangagnet potential has been
observed in an BB-type system. Such an observation cannot be @keth and it
may now open new and exciting opportunities forelgermanent magnet alloys in
this rich family of materials. Further study andearch is highly desirable.

7.6 Conclusions

Given their attractive mechanical properties, agton the (Mn,FefP,Ge) and
(Mn,Fe) o5(P,Ge) systems was conducted with the purpose &ingiasuch systems
economically viable for magnetic cooling applicaso

The mapping of a limited compositional range of {Mn,Fe)(P,Ge) system
revealed a strong non-lined¢ dependence with both Fe and Ge contents, givegy ri
to the possibility to reduce the amount of expemdde by the increase of the Fe
content. Such a map also offers an understandirtbeogeneral behavior of fetype
systems at high Fe concentrations.

The magnetic behavior of Fe-rich (Mn,Kl®),Ge) is quite complex, with the
discovery of an unidentified magnetic phase at (& concentrations. Unexpectedly,
the increase in Fe content also gives rise to aedse in the Ferro-Paramagnetic
transition sharpness, symptomatic with the disagre of the first-order behavior of
this transition, an unfortunate characteristic timaikes this system unviable for MCE
applications.

The (Mn,Fe) o5P,Ge) system maintains a sharp transition witigh magnetic
moment at high Fe concentrations, with the possilof lowering Ge content down to
0.12, and thereby effectively reducing the costtlto$ system to under half of the
originally studied compositions. Given the diffitblalance of magnetic properties and
element concentrations[: cannot, however, be raised above 225 K, but it is
nonetheless easily tuned below this temperature, nagion where there aren’t many
attractive magnetocaloric materials.

Remarkable and exciting properties were detected Inmited concentration
range of Mn and Ge poor (Mn,kg)P,Ge), which may indicate a tangible possibility
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to use FgP-type alloys for permanent magnet applicationsgs Tésult points to a new
and exciting field of permanent magnet research.
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Chapter 8
In field microcalorimety measurements on
polycrystalline FeP

8.1 Introduction

As exemplified by the previous Chapters, the cdrenmte of the material
research performed on magnetocaloric materialseift 3 focused on E€-type alloys
[1-7].

The remarkable magnetocaloric potential found aséhcompounds is linked to
the realization that they maintain many of the samugperties as the parent compound
FeP, but can easily be tuned towards more practicalsegiven its particular
sensitivity to stoichiometric changes and synthemshods.

The magnetic properties of freitself have been widely studied in the past, for
permanent magnet applications, as mentioned in t€hafy or for pure academic
interest. Still, a great deal of uncertainty ancecgpation has hovered over this
compound precisely given its extreme sensitivitystoichiometry and to external
magnetic fields, which give rise to incompatibledadisparate results in different
publication [8, 9].

Given the importance currently placed on this conmabthere is a need for a
complete assessment and understanding of the ispleedt of FgP under a magnetic
field. These measurements are inspired by the tecerk performed by Caroast al.
[10].



8.2 Material overview

FeP crystallizes in the already discussed hexagB@lZm structure. We have

two magnetic sub-lattices, both occupied by Fel(Fethe tetragonaBf and Fe-Il in
the pyramidal3g site) and P (the dissimil&c and 1b sites) atoms [10, 11]. In this
arrangement Fe-l and Fe-ll have a total momentrat@i9p/f.u, with Fe-l having a
moment close to fig/f.u and Fe-ll close to @g/f.u [10, 12-14]. Information regarding
moment orientation can be found in Chapter 7 sedio

Besides its first order ferro to paramagnetic tteors at 217 K, this compound
also exhibits a metamagnetic transition at relffilev magnetic fields suggesting two
magnetic solutions to be nearly degenerate in grjafj.

Under high pressures (1.5 GPa), this compound tamsgerromagentic [16].
Senateuet al. claim it actually undergoes a structural transitio thelmm2 structure
(Figure 7.10) with the application of high tempearas and external pressure (8 GPa
and 800°C) [17].

This compound displays a great structural sensjtito alloying with a third
element in terms of, magnetic moment tuning [15, 18] and structuranges, which
frequently gives rise to the already mentioned atibmbic Imm2 structure and
metamagnetic and antiferromagnetic states [15, 18].

Previous heat capacity measurements have showrthihadlready mentioned
first-order phase transition is the only observabkegnetic contribution, manifesting
itself as a sharp and symmetric peakafl19].

Focusing on data for the polycrystalline samplespldiyed in the study by
Caronet al.[10], for fields below 0.05 T this transition peggs the characteristics of a
first-order transition, which rapidly changes iriobroader second-order transition
when the external applied field is increased, aaxpheenon that is also accompanied by
an increase ific, as displayed in Figure 8.1.
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Figure 8.1 Magnetization vs temperature at variousields for polycrystalline Fe,P [10].

In order to acquire a deeper understanding on #tare of this transition
(fundamental to the work developed in Delft), thgeative of the current study is to
re-investigate the results presented in Figure 8slng the microcalorimetry setup
described in Chapter 4.

8.3 Experimental procedure

The sample used for this study was the samP Bample produced by the drop
synthesis technique as described by Carles@h. [20], which was also used by Caron
et al. [10] in the acquisition of the data displayed igufe 8.1. The used copper
reference consisted of a small 99.9% pure sphepandicle from Alfa Aesar.

The details of both these samples can be founclineT8.1.
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Table 8.1 Details regarding the sample and refereecused in the measurements for the current
chapter.

Mass (mg) Error (mg) Grease (mg) Error (mg)
Sample 0.21 0.02 Grease mass was too small to be
Reference | 0.23 0.02 registered by our balance, none

the less we should consider a
maximum value of 0.02 mg, the
balance error.

The measurement procedure consisted of a contimamoig with a heating rate
of 0.2 K/min with a constant applied magnetic fieldnging from O T to 0.8 T with
steps of 0.1 T.

8.4 Results and discussion

The results obtained from the above mentioned meamnts revealed to be a
challenge to interpret. From 0 to 0.3 T the obsgérnteansition displayed the
characteristics of a first-order phase transitadthough a slight decrease in the specific
heat peak and sharpness is detectable with inageéeld, as demonstrated in Figure
8.2. While this particular magnetic behavior faltsline with the results previously
obtained by Caroet al.[10] (shown in Figure 8.1), the transition temgera did not
seem to be influenced by the application of anresgiemagnetic field, maintaining a
stable and strangely high value of 231 K.

This temperature inconsistency may be due to insnial issues. The
Lakeshore 331 Temperature Controller possesseselndh correction algorithm
consisting of reversing the polarity of the curresdurce every other reading, a
procedure referred to as “Reversal Mode”. In thes/\ihe average of the positive and
negative sensor readings cancel the thermal EMé&ctfel motive force) voltage,
enabling for more accurate measurements. Unforlynabur original temperature
calibration (displayed in Figure 4.3) was done withresource to the “Reversal Mode”
function, which, on certain temperature ranges, ntaye rise to substantial
temperature uncertainties.
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Figure 8.2 FeP specific heat measurements taken in the experimih setup described in Chapter
4, with magnetic fields between 0 and 0.3 Tesla. &rspecific heat values for solid copper used to
calculate the contribution of our reference and iskate the FeP behavior in our data were taken

from ref. [21].

For field values of 0.4 and 0.5 T there was a s$iggmt reduction in the
sharpness and height of the transition peak, itidgahe change from a first-order
transition to a second-order transition, wiifremaining constant. Only for a field of

0.6 T did the transition temperature finally moyeta 232.5 K.

Measurements performed with higher fields provedb& unreliable as the

transition peak became smaller than our instrunheiae.
The behavior described above can be observed urd-g3.
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Figure 8.3 FeP specific heat measurements taken in the experimih setup described in Chapter
4, with magnetic fields between 0.3 and 0.8 Tesl@he specific heat values for solid copper used

to calculate the contribution of our reference andisolate the FeP behavior in our data were
taken from ref. [21].

These results can be interpreted in the light ab@at al. [10], but only if we
consider that they show the results of a singlstafysample with an applied magnetic
field along its hard direction (perpendicular te thaxis).

This is a surprise, as the sample used was sugpliesl as being polycrystalline.
Further analysis of the results by Caedral. [10] does suggest that this might not be
the case. Figure 8.4 shows magnetization as aifwuncf the magnetic field on
polycrystalline and single-crystalline /& both parallel and perpendicular to its easy
direction.
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Figure 8.4 Magnetization vs magnetic field measureemts on polycrystalline and single crystal
Fe2P, both parallel and perpendicular to its easyicection [10].

It should be noted that the results given by pois@iline FgP mimic the ones
by the single crystal measured with a field palrdatiethe easy axis, which, should the
sample in question be truly polycrystalline, is agpected.

What seems to be the case is that all samples takiea polycrystalline are in
fact single crystals or near-single crystals, whigkien their small size, have a clearly
predominant easy direction. Should our case bedhattruly polycrystalline sample,
considering that this would have its various granstals alighted along every
possible direction, one would expect an initial metgzation value of 50% of that of a
pure single crystal. The values for the polycrystalsample in Figure 8.4 on the other
hand amount to nearly 83% of the magnetizatiorhefdingle crystal, signifying that
the various grains/crystals composing this sampietan average misalignment of 34
degrees with the applied magnetic field.

Should this hypothesis be correct, it sheds a gteal of light on our current
specific heat measurements, as they then repressagurements with an applied field
along the hard axis (figures 8.2 and 8.3).

This difference in orientation between the applweadgnetic field and the easy
axis of the samples can be easily explained byd#ngcularities of sample mounting in

111



both equipments used. The measurements of Figdrea8vere taken in a MPMS XL

SQUID, on which samples are mounted “verticallyithathe applied magnetic field

along thec axis of a single crystal, while the XEN-39328 rocalorimetry chips used

for Figures 8.2 and 8.3 mount samples “horizontallyhich, when inserted into the

AMI Cryostat of the experimental setup, places #asy axis perpendicular to the
applied magnetic field, as demonstrated in Figube 8

Figure 8.5 a) “Vertical” sample mounting on a MPMSXL magnetometer, placing the easy axis of
a single crystal along the applied magnetic field icection (image taken from [22]); b)
“Horizontal” sample mounting on the XEN-39328 micracalorimetry chips, placing the easy axis
of a single crystal perpendicular to the applied mgnetic field (image taken from [23]).

It should further be noted that our equipment amth@e handling protocol is
not prepared to make distinctions between easy fard directions, and such a
measurement was unintended.

8.5 Conclusions

In order to further investigate and understandpitoperties of F4°, the parent
compound of much of the material research beingedanDelft on magnetocaloric
materials, a series of microcalorimetry measurementere performed in a
polycrystalline FgP sample in the experimental setup described iptehd.
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Our results were unexpected and could only be staled if we consider that
the sample measured was a single grain positiondeiequipment along its hard axis.
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Addendum

Instruction Manual for the wuse and
handling of the microcalorimetry setup
described in Chapter 4

A.1 Hardware overview

The total sum of all equipment involved in the emtr microcalorimetry
instrument can firstly be divided into two categsri

1) The setup

This consists of the AMI cryostat, equipped with9aTesla 2 inch bore
superconducting magnet, and the home made insied ffor microcalorimetry
measurements, represented in Figure A.1.



Figure A.1 a) Schematic representation of the AMI kyostat; b) Schematic representation of the
home made insert.

2) The outside of the setup
This consists of the several measurement and dontrdules, namely:

Lakeshore 331 Temperature Controller — both usednéasure the sample space
temperature and supply power to the sample spateris), represented in Figure A.2;
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Figure A.2 Lakeshore 331 Temperature Controller.

Keithley 2400 (Source Meter) — used to supply arehsare voltage to the Xensor
microcalorimetry chips heaters used in the setapresented in Figure A.3. In the
current case (relaxation measurement) it supplssgiare wave.
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Figure A.3 Keithley 2400 Source Meter.

Keithely 2000 (Multimeter) — used to measure thespomse of the Xensor
microcalorimetry chip thermopiles to the square @vaupplied by the Keithley 2400,
the de factorelaxation measurements, represented in Figure lAalso measures the
voltage across the chip heaters, which is mostlgnhas a diagnosis tool.

Particular module used is also equipped with a Md&@D1-SCAN 10-Ch
Scanner Card which alloys the instrument to chamgjeveen different channels and
measure different signals.
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Figure A.4 Keithley 2000 6Y2-Digit Multimeter.

Keithley 2002 (Multimeter) — used to measure thiéedence between the thermopile
voltages of the two Xensor microcalorimetry chippresented in Figure A.5. Mostly
meant as a diagnosis tool.
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Figure A.5 Keithley 2002 8Y2-Digit High PerformanceMultimeter.

The above four modules are connected to a PC @GRI8 bus that enables for
their remote control with the main interface softevésee section A.3.1).

Model 430 Power Supply Programmer (AMI field cohtmodule) — used to apply and

remove magnetic fields up to 9 Tesla, represente#figure A.6. Capable of both
setting magnetic field ramps and stable contindmlds.
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American Magnotics, Inc.
=
Power Supply Programmer

Figure A.6 Model 430 Power Supply Programmer.
Model 4Q0625PS (AMI power Supply) — power supplyr fthe 9 Tesla

superconducting magnet, represented in Figure 8ahtrolled by the Model 430
Power Supply Programmer.

Figure A.7 Model 4Q0625PS.

Model 185 (liquid nitrogen meter) — used to monttwe liquid nitrogen level inside the
AMI cryostat, represented in Figure A.8.

Figure A.8 Model 185 Liquid Nitrogen Level Monitor

Model 135 (liquid helium meter) — used to monitbe tiquid helium level inside the
AMI cryostat, represented in Figure A.9.
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Figure A.9 Model 135 Liquid Helium Level Monitor
A.2 Wiring

The understanding of the relation between the enaiod outside of the setup is
entirely dependent on the wiring of the whole miadorimetry instrument, as this runs
from the very tip of the movable insert up to theasurement and control modules.

There are several wiring “clusters” in the setugt $hould be understood:

1) The movable insert head;

2) The insert body;

3) The 16 pin plugs on the top of the insert;

4) The 16 pin cable plugs on the outside of theset

5) The wires that finally immerge from the cablesdafeed into our measuring
equipment on the outside of the setup

A.2.1 Insert head

This should be regarded as the “heart” of the whalgocalorimetry instrument.
It is here that all measurements and data acqunditappens.

For further clarification, the insert head can heidéd into the following
subsections:

1) The sample space containing the microcalorimetnp socket platform, the
calorimetry chips and a temperature dependent naylass resistor;
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2) The insert head extension, which is merely afodly measured elongated piece of
metal meant to center the sample space in the madmd produced by the 9 Tesla

superconducting magnet;

3) The insert head plug, where all the wiring frtime sockets/chips and the resistor
connect to.

These divisions are demonstrated in Figure A.10.

Insert Temperature
Top +7 Dependent
Resistor
>
.;,.a;,‘:'i.v
;;‘ ' Calorimetery
il
”ﬂ” |
Insert ,
Body ¥ ¥ Chip
Platform
Insert |
Head F

Figure A.10 a) Insert subdivisions; b) insert headubdivision; c) sample space layout.
The platform on which the two removable Xensor mwalorimetry chips are

meant to fit into is wired according to Figure A.idith the respective legend given in
Table A.1.
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12 1 11 3
RH2- RH1- RH2- RH1-
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TP-
13
TP+
10 4 9 1
RH2+ RH1+ RH2+ RH1+
Left Right

platform wiring. The definition of “Right” and Left” presented in this scheme

will, from this point on, be used to distinguish bth the chip sockets and the chips installed in the
setup. Note that this wiring was planed in accordaze with the layout of Xensor
microcalorimetry chips mounted on TO-5 frames.

Table A.1 Legend for Figure A.11

Chip terminals legend

TP+ /TP- Positive/negative poles of the chip thepite (source of calorimetric
data)

RH1+/RH1- | Positive/negative poles of the chiptbeaurrent

RH2+ / RH2- | Positive/negative poles of the chiptbesaoltage

Sample space wire legend

Wires 3 and 4| Wires connecting the chip socketsh® Keithley 2400 (Source
Meter) on the outside of the setup, the sourcehef 4quare wave

which is fed into the chip heaters and consequehdgts up the
samples in the chips, enabling for the performaonterelaxation

D

measurements.
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Table A.1 (cont.)

Legend for Figure A.11

Wire 1

Middle point between the right RH1+ and ki RH1-. It does noting in
the current setup and it is not connected to amypegent on the outside
of the cryostat, it is used merely for diagnosigppses.

Wires 10, 12| Wires connecting RH2- and RH2+ of the left and righips respectively

9and 11 to the Keithley 2000 (Multimeter) on the outsidetloé setup, making up
channels 1 and 2 in this equipment respectively.

Wires 15, 14 Wires connecting the calorimetry chip’s thermopiieshe Keithley 2000

and 13 (Multimeter) on the outside of the setup, makingalgannels 3 and #4

respectively. Theses are the channels carryingirtfegmation of the
thermal response of the samples mounted on thechigs to the hea
pulses provided by the chip heaters, making them dburces o
measured information.

B -+

Parallel to the previously described wires is #ragerature control equipment.
This is divided into a small resistor inside thenpée space (see Figure A.10c)

and the sample space heater(s). The resistor anthaater(s) are connected to the

Lakeshore 331Temperature Controller on the outsidiee setup.
The wiring details of this part of the setup argpthyed in Figure A.12, with the
respective legend given in Table A.2.

rmrmr e ——————— 1
! Lakeshore 331 !
! Temperature controller :
1
i L
i —II— T
(R S Y A I !
W|(G B |Y
6 5 |17 |8 hl |B
&—
Sample space
Tempersature heater(s)

dependent resistor

Figure A.12 Wiring for the resistor and sample spae heater(s).
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Table A.2 Legend for Figure A.12

W, G, Band Y| Color code for the 5, 6, 7 and 8 wjimeanindsreen,White, Black,

andYellow
Wires 5, 6, 7 Wires connecting the temperature dependent rescsthie Lakeshore
and 8 331 Temperature Controller on the outside of thepsesnabling for a

four point temperature measurement.

hl and B wire§ Wires connecting the sample spaegeh(s) to the Lakeshore 331
Temperature Controller on the outside of the setup.
It should be relevant to note that the sample spaeger(s) wiring is
not directly related to the movable insert headit & a parallel and
semi-independent system whose wires are merelylédrtdgethel
with the ones from the insert head on the insediybo
Also, one should not to confuse the chip heateith Wie sample
space heater(s), as these control the temperdtiine sample space
while the chip heaters merely provide a heat pulee the
sample/reference which enables for the performaofceelaxation
measurements.

v

All the wires described above, except those refgrio the samples space
heater(s) (h1 and B), connect the chip socketgesigtor to the 16 pin insert head plug.
The wire numeration used in the above Figures aableE relates to this point as
displayed in Figure A.13.

2 4 6 8 1012 1416

1 3 57 9111315

Figure A.13 Wire layout on the insert head plug. Nball pins in this plug are used in the current
setup.
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A.2.2 Insert body and top

Rising from the insert head, the sample space varesbundled together with
the sample space heater wires and travel alongdtig of the insert to two cable plugs,
D1 and D2, on the insert top.

Each of these plugs has 16 pins, meaning that iteswoming from the insert
head and heaters are distributed among both of ,thenimg that some wires are
actually repeated on both plugs. The layout ofdhm@ags is displayed in Figure A.5.

Figure A.14 Wire layout on the plugs at the top othe insert.

A.2.3 Insert cables

Connecting the D1 and D2 plugs to the several nreasent modules on the
outside of the setup are two cables, equality desegl as D1 and D2 according to the
their corresponding plug. The wire layout in thes®,is logical, is a mirror image of
Figure A.14, and is displayed in Figure A.15.

Figure A.15 Wire layout on the D1 and D2 cables. @én the number of repeated wire connection
in the D1 and D2 insert plugs, the red circles ine D2 cable indicate the pins which are being
used in this cable.
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The D1 and D2 cables finally connect the insergpjuand the wires emerging
from the sample space, to the external measuremeahtles.

Observing these: into the Lakeshore 331 TemperaDametroller one should
have two separate wires (wires B and h1l) and aviawr cable (consisting of wires 5,
6, 7 and 8); into the Keithley 2400 one should hawe wires (wires 3 and 4); into the
Keithley 2002 two wires (these are duplicates akewifeeding into the Keithley 2000,
and are mainly used for diagnosis purposes) ancealbining wires should feed into
the Keithley 2000, making up channels 1 through 4.

A.3 Software overview

There are several programs and routines that frale tised between the steps
of data acquisition and achieving a final preseletadsult. These are listed below:

1) The microcalorimetry instrument interface softev@_abview program)

2) The data visualization and extraction softwae{iew program)

3) The calorimetric data calculation software (Mhttoutine)

4) Data plotting and handling software (Origin ayather versatile data plotter)

A.3.1 Interface software
This program should be installed in a computer amtich the three Keithley
modules and the Lakeshore 331 Temperature Contaykeconnected via a GPIB bus.

It is designated as “Calorimetry.vi”, and upon apgnt one should be confronted with
a panel such as Figure A.16
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Figure A.16 Front panel of the interface software.

This interface is built up of 5 blocks, one for ead the external measurement
modules (the four AMI modules are technically cohtmodules, not measurement
modules), clearly indentified on their headingsj an extra one for data saving issues.
All relevant information given by the front panets the modules during a
measurement is also given by these blocks.

The Keithley 2000 block is displayed in detail ingére A.17, with the
respective legend given in Table A.3.

Figure A.17 Keithley 2000 interface software block.
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Table A.3 Legend for Figure A.17

1

On\Off button

2

Indication of the channel currently being meadutey the setup. During @
measurement these two displays will oscillate betw8 and 4, with a slight lag
between them, as one indicates the channel switdghithe software and the other

the channel switching in the hardware.

From left to right: time, channel and voltagepasse from that same channel. Thi

except time, should be equally displayed on thetfpanel of the Keithley 2000.

Measurement frequency, how often this equipmezdsures. This box is present

every equipment block, but it is of an essentiagbomance on this block as the
calculation of the relaxation measurements perfdrrexjuires a large number [of

data point.

“Wellness” indicators, lighting either in greegellow or red. Under normal

S,

n

circumstances these should light green, otherwisg indicate an error. These are

present in every equipment block.

“Pause” indicator. Should any number be introducethis box the software wi

pause the whole system for that amount of time whenit changes channel. This

was built so as to prevent the measuring of abefiiest measurements caused
channel switching. Given that the calculations adlofv resort merely to th
temperate relaxation curve, this number is not ingo.

11%

by

The Keithley 2002 block is displayed in detail ing#re A.18, with the
respective legend given in Table A.4. This moduwesh’t play a significant role in the
current measurement procedure.

128



Figure A.18 Keithley 2002 interface software block.

Table A.4 Legend for Figure A.18

1 | On\Off button.

2 | Difference between the thermopile voltages oftthe Xensor microcalorimetry
chips. This is equally displayed on the front pasfehe Keithley 2002.

3 | Time indicator. This value is measured by anrexste’clock”, and as such is the
same for all measurement modules. It is through Yalue that the data sets
measured by each module are fitted together.

4 | Measurement frequency, how often this equipmesdsures. This box is present
in every equipment block.

5 | “Wellness” indicators, lighting either in greepellow or red. Under normal
circumstances these would light green, otherwisg thdicate an error. These are
present in every equipment block.

The Lakeshore 331 Temperature Controller blockispldyed in Figure A.19,
with the respective legend given in Table A.5. Tihisck is crucial on all temperature
dependent measurements and it is the one wherenagemore directly operate and
control the setup during a measurement, as abhtters modules are fairly automated.
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Figure A.19 Lakeshore Temperature 331 Controller iterface software block

Table A.5 Legend for Figure A.19

1

On\Off bottom.

2

Read setpoint switch. This switch determinedh & measurement is readi

and recording the setpoint temperature and theteesie of the carbon glass

temperature dependent resistor from the Lakeshd@& 3Bemperature
Controller module.

197

Sample space temperature in Kelvin. This shoalédually displayed on the

front panel of the Lakeshore 331 Temperature Céatro

Setpoint temperature reading, the temperature Utakeshore 331
Temperature Controller is aiming at during heatogling or a during a
temperature ramp. This should be equally displayethe front panel of the

Lakeshore 331 Temperature Controller.

Resistance value of the carbon glass temperdé&endent resistor inside t
sample space. This value indicates the temperatusbich the sample spa
is at via the calibration curve presented in Figu@ This should be equal
displayed on the front panel of the Lakeshore 38mhpgerature Controller.

Heater output in percentage. This should be ggdaplayed on the fron
panel of the Lakeshore 331 Temperature Controller.

—+

Remote setpoint temperature setter. This allowesty remotely enter a new
setpoint temperature value into the Lakeshore 38tperature Controller

during a measurement.
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Table A.5 (cont.) Legend for Figure A.19
8 | Remote Heater range setter. This allows for ateroontrol the heater setting |of
the Lakeshore 331 Temperature Controller (0 — Off Low; 2 — Medium; 3 -
High) during a measurement.

9 | Measurement frequency. This it is present ineeguipment block;
10 | “Wellness” indicators, lighting either in greeyellow or red. Under norma
circumstances these would light green, otherwisy thdicate an error. These
are present in every equipment block.

11 | Saving light. This is an indicator of when yae eecording your data.

The Keithley 2400 block is displayed in Figure A.20th the respective legend
given in Table A.6.

Figure A.20 Keithley 2400 interface software block
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Table A.6 Legend for Figure A.20.

1 | On\Off button of the square wave generator;

2 | On\Off button of the reading functionality of teeurce meter (can only be turned
on when either buttons 1 or 3 are turned on);

3 | On\Off button of the sweep function.

In the current setup there is no foreseeable usthifofeature.

4 | Xensor microcalorimetry chip resistance and \gdteegistered in response to the
wave generated by this module.

5 | Intensity registered in response to the squareevggenerated. This should pe
equally displayed on the front panel of the Keiyh2€00;

6 | Source level indicator. See next point;

7 | Source level and source range setters. These teefbe characteristics of the
square wave being generated by the Keithley 240@rdiotly an 1 V squarg
wave). Should these values need to be changedahisnly be done with some
knowledge of Labview.

8 | Measurement frequency. This it is present ineeguipment block;

9 | “Wellness” indicators, lighting either in greeyellow or red. Under normal
circumstances these would light green, otherwigsy thdicate an error. These
are present in every equipment block.

The saving block is displayed in Figure A.21, witle respective legend given

in Table A.7
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Figure A.21 Saving interface software block

Table A.7 Legend for Figure A.21.

1 | Global save periodicity. This box is directlyatdd to an unexplained inbuljlt
error of LabView. This translates itself as thetfdwat a measurement file
needs to be closed and opened occasionally, deees imay be a release |of
computer memory. If this does not happen, given ltdmg nature of the
measurements performed in this setup, the compullerun out of memory,
crash and lose the measurement.

AY”4

2 | Global saving light. This light should flash adotiog to the global save
periodicity.

3 | Error light.

4 | Global stop button. This shuts down the wholeriaice software.

A.3.2 Data visualization and extraction software

This program does not need to be installed in émescomputer onto which the
three Keithley modules and the Lakeshore 331 Teatpexr Controller are connected
via a GPIB bus. It is designhated as “Calorimetdrgi”, and upon opening it one
should be confronted with a panel such as Figug2 Awith the respective legend
given in Table A.8
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Figure A.22 Front panel of the data visualization sftware.

Table A.8 Legend for Figure A.22.

1 | Input file box. This refers to the original “tdirfde produced by the
Calorimetry.vi, the data acquisition software.

2 | Output file box. This refers to the path, name fle type you produce with
this software.

3 | Data visualization panel. This displays the tatadsets you define as X an
Y in points 5 and 6.

4 | Visualization tools.

5 | Double listing of all the data contained in thems” file produced by the
Calorimetry.vi.

6 | Data selected from the double listing in poirts5X and Y.

7 | Lists all the data contained in the “tdms” fil@uced by the Calorimetry.vi
selected in point 1 on point 5.

8 | Plots the data selected as the X and Y-axis it gainto the visualization
panel.

9 | Saves the data displayed in the visualizatiorepana two column file as
specified by the path, name and file type in p&int

10 | Global stop button. This shuts down the whola @atraction software.

11 | X-axis format. This switches between the detinitTime” and “Decimal”
allowing for the selection of the appropriate daianat on the visualization
panel.
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This is an extensively versatile and powerful pietsoftware, which allows for
the visualization and extraction of any two setdata measured by any of the modules
connected to the control PC during a measuremensukh, its adequate use enables
not only the extraction of the data necessary ler dalculation of specific heat, but
also the detailed monitoring of all the events whimight have happened with the
different modules during a measurement.

A.3.3 Calculation software

These consist of two Matlab routines, which do me¢d to be run in the same
computer onto which the three Keithley modules thalLakeshore 331 Temperature
Controller are connected via a GPIB bus, but marebne where Matlab is installed.

The first of these routines, entitled “grabtau.nses two data sets that are
extracted from your measurement “tdms” file, theithley 2000 voltage reading vs
time and the Keithley 2400 voltage reading vs tiana] it calculates the specific heat
ratio between the sample and reference in ordemef.

The second routine, entitled “capacity_temperatmacher.m”, resorts to an
additional data set, the Lakeshore 331 TemperatDontroller sample space
temperature reading vs time, and it matches theifspdeat ratio calculated by the
“grabtau.m” routine with temperature. Both thesatirees were written by Peter van
Dommelen as part of his Bachelor end project, &y are shown below (with the
exception of the plotting code lines).

grabtau.m:

clear all ;
00 ### Parameters ###

filename = '‘channel.csV' : %first column time, second
column thermopile voltage measurements

pif_filename = 'switch.csv' ; %first column time, second
column chip heater output in volts

CSV_seperator = ', %the seperator in the .csv files
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nSkip = 8; %number of data points to skip to get rid of
the high slope

nLength = 100; %number of data points the fit length is

nMinimal = 100; %number of data points one curve should be
atleast
fitorder = 1; %2 works, but 1 is better for theoretical

and practical reasons
use_pif_as_switching_time = 1; %0 or 1
delta_bar = 0.00001; %some small value

nGraphPre = 20; %on the worst fit graph, how many data
points to show before the fit

nGraphPost = 100; %on the worst fit graph, how many data
points to show after the fit

tCycleTime = 90; %for use in the graphs: amount of time
one cycle takes

show_analysis = 1, %0 or 1
show_cycle = 1; %0 or 1
remove_old_figures = 1; %0 or 1

seebeck = 0.002060; %VI/K for both. ROUGH estimation
approx_power = 0.00018; %W per chip for both. Estimated

% ### Define data variables ###

data = dimread(filename, csv_seperator);

data_time = data(:,1);

data_value = data(:,2);

data_length = length(data_time);

data_abs = abs(data_value); %absolute value
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data_delta = [0 ; (data_abs(2:data_length) -
data_abs(1:data_length-1))]; %change
data_log = log(data_abs); %logarithm

pif = dimread(pif_filename, csv_seperator);
pifstart = find(pif(2:1:end, 2) < pif(1:1:end-1, 2)
%find indices where heater voltage goes down
pifstop = find(pif(2:1:end, 2) > pif(1:1:end-1, 2))
indices where heater voltage goes up

pifstop = pifstop(find(pifstop(:) > pifstart(1)));
first if stop comes before start

pifstarttime = pif(pifstart(:), 1);

pifstoptime = pif(pifstop(:), 1);

% ### Find step down curves ###

startdownwards = [find(data_delta < -delta_bar) ;
data_length J;

downwards = [];

for index=1:min(size(pifstarttime), size(pifstoptime)+
start = find(data_time > pifstarttime(index), 1,

first' );
stop = start + 5000;

if (length(start) == 1 && length(stop) == 1 &&

stop > start)

downwards = [ downwards ; start stop |;
%indices at which the downward curve starts and sto

end
end

% ### Find fit parameters from curves ###
resultdown = [];

linlogmax = [];
error = [];

: %find

%skip

1)

ps
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high = [J;
for index=1:size(downwards)
timedown = data_time(downwards(index,
1)+nSkip:downwards(index, 1) + nLength);
logdown = data_log(downwards(index,
1)+nSkip:downwards(index, 1) + nLength);
P = polyfit(timedown, logdown, fitorder);

resultdown = [resultdown ; P]; %fit parameters
if (use_pif_as_switching_time == 1)
linlogmax = [linlogmax ; polyval(P,
pifstarttime(index)) |;
else
linlogmax = [linlogmax ; polyval(P,
data_time(downwards(index, 1))) |;
end
high = [high ; mean(data_abs(downwards(index, 1)
5:downwards(index, 1))) ];

error = [error ; mean((polyval(P, timedown) -
logdown)."2)]; %error used in showing worst fit
end

% ### Calculate initial voltage and decay time ###
linmax = exp(linlogmax); %inverse of the logarithm

corrA = linmax(1:2:end);
corrB = linmax(2:2:end);
if (fitorder ==1)

slopeA = resultdown(1:2:end, 1);

slopeB = resultdown(2:2:end, 1);
else

slopeA = 2*resultdown(1:2:end, 1) .*
data_time(downwards(1:2:end, 1) - nSkip) +
resultdown(1:2:end, 2);
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slopeB = 2*resultdown(2:2:end, 1) .*
data_time(downwards(2:2:end, 1) - nSkip) +
resultdown(2:2:end, 2);
end

decayA = -1./slopeA,;
decayB = -1./slopeB,;

highA = high(1:2:end);
highB = high(2:2:end);

temp_corr_A = corrA / seebeck;
temp_corr_B = corrB / seebeck;

% ### Calculate average results ###

heat_resistance_correction_A = corrA ./ highA,;
heat_resistance_correction_B = corrB ./ highB;

heat_resistance_A =temp_corr_A ./ approx_power;
heat_resistance_B = temp_corr_B ./ approx_power;

valA = decayA ./ heat_resistance_A;
valB = decayB ./ heat_resistance_B;

moving_valB = 0.5%*(valB(1:end-1)+valB(2:end));
ratio = valA(2:end-1) ./ moving_valB;

average = mean(ratio);

std_deviation = std(ratio);

relative_std_deviation = std_deviation / average,;

heat_capacity_A_and_B = [mean(valA) mean(valB)]
results

heat_capacity A _and_B_stat dev = [std(valA) std(val
%print deviations

%print

B)]
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ratio_std_relstd = [average std_deviation
relative_std_deviation] %print ratio

capacity_temperature_matcher.m :

% ### Parameters ###
amount_to_average = 10;

filename = 'temperature.csv' : %first column time, second
column thermopile voltage measurements
CSV_seperator = 5", %the seperator in the .csv files

% ### Define data variables ###

data = dimread(filename, csv_seperator);
t time = data(:,1);

t value = data(:,2);

t index = zeros(size(ratio_time));
for index=1:length(ratio_time)

time = ratio_time(index);

t_index(index) = find(t_time > time, 1, first' );
end

ratio_temperature = zeros(size(t_index));
for index=1:length(t_index)

i =t_index(index);

ratio_temperature(index) = mean(t_value(i-
amount_to_average/2:i+amount_to_average/2));
end

A.3.4 Data display

The software used for this step in particular ist rapecific to the
microcalorimetry instrument and data, and as su@imet be discussed in detail at this
point. A regular software like Origin is more thamough to handle this step.
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A.4 Measurement preparation protocol

What follows are step by step instruction for tlaadiling and mounting of both
measurement and references samples on Xensor walmnocetry chips and their
subsequent fitting with the insert and 9 Tesla Grgb

At this point there will be no concern with actyatheasurement, merely sample
and chip handling.

0. Should you already have two microcalorimetry chipsunted with a reference and
measurement sample, skip to point 7.

1. Select two microcalorimetry chips from the reserVhis should be done with a
considerable degree of attention as a simple nakedexamination of a chip may be
enough to detect a broken calorimetric membrandisomonnected wires, see Figure
A.23.

Microcaloria
Chip Wit

P

Figure A.23 Close up of a XEN-39328 microcalorymeyr chip, evidencing the SiN membrane and
chip wires.
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2. Take the two selected chips to a microscope anfirootheir physical integrity.

3. Fit both chip on the chip platform on the inseztl and mount it on the insert. At
this point there is no need to mount any shieldseaters.

4. On the Keithley 2000 press the bottom reading “D@waking sure the “REM”
definition is off), and using the arrows check tfaues from channel 1 trough 4, they
all should read 0 V, with the occurrence of somaaninoise. While doing this also
check the Keithley 2002, the numbers it displays aot important, but, should
everything be as it should, on no channels shooldeyer read an Overflow.

Press the Q2" button and once again check channel 1 trougiou should
read about 1.2 K on channels 1 and 2, and about 30 &n channels 3 and 4. These
are the resistance values of the XEN-39328 chipene@and thermopiles respectively
(should the chip model used not be this one pledmeck these values with the
manufacturer). On the Keithley 2002 this shoulddreas a string of unimportant
numbers in channels 1 and 2 and as an Overflovhanrels 3 and 4.

Figure A.24 illustrates the position of the aboventioned buttons on the
Keithley 2000.

Figure A.24 Location of all the buttons mentioned bove in the Keithey 2000 front pannel

Check the Lakeshore 331 Temperature Controller, whould read a
temperature value of about 300 K and a resistaake\of around 12.8.
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5. Should any of these values fail you have an error.

If this is a consistent error on either channehd & or channel 2 and 4 then it is
most likely chip related, the left chip for 1 an@i®d the right chip for 2 and 4. If this is
the case confirm that you have positioned the atgpsectly (the small elongated patch
on the chip should match with the one on the sQcKedll seems right re-examine the
integrity of the chip SIN membrane and try to switbe chip positions and see if the
error “follows” one of the chips. If this happens back to point 1, and repeat this
procedure with one chip.

If the problem is not localized, there is the pb#isy that both chips are
malfunctioning, but you are most likely facing awg problem.

If the problem is with the values in the temperataontroller you most likely
have a wiring problem, as the thermometer itsgliss a simple resistor.

These issues will not be dealt with in the curmn@ainual, as they boil down to
adequately using a hand held multimeter and wildesmg.

6. If all seems well dismount the insert head andfodlyeremove both chips.

Take the chips to a balance and take the followtegs with one at a time:

1) Weight the chip, take note of its mass and tta@ebalance to 0;

2) With a tip of a thin tweezer take an excitinggnall amount of grease
(Apiezon N if you're planning on doing a low tematire measurements and Apiezon
H for high temperature measurements) and slightlych the SiN calorimetry
membrane so as a small droplet is left on its serfa

Should you notice that during this process somaggédas extended beyond the
membrane and into the chip frame, then this chgpbbecome inadequate, go back to
point 1, and follow this procedure with one chip;

Should you see that during this process the merstinas broken as a result of
over pressure from the tweezer, then this chipbeaesme inadequate, go back to point
1, and follow this procedure with one chip;

3) Weight the chip with the grease, take note ©mtass and tare the balance to
0. An ideal grease amount should be so small abalance will not be able to register
it;

4) With a thin tweezer transport a small partidiessample/reference to the chip
membrane and weight the chip.

5) Do this as many times as required until you hheedesired mass on the chip
(betewn 0.2 to 0.8 mg). Take note of this mass.
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Should you see that during this process some ghleasextended beyond the
membrane and into the chip frame, then this chgplbecome inadequate, go back to
point 1, and follow this procedure with one chip;

Should you see that during this process the mersbnas broken as a result of
over pressure from the tweezer, then this chipbeasme inadequate, go back to point
1, and follow this procedure with one chip;

7. After both chips are ready take them to a micrpscim determine with certainty if
any grease has extended beyond the membrane anthénthip frame or if the SIiN
has broken as a result of over pressure from teezer.

If you see that this has happened go back to dgiand follow this procedure
with one chip;

8. Once again place the two chips in the chip platfan the insert head and make a
simple mount on the insert body. Repeat point 4&and

9. Dismount the insert head. Take the two heaters cdmettk their resistance, you
should read around 9@ on the smaller inner heater and €on the larger outer
heater.

10. Mount the insert head on the insert body and itepeiat 4 and 5. Attach bolts to
the long insert head screws to secure it and conmee end of the heater current
divider to the inner heater.

Screw the outer heater onto the insert head, corthecsecond end of the
current divider to it and connect it to the heateing coming from the insert body.

The current divider should not be dismissed, &a# been determined that one
single heater cannot withstand the “High” settirigh®e Lakeshore 331 Temperature
Controller and, should you want to make a measuné@gove 80 K you cannot avoid
using the “High” setting.

11.Repeat point 4 and 5.

In the Lakeshore 331 Temperature Controller prées “Setpoint” button
(making sure the “Remote” definition is off) andént a setpoint which is higher then
the sample space temperature reading. Press ttaeéiHeange” button and select one
of the power ranges of the heater using the arrattobs (restrain from using the
“High” setting), press Enter. At this point you sitab read a percentage value under the
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resistance value of the carbon glass temperatupendent resistor; this is the
percentage of the maximum output of the heateingeybou have selected and that the
Lakeshore 331 Temperature Controller is supplyothe heaters in order to raise the
temperature of the setup to your selected setplbipbu see this it means your heaters
are working accordingly and you can press the “eleatf” button. If instead you read
“Open” you have an error.

Make sure the heater wires are correctly connectélde back of the Lakeshore
331 Temperature Controller. If all seems well dismicthe two heaters and re-measure
their resistance, if their values are good thenlyaxve a wiring problem somewhere on
the outside of the insert head.

Figure A.25 illustrates the position of the aboventioned buttons on the
Lakeshore 331 Temperature Controller.

4 N\

LakeShore 331 Temperature Controller

Jananeoranon
Janaubotguot

Setu Setin: EH.:I:I Fomnat Alam
|1||2||3||4||5—|

ny
PID/ Cu

Control A Tune Remole

noooooeg |+ 2. 2

o]

Satpoint r;u Analog

s Y[z ][e][e][o][+]
o /

Figure A.25 Location of all the buttons mentioned bove in the Lakeshore 331 Temperature
Controller front pannel.

12. Take the large outer shield that covers the insead and thoroughly clean its top

part.
Using Apeazon N or H (depending on the nature off ypeasurement) coat the

outer indented ring on the top of this shield. @ytiece of Indium wire of 18.5 cm and
carefully fit it to the outer ring. This is meat function as an O-ring for the vacuum
created in the sample space during a measurement.

13. Carefully attach the outer shield to the insedybtrying your best to make sure the

indium gets pressed homogeneously all around tleddsby slowly tightening its
Screws in opposing pairs.
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14.Repeat point 4, 5 and 11.
15.Is there either liquid Nitrogen or Helium insidetcryostat?

No — Gently lower the insert into the cryostat, takgpecial attention to tilt it as
little as possible. As soon as it is lowered, aatbte you screw it shut, repeat point 4,
5 and 11.

Screw it shut and attach the vacuum pump to thertnep. Start pumping and
gently open the vacuum valve so as not to creapgeasure chock which might
dislodge your chips or damage the setup. Afterlyaxe created some vacuum ¢idr
10*) repeat point 4, 5 and 11.

Make a test measurement of a few minutes to make swerything is
responding as it should (see section A.5).

Fill the liquid nitrogen tank and repeat point 4arkd 11.

Fill the liquid helium tank and repeat point 4,ridal 1.

Yes — Gently attach the vacuum pump to the insertaepiding tilting it too
much. Start pumping and gently open the vacuumevatvas not to create a pressure
chock that might dislodge your chips or damagesttap. After you have created some
vacuum (1C or 10% repeat point 4, 5 and 11.

Make a test measurement of a few minutes to make swerything is
responding as it should (see section A.5).

Open the cryostat and gently lower the insert ihtecrew it shut and repeat
point 4, 5 and 11.

A.5 Measurement protocol

What follows are step by step instructions for therformance of both
temperature and magnetic field dependent specigat hmeasurement in the
microcalorimetry instrument currently described.tiis point there will be no concern
with data handling or calculation, merely data asitjon.

Should you have performed all of the instructiongg in section A.4 correctly
then all should boil down to adequately operathrgCalorimetry.vi interface software.

A.5.1 Software handling
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Open the Calorimetry.vi. Before turning any of thlecks on go through the
following steps:

1. Check the save time in the saving block. This &hoead 10 seconds.

2. Check the saving time on the Keithley 2400 blaitie (Delay box), this should at
least read 1000 ms, or, 1 second.

3. Check the saving rate in the Keithley 2000 bldble Delay box), this should at least
read 50 ms. This value is extremely relevant.

4. Check the “Read Setpoint” switch on the LakesHiBé& Temperature Controller
block, this should be turned up.

5. Check the current work folder for any previous swrament files, these will be
named “meas.tdms” and “meas.tdms_index”. Sinceddéta recording is done on a
substitution basis it is essential that these beowed. Ignoring this will result in files

with mixed data from various different measurements

Should all of the above have been observed, andngiie semi-automated
nature of most of the measurement blocks, you shoellready to start a measurement.

Turn the Labview program on and in a rapid sequertcen all the
measurements blocks on. The order and speed irhwioic do this is not necessarily
fundamental, as during the subsequent data anadjisihe data from the various
blocks will be align among itself in order of TinmEhis Time, it is important to note, is
set by an autonomous “clock”, and as such it villagys be the same and coherent for
all blocks.

None the less, the order given in Figure A.26 hesnbdetermined as the one
which is less likely to give you problems relateduhfinished modules processes in the
long run.
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Figure A.26 Suggested sequence for turning the diffent measurement blocks on.

Once you have done this the interface software l[dhdigplay an arrangement
similar to Figure A.27.

Figure A.27 A functioning and measuring software iterface

Carefully check each block and their correspondmegdules for malfunctions
with the following steps:
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1. All “wellness” lights should be green;

2. The overall save light should flash every 10 sésq{if this is the defined time);

3. The save light in the Lakeshore 331 TemperaturetrGller block should be
flashing at a high rate;

4. There should be values in the four boxes of th&ekhore 331 Temperature
Controller block, and these should correspond ¢oviliues being presented in the 331
front panel, as exemplified by Figure A.28.

reagy prasd ot
TE M.

JJde LS
Ll L] n hdll

94 High

Figure A.28 Comparison between the Lakeshore 331 Trgerature Controller block and front
panel during a working measurement.

5. The Keithley 2000 should be switching between o3 and 4 in a rate of about
30 seconds, and you should be seeing a very cté@ge response to the wave being
generated by the Keithley 2400 (see below) on hbia¢hKeithley 2000 block and the

Keithley 2000 front panel, as exemplified by Figd.29.
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Figure A.29 a) Comparison between the Keithley 2008oftware block and front panel, while on
channel 4 and under the influence of a wave from thKeithley 2400; b) Comparison between the
Keithley 2000 software block and front panel, whileon channel 3 and not under the influence of
a wave from the Keithley 2400.

6. The Keithley 2400 front panel should be switchb&jween 0 mA and a concrete
value (this will depend on your chip resistancs)egemplified by Figure A.30.
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Figure A.30 a) Comparison between the Keithley 240€oftware block and front panel, while not
producing a square wave; b) Comparison between thKeithley 2400 software block and front
panel, while producing a square wave.

7. There should be new “meas.tdms” and “meas.tdmsxinfiiles in the work folder;

Should all of these be observed the measurememrisng on all accounts.
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A.5.2 Temperature sweeps

The above instructions hold true for measuringhim dbstract sense, but a great
deal more needs to be added to them in order téorpera useful calorimetric
measurement

In order to perform a temperature sweep you willehtd work in part with the
interface software and with the actual physicaldsiiore 331 Temperature Controller,
as the interface does not possess all the necdssds\to do this remotely.

To set a temperature ramp follow the below instounst

1. Be sure that the Remote light of the Lakeshore B&tiperature Controler is turned
off, if not, turn it off by pressing the “Remote\tal” button.

2. Be sure that the “Ramp” light is turned off. Ifig not press the “Control Setup”
button followed by “Enter” until you read “SetpoiRamp On”. Press one of the arrow
buttons so this reads “Setpoint Ramp Off” and pfEsger”.

The two points above are preliminaries in ordesitoplify the next steps.

3. Press the “Setpoint” button and using the numlaer ipsert the initial temperature
for your ramp (this should be the temperature #re@e space is in).

4. Repeat the steps in point 2 so as to turn thepthet Ramp Off” into “Setpoint

Ramp On”. When you do this you will read “Ramp Rat@ the Lakeshore 331
Temperature Controller display. Using the numerigadl enter your ramp rate and
press “Enter”. The ramp light should now turn baok

5. Go to the interface software and be sure that3legooint Set” in the Lakeshore 331
Temperature Controller block is the same as yoluiainramp setpoint, which you
should be reading in the front Lakeshore 331 Teatpez Controller panel.

6. Start the measurement as described in sectiod.A.5.

This will cause the Remote function of the Lakesh@31 Temperature
Controller to turn on, blocking you from being alite do anything on the physical
module.
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7. Change the “Setpoint Set” on the Lakeshore 331pkgaiure Controller software
block to the final temperature you wish for yoummand press the arrow up in the
“Heater Range” software box, turning the samplecegdaeater(s) on. You should now
observe that you are not only performing a measen¢rbut also that the setpoint in
the 331 is changing according to the ramp you eéefi(the blue ramp light on the
Lakeshore 331 Temperature Controller should bernmtient at this point), while a
certain heater power is being charged to the saspgdee heater(s) so as to maintain
this same rate in your sample space.

Figure A.31 illustrates the position of the aboventioned buttons on the
Lakeshore 331 Temperature Controller and its cpaeding software block.

a .
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Figure A.31 a) Location of all buttons mentioned irthe above instruction for the performance of
a temperature ramp in the Lakeshore 331 TemperatureController front panel; b) Location of
the Setpoint set and Heater range boxes needed terform a remote temperature ramp.
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It should be noted that a single heater range nvaitl be sufficient to reach the
whole range of temperatures which are achievablthéysetup and, depending on the
nature of the measurement being performed, theghatrbe the necessity to change this
range in mid measurement.

There are two ways of handling this problem: thennad solution and the Zone
Setting solution.

- The manual solution is straight forward: arraggar measurements in such a way as
it will be possible to do the heater range changaunlly.

Remembering that 100% of any heater range is 10%eohext one, simply do
this change when you know that the heater settwgare defining is able to pick up
from were the previous one left off. For exampldiew you reach 10% of the Low
setting, you should be able to switch to the Mediwmich will then translate itself as
1% of this setting, being the same also valid fe&r transition between Medium and
High.

Since you are doing a measurement, this changesniede done in the
software interface.

- The zone setting solution is a much more convemiay of solving this issue, even if
it requires some additional work. As this featufetlee Lakeshore 331 Temperature
Controller is not specific to the current microaaietry instrument you should refer to
this module’s User’'s Manual for more details.

A.5.3 Magnetic fields

Currently the magnetic field control modules aré¢ imoany way related to all
the rest of the control and measurement modulessaftdiare discussed so far. This
means that there is no possible remote controlheg equipment and that the
calorimetry measuring and field control systemsusthde regarded as completely
separate and independent. As such, the applicafianmagnetic field on the sample
space, while this is inside the cryostat, needsetdone manually and externally, after
which one may proceed to with a measurement asidedabove.

Given that the application of a magnetic field hg Model 430 Power Supply
Programmer is not specific to the current microgaletry instrument you should refer
to this module’s User’'s Manual for more details.
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Currently this instrument is not fitted for the m&gation of magnetic field
sweeps.

A.5.4 Stopping a measurement

Depending on you measurement there may be variegieds of complexity to
this step in particular.

Approaching the interface software press all thev*®uttons in exactly the
opposite order as indicated in Figure A.26, wita #xception of the Labview on\off
button which should be substituted by the large B0tton on the interface software
saving block, as indicated in Figure A.32.

Figure A.32 Location of the STOP button on the Sawig block of the interface software

The above process may take a few minutes to coa¢epending on the length
of the measurement). Besides this you should also d@ff the heater output of the
Lakeshore 331 Temperature Controller, as shuttmgndthe interface software will
not do this automatically. Press “Remote/Localldaled by the “Heater Off” button
on the Lakeshore 331 Temperature Controller tohi® (depending on what method
you used to perform your temperature ramp you miayay not need to do this step,
particularly if you used Zone settings).
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Finally remove the applied magnetic field followitige instructions given in the
Model 430 Power Supply Programmer User’s Manual.

A.6 Data management
What follows are step by step instruction for thendiling of the data file

produced during a specific heat measurement in dhgent microcalorimetry
instrument.

0. To prevent data loss or confusion, it is advisablenove the produced “meas.tdms”
and “meas.tdms_index” files to a new folder speaify meant for working on this
measurement;

1. Open the “Calorimeter Read.vi”;

2. Turn this program on using the LabView “On” buttand, opening the “Input file
Path”, selecting the “meas.tdms” file relative he measurement you wish to work on.

3. Press the “List” button on the bottom of the saitevpanel. This should list all the

information recorded in your measurement file ie ttwvo columns entitled “Channel
X" and “Channel Y”, according to module and datpetyas shown in Figure A.33.
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(2JEl@] !
Input File Path Save File
{0 \SharedData\calorimeter \Peter Uosa\Fa 2P | 16-11-12neas. tdms | f'if!' % D:'\sharedData\calorimeter PeterJose \test measurments\test, tdms

: Channels y
_HER O Channels v [}
i 2000_time
EDDD_channel 2000_channel
2000_volt "2000_valt
2002_time 2002_time
2002_wolt 2002_volt
2400_time 2400_time
2400 _volt 2400_volt
2400 _curr 2400 _curr
331_time 331_time
331_setpoint 331 _setpoint
331_temp 331 _temp
331_result 331 result
331_heater | 331_heater
. . . 7|
05:00:00 10:00:00 15:00:00 20:00:00 25.=oh;a§ H-Axis Ll
ﬂ ﬂ 2000_time 2000_volt

_g— Save stop X-axis Format
Ged  [od  [me] [l
it

Figure A.33 Location of the functions mentioned inthe above instruction for the “Calorimeter
Read.vi.

Channels x Channels y

2000 _time 2000 _time
2000 _channel 2000_channel
2000_volt ' 2000 _volt

2002 _time 2002 time
2002 _volt }2_ 2002_volt
2400 _time 2400 time
2400 _volt b: 2400 _volt
2400 _curr 2400 curr
331_time 331_time
331_setpoint 331_setpoint
331_temp 331_temp
331_result 331_result
331_heater | 331_heater
g1

K-Axis ' -Axis

2000_time 2000_volt |

Figure A.34 Detail on the X and Y columns on the Qarimeter read.vi.

157



4. As mentioned above (section A.3.2), the “ChanrieaXd “Channel Y” columns list
the data contained in the “tdms” file produced e tCalorimetry.vi during a
measurement, originating from the various measunésnperformed by the several

modules.

A detail of these columns is given in Figure A.84th the respective legend
given in Table A.9.

Table A.9 Legend for Figure A.34.

Block 1
(data recorded
by the Keithley

2000_time

Time registered by the Keithley 2000 safe
block, this is measured from an external “clockt
Is consistent in all modules.

2000)

2000_channe

Registry of the channel in which tlegtidey 2000
is measuring, a string of values of either 3 or 4.

chip

2000 _volt Voltage response from the Keithley 200tk iannel
3 and 4, the response from the two calorimetry ¢
thermopiles.
Block 2 2002_time Time registered by the Keithley 2002 \safe

(data recorded
by the Keithley

block, this is measured from an external “clockdtl g
Is consistent in all modules.

2002) 2002_volt Voltage measured by the Keithley 2002, \thltage
difference between channels 3 and 4.
Block 3 2400 _time Time registered by the Keithley 2400 safe

(data recorded
by the Keithely

block, this is measured from an external “clockdl
Is consistent in all modules.

2400)

2400_volt Voltage supplied by the source metertrmgs of
values of either O or 1.
2400_curr Current measured by the Keithley 2406egponse

on the 1 volt wave supplied to the chips.

158



Table A.9 (cont.) Legend for Figure A.34.

Block 4 331 _time Time registered by the Lakeshore 331 Teatpe
(data recorded Controller software block, this is measured from an
by the external “clock” and is consistent in all modules.
Lakeshore 331331 setpoint| Setpoint temperature set and regibtdre the
Temperature Lakeshore 331 Temperature Controller.
Controller) 331_temp Sample space temperature registered byl the
Lakeshore 331 Temperature Controller.
331_result Resistance value of the temperature ndiepok
carbon glass resistor used to monitor (the
temperature inside the sample space.
331 _heater Heater output supplied and measured hey t

Lakeshore 331 Temperature Controller.

With resource to this program you can select arsdalize any two sets of data
by selecting one as the X and other as the Y axdspaessing the button “Read”,
which will plot the two data sets in the large diasp

5. To continue with you data handling you will neecektract the following sets of

data:
1)
X AXis: Y AXis:
2000 time 2000 volt

The chip voltage response measured by the Kei20@@ vs time.

2)

X AXis:

2400_time

Y AXis:

2400_volt

The voltage supplied by the Keithley 2400 Sourcéemes time.
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3)

X Axis: Y AXis:
331 _time 331 _temp

The sample space temperature measured by the lcake3B1 Temperature Controller
Vs time.

In order to extract these data sets from the géfmeas.tdms” file, while they
are on display, press the “Ok” button below “Savttention should be paid to the
Output file box, as the file produced should hate termination “csv’. These
functions are shown in Figure A.35.

I
] [@[n] 2]l
Input File Path Saye File
% D:\sharedData'\calorimeter Peter Jose \Fe2P16-11-12\meas, tdms _.h'_l ! D: \SharedData \calorimeter \Pe ter Jose \test measurments test. tdms |
Cnnels x Canels v e
Channels ¥ [
' 2000_time
2000_channel .ﬁ__rhannel
?Dﬂ_volt I'ﬁ_VDIt
m_ﬁme 'ﬁ_ﬁme
?UE_volt 'ﬁ_?mt
..... H- m_ﬁme 'm_ﬁme
m_volt 'm_vmt
2400_curr | 2400_curr
""" 331_time | 331_time
331_setpoint 331_setpoint
331 _temp 331 _temp
,,,,, 331 result B 331 _result .
331_heater | 331_heater |
_ _ _ i x A
[Auo] 05:00:00 10:00:00 15:00:00 20:00:00 2500:00| A% s
= - I 2000_time 2000_volt

(;Eave ) stop X-axis Format

List ! Read ! DKl FI'OP! Tirne l

Figure A.35 Location of the functions mentioned irthe above instruction for the “Calorimeter
Read.vi.

The default names for these data sets, which wilised from this point on, are
the following:

1) 2000_time vs 2000_volt: “channel.csv”
2) 2400 _time vs 2400_volt: “switch.cvs”
3) 331_time vs 331 _temp: “temperature.csv”

6. Open the channel.csv (do not use MS Excel).

Analyze the first data points in this file and deléhose that clearly do not make
sense, as shown in Figure A.36.
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Figure A.36 Initial data points that should be deléed in the channel.csv file.

7. Open Matlab and set your work folder to the foldérere you have your data files,
making sure the two “grabtau.m” and “capacity_terapge matcher.m” routines are
also placed in this folder.

8. Run the “grabtau.m”.
9. This should open two image windows, Image 1 withagsortment of graphs and
Image 2 with a small selection of your chip thermtepesponses (not important).

Image 1 should be the one you pay more attentioani it consists of a number
of graphs, detailed in Figure A.37, with the respeclegend given in Table A.10.
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Figure A.37 Detail on Image 1 produced by the routie “grabtau.m”.

Table A.10 Legend for Figure A.37

1 | Relaxation curves, the chips thermopile voltaggponse as measured by the
Keithley 2000 vs time.

2 | Results from the fits worked out from the relaxatcurves for both sample
and reference chip vs time.

3 | Worst relaxation curve fit.

4 | Relaxation time of all the relaxation curves lboth sample and reference chi
vs time.

P

5 | Heat capacity for both sample and reference chime.

6 | Heat capacity ratio between sample and referelipevs time.

10. Run the “capacity_temperature_matcher.m”

11. This should finally open one image window with tiesult from point 6 in Figure
A.37 vs temperature.
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12.To further proceed you will need to export or calpg two vectors used in the plot
made by the “capacity_temperature_matcher.m” intgudable data plotting and
handling program (such as Origin).

13. Having the two data sets isolated in such a pragssou may now proceed with

simple calculus steps on the appropriate colunak&g into consideration sample and
reference mass and specific heat in order to esdla¢ calorimetric values of your

actual sample. Arriving at your final result as exdified in Figure A.38.

160 JFe,P - polycrystalline
0.3 Tesla '.
140 f\
‘_A 120- /\
< )
— 100+ |
g | ‘ L o e a e
S s0- : e Vipalil™
T S I S P "'\:J\.\('v"'.w' 1,-’!'.\._/'\.-"}_;'.7;_:'\./.51'\_5.:\]\_1_/1,;._7-,.,I"'q_rf' L :
O g Ik AT
40
20 N

T * T T T 7 — 1 T T T 1
176 184 192 200 208 216 224 232 240 248
Temperature (K)

Figure A.38 Isolated specific heat measurement fopolycrystalline Fe,P under an external
magnetic field of 0.3 Tesla.
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Summary

Given the potentiality of R based alloys for magnetocaloric application, this
thesis covers various offshoot material systematedl to this rich family of
compounds, such as the (MnK8),P), (Mn,Co)(Si,P) and the (Fe,Cg{pbi,P). Also
covered is the assembly of a microcalorimetery saheant for the study of certain
fundamental qualities of these systems, as wellrmasconomical optimization of the
(Mn,Fe)l(P,Ge) system.

After a general and contextualizing introductionGhapter 1, it proceeds in
Chapter 2 with the coverage of theoretical aspeafctse magnetocaloric effect, as well
as the description of magnetic anisotropy phenomenooth concepts being
fundamental for the understanding of the resuks@nted in the subsequent chapters.

Experimental procedures for sample preparation ahdracterization are
detailed in Chapter 3, with the details of the expental microcalorimetry setup being
offered in Chapter 4. This specific heat measumstyument, with the capacity for the
application of magnetic fields up to 9 Tesla, ré&stm microcalorimetry chips from the
company Xensor Integration.

With this instrument is it possible to perform sifiecheat measurements with
applied magnetic fields up to 9 Tesla in milligr@aamples. This offers the possibility
to calculate the actual adiabatic temperature chafhg material, as well as providing
reliable and precise information on any phase itiansthat may be influenced by the
application of a magnetic field.

In Chapter 5 the (Mn,FgBi,P) system is fully explored with X-ray diffraan,
DSC and magnetization measurements. This systembbas determined to be
inadequate for magnetocaloric applications, butrésearch performed allowed for the
assembly of a magnoestructural map of this system.

Besides the already known cubic phase fog e Si system and the tetragonal
and orthorhombic phases for the MRegP system, a novel hexagonal phase has been
observed for Ma,FgSi.,P, within the approximate range of 0.2<x<2.0 and
0.2<y<0.9. Magnetization measurements both confaimd further detail the already
known properties of the MpFeSi and Mn_FgP systems.



Given the interesting character of an antiferrodoragentic transition present
in Si rich samples with Fe content ranging from th22.3, a study on the effect of
interstitial Boron was also performed on this syst&his resulted in the shift of this
transition from 50.5 to 57 K for the B content aD®, with all higher concentration
resulting in the occurrence of secondary phases.

Chapter 6 is an attempt at studying the novel hexalgphase discovered in
Chapter 5 by the introduction of Co into (Mn,Kk&),P) system, creating in this way
the (Mn,Co}(Si,P) and (Fe,Cg(Si,P) systems. Results on both these systems were
inconclusive, as both of them do not seem to easta single phase. Still, the
exploration of the several secondary phases foundur (Mn,Co)(Si,P) samples
revealed the existence of the (Mn,Cg%i,P) system which displayed an extremely
relevant inverse magnetocaloric effect.

A Si-free Tc tuning attempt performed in the (Fe,g®)system revealed the
existence of the (Fe,Cg¥%,P) system, which displays a tunablewith S content as
well as a novel transition of an uncertain naturg7® K.

Chapter 7 explores the Fe rich side of the (Mn(Pgfse) magnetocaloric
system.

The transition temperature of this system is exélgneasy to tune with careful
manipulation of Fe and Ge content as well as simnétrical proportions, which gives
rise to the real possibility of lowering the Ge tant in this family of compounds, and
thus make it economically viable for practical mefgpealoric applications.

While the (Mn,FeyP,Ge) system suffered a significant loss of tisorsi
sharpness with reducing Ge content, the same wagented in the (Mn,Fe)efP,Ge)
system, and at the lowest possible Ge content (whkmincides with the lowest
possible monetary cost)cTwas found to be tunable below a temperature of R25
with the magnetic entropy changes in this aredlasog between 3 and 3.5 J/kg.K for
a field of 2 Tesla.

Novel and unexpected magnetic properties obsenvdlis system suggest an
exciting potential for permanent magnet applicationa certain low Mn and Ge
concentrations.

Chapter 8 displays the microcalorimetry resultspone FgP measured on the
experimental setup described in Chapter 4. Thes®dstrate the gradual loss of the
1% order character of this compound’s magnetic ttasivith increasing applied field,
arriving at a critical value of 0.4 T, when thenisiion becomes completely“rder.
Further temperature shift in this transition of abd.5 K is observed at an applied field
of 0.6 T.
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These results were in truth quite unexpected amddoonly be clarified if we
consider that the sample measured is a near stnggeal, positioned in the equipment
along its hard axis. Further measurements arenejin order to clarify this issue

Finally the Addendum is a detailed step by stepratp€s manual for the
experimental setup described in Chapter 4 and us€thapter 8. This manual details
all relevant aspects of this setup, from hardwarsoftware, covering handling, wiring,
sample preparation and measurement and data dajoula
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Samenvatting

Gegeven de mogelijkheden van ,Fe gebaseerde legeringen voor
magnetocalorische toepassingen, behandelt dit gooeft verscheidene verwante
materiaal systemen gerelateerd aan deze rijke ianwan verbindingen zoals
(Mn,Fek(Si,P), (Mn,Co)(Si,P) en de (Fe,Cgbi,P). Eveneens behandeld is de
opbouw van een microcalorimetrie opstelling bedoetdkere fundamentele
eigenschappen van deze systemen te bestuderenyemeeas een economische
optimalizatie van het (Mn,FgP,Ge) systeem.

Na een algemene en contextualiserende introduct®aofdstuk 1, vervolgt het
in hoofdstuk 2 met de behandeling van theoretisdpecten van het magnetocalorisch
effect, evenals de beschrijving van het magnetsuhotropie fenomeen, waarbij beide
concepten fundamenteel zijn voor begrip van de lt@snm gepresenteerd in de
volgende hoofdstukken.

Al de experimentele procedures voor monster bergiden karakterisatie
worden gedetailleerd gegeven in hoofdstuk 3, metekils van de experimentele
microcalorimetrie in hoofdstuk 4. Dit soortelijkeamwnte meetinstrument, met de
mogelijkheid van het toepassen van een magnetischtet 9 Tesla, hang af van micro
calorimetrie chips van het bedrijf Xensor Integati

Met dit instrument is het mogelijk soortelijke waarmetingen te doen in een
magnetisch veld tot 9 Tesla aan milligram monstersbiedt de mogelijkheid de ware
adiabatische temperatuur verandering van een raatete berekenen, evenals
betrouwbare en precieze informatie te geven ovageefase overgang die beinvioed
wordt door een magnetisch veld.

In hoofdstuk 5 het (Mn,F¢g(Si,P) systeem is volledig onderzocht met Réntgen
Diffractie, DSC en magnetisatie metingen. Van ggtesem is vastgesteld dat het niet
geschikt is voor magnetocalorische toepassingeay tnet gedane onderzoek liet toe
een magnetostructurele kaart van het systeem senséeilen.

Naast de reeds bekende cubische fase voog,MgSi systeem en de
tetragonale orthorhombische fasen van het MgP systeem, een nieuwe hexagonale
fase voor M, FegSi;yP, werd gevonden in het gebied met ongeveer 0.2<x€R.0
0.2<y<0.9. Magnetisatie metingen bevestigen, enaillsen, de al bekende
eigenschappen van de Mg Si en Mn,FeP systemen.



Gegeven het interessante karaker van de antiferrofhagnetische overgang
zoals aanwezig in Si rijke monsters met een Felgelian 1.2 tot 2.3, een studie van
het effect van interstitieel borium werd ook gedaandit systeem. Dit resulteerde in
het verschuiven van de overgang van 50.5 naar 9] léen B gehalten van 0.05,
terwijl bij alle hogere concentraties secondaietaontstonden.

Hoofdstuk 6 is een poging de nieuw ontdekte hexalgorfase in het
(Mn,Fek(Si,P) systeem te bestuderen door de introductie @ het eerder
bestudeerde systeem, en op deze manier (Mg{&®) en (Fe,Cq[Si,P) te creéren.
Resultaten waren voor geen van deze systemen mant aangezien ze geen van
beide als enkele fase lijken te bestaan. Nochtdasexploratie van verscheidene
secondaire fases zoals gevonden in de (MR(SpP) monsters onthulden het bestaan
van het (Mn,Co)y(Si,P) systeem dat een extreem relevant invers etagalorisch
effect liet zien.

Een poging Si-vrij E af te stemmen in het (Fe,GB)systeem liet het bestaan
van een (Fe,Cg(S,P) systeem zien, welke een afstembarendeft met S gehalte,
evenals een nieuwe overgang van onbekende a@3dbK.

Hoofdstuk 7 exploreert de Fe rijke kant van het () (P,Ge)
magnetocalorische systeem .

De overgangs temperatuur van dit systeem is bwetgagn eenvoudig af te
stemmen door een zorgvuldige manipulatie van heteRe Ge gehalte en de
stochiometrische verhoudingen, wat leidt tot dderadogelijkheid de prijs van de
benodigde Ge te verlagen en de verbinding econbmisalbaar te maken voor
praktische magnetocalorische toepassingen.

Terwijl het (Mn,Fe)(P,Ge) systeem lijdt onder een significant verlgsn
scherpte van de overgang bij verlagen van het Galge werd dat niet vastgesteld bij
het (Mn,Fe)qofP,Ge) systeem, en bij het laagst mogelijke Ge lgelidie samenvalt
met de laagste mogelijke financiéle kosten), wasTdeaf te stemmen onder een
temperatuur van 225 K, met de magnetische entrap@ndering schommelend tussen
3 en 3.5 J/Kg.K bij een veld van 2 Tesla.

Nieuwe en onverwachte magnetische eigenschappemdii systeem zijn
waargenomen suggereren een opwindend potentieel peomanente magneet
toepassingen in een bepaalde Mn en Ge arme coatesir

Hoofdstuk 8 geeft de microcalorimetrie resultatan auiver FgP, gemeten met
de experimentele installatie zoals beschreven iofdstuk 4. Deze laten het
geleidelijke verlies van het 1e orde karakter varodergang van deze verbinding zien
bij een toenemend toegepast magnetisch veld, vglleen kritische waarde van 0.4T
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arriveert als de overgang geheel 2e orde is. Esfexe temperatuur verschuiving van
deze overgang van ongeveer 1.5 K wordt waargendsmeen veld van 0.6 T.

Deze resultaten waren eigenlijk nogal onverwachwerden alleen duidelijk als
we overwegen dat het gemeten monster vrijwel e&eldaistal is, gepositioneerd in
de opstelling langs de harde as. Meer metingemnighg op deze zaak op te helderen.

Tenslotte is de Addendum een gedetailleerde stagr wbap bedienings
handleiding voor de experimentele installatie zdaéschreven in hoofdstuk 4 en
gebruikt in hoofdstuk 8. Deze handleiding beschiijfdetails alle relevante aspecten
van de opstelling, van hardware tot software, ekt det hanteren, de bedrading,
monster behandeling en meting en gegevens vervgerkin

171



172



Acknowledgements

As it is somewhat of a cliché, | can never expecthiank all the people who
have helped me along these four years of PhD weuwkthermore, all those who are
relevant and close to my heart know who they argl they shouldn’t have the
necessity to have their names publicized on a Ilpyaktically no one will ever read.
None the less, | believe traditions exist for asmgaand I'll make an effort to follow
yet one more.

As is polite, | should naturally start with my swsor, Prof. Ekkes Brick.
Whether these were expressed or not, we often rédiedgon many topics, but you
always showed yourself patient and graceful with shprtcomings... more than |
probably would if | was ever in your position. Weoe again fall into a cliché here, |
will always be thankful for having been given thgportunity to study in this strange
and faraway land | have come to love. And this a$ Ipecause of the academic or
scientific work | developed here, but rather beeotsming to the Netherlands enabled
me to achieve more of myself than | would careitolde.

Niels should also be mentioned at this point. Aliilo you were technically my
co-supervisor (this was actually something | ornigcdvered during my second year) |
think we very rarely had any work related conveoset. Even still, you are a most
pleasant and intelligent man, and all our intetoats, be them work related or not,
were always exceedingly interesting and entertginin

Of course that now, following the proper etiquetteshould mention my
colleagues of the Delft magnetocalorics researcigrFrom the very beginning you
were all welcoming and certainly aided with my t@ag curve. Ou, | think we shared
too many hotel rooms; Trung, your good mood andd haork were always an
inspiration; Anton, know that you are my favoritetbhman; Francois, it felt good to
finally not be the only European student arounceeuana doesn’t count); Luana, it
is hard to express how much of a luxury it was eéoable to speak my own language
and know that there would be someone who would dsfjrunderstand it; Yibole, if
niceness was a disease you would be a terminal khae, you're a good man, and |
can tell that deep down you're a fighter; Maurds, advice no Japanese master will
ever give you: the perfect technique is not thergfest; Van Thang, I'm sorry about
the monster you're inheriting from me; Giacomo, yahere only here for a short time,
but it was a most pleasant short time; Jurgen Bmgclyour massively experienced
insights are priceless; Bert, you were always atigl to tell some interesting vacation



story... whether we wanted to hear it or not; Themy came here as the archetypical
Dutch student, and | am happy | had the opportutntyvatch you grow out of that
socially imposed shell of mental mediocrity andisbmething of higher aspirations. |
wish you all the luck in Canada.

Of course | cannot in any way forget my three stiste Xinmin, Peter and
Mischa. | have discussed student supervision witmynof my PhD and Post-doc
colleagues and considering the stories they toldtreeems like | completely lucked
out with you three. Your work was valuable beyormras, and | am glad and proud to
have known you and to have been able to put yonresaon three papers. | wish you
all rich and fruitful lives. And even if what | e next may be considered inelegant, |
still feel like I have to write it: Peter, | hongston’t think this thesis would exist if it
wasn't for the massive load of work you took onekvf | was your supervisor | am
humble enough to say that | owe you.

Logically now, | must pass a review of my PhD aras{doc colleagues, both
present and absent. Swapna, you are a trustwontthyranest person if there ever was
one (sometimes even too much...), with you we alvkaygsv were we stand, and don’t
let anyone ever tell you this isn’t a virtue; Angau’re too sweet, and I'm happy | got
to see some of that sweetness come into the werlal @hole new person; Markus,
you're my friend, that has been settled, but dovkitlzat you were very close to being
punched in the face a number of times; Anna, rdaying your desk to have lunch
with your friends isn’t a sin; Shasha, you aredhéy girl | know who can successfully
wear a leopard pattern shirt, and if for nothingeelsince you came into the office at
least somebody would always greet me with an erdhtis “Good Morning” everyday
(you also liked my Bacalhau a Bras, so that's agrotiirtue right there); Inés, with you
around there was a clear upgrade in conversatioayld finally curse and swear and
somebody would understand (Luana doesn’t countjgjiao, you're a ray of sunshine:
Romain, | got the feeling you went through somegtotimes during your PhD, but
I’'m happy to see that you came out on top: Gijsyas good to know somebody else
who remembers the Muppets (and the movie Krull)thVdll of you lunch time was
always a pleasure.

Of course, one cannot forget the many professicaadstechnicians of FAME
who were always willing to give a hand (when timermited it): Fred, | probably
bothered you more than anybody else and yet, udlikion, who tried to physically
run away, you were always patient, courteous ankitdisposed. Much like Peter |
owe you a great deal, you are a professional aaesdinary skill and | hold you in the
highest possible regard; Jouke, you were alwaygrisurgly available for any and all

174



informatics problems anyone had, and even thoutdgmit think this was ever in your
job description, you always went out of your wayh&dp in anyway you could; Michel,
| never got this... why do you sit on a giant inflat&aball? Kees, it was nice to know
that somebody else thought the ICDD were a bunclanf bums; Paul, you are a
gentleman; our hard working secretaries Nicole lésg] a big thank you.

Besides all of these there was, of course, a constaeam of Bachelor and
Master student passing by this place that helpsg d& heavy work days. Naming
them all would be an ungrateful task but | would bke to take the time to remember
a hand full of which | was particularly found ofhf@s (van Soest), whatever it is that
makes the average Dutch youngster into a jackass,nyanaged to make that into
something cool; Cassandra, flos sanctorum; Hanaun,aye a bright and sweet person
and don’t think you don’t have what it takes tditidor that happy ending.

Stepping outside of Delft, | would like to menti®teter Foreshaw and Punita
from Amsterdam University. | know our meetings wdreef and recent, but our
conversations gave me the strength to keep on pyslgainst the current. | honestly
hope we meet again in the proper and adequatentstamces.

Leaving the academies and going into the strestsuld also like to thank Don
Azito and the whole Amsterdam ‘la Botanica’ crowath living and dead. It would be
inelegant of me to start naming you, particulanythis context, but know that with
your friendship, openness and light you helped meenthan you can ever imagine. |
managed to find my way out of some dark placeskhamyou. LUZ!

Also, the tip of my hat and a gentleman’s “thankiyto the Devil for having
always stayed on that side of the mirror (except ttne time). And finally to my
Saints and Eguns, even with all my sins, for somason | could never really
understand, someone in Heaven has always loved me.

Chega agora aquela parte em que se escreve aliggua original do estudante
em questdo. E por favor note-se que nao o facaonpdio, apenas porque me parece
gue tal fica sempre elegante e misterioso aos albagiem a nao sabe ler... quer dizer,
eu vi umas teses escritas por viethamitas e agqupoessiona muito, s6 € pena que 0
portugués nao tenha mais assentos e sinais gramatic

Ainda assim, ja que aqui estou, mais vale agradageelas pessoas que nao
saberdo ler nada do que la vai em cima, o que géanéle perda, diga-se de passagem.

Ora, acho que o obvio sera comecar pelos meussspais: eu sei, a todos os
momentas da minha vida, que 0 vosso amor e apoimsandicionais e se alguma vez
pareci emocionalmente distante foi precisamenteégyasse facto como certo.

175



Jodo... na verdade ndo me ajudaste neste trabalh@jodeaste de maneiras
muito significantes em muitos outros que decidiaarcontra 0S meus proprios
concelhos. E isto ao ponto de eu dizer “pa, ja alie® que no fundo apenas quer
dizer que foste sempre prestavel de mais.

No fundo, fora isto, ndo mantive amizades com estigd Portugueses por estas
bandas. Em tempos tentei, mas rapido me aperceba qualidade de gente da minha
terra que por esta terra anda tinha orientacOesedifes das minhas. Da vossa boca
apenas ouvi referencias a pulhice, sua canalhagtd ga puta que vos pariu.

E assim sendo, apenas me posso referir aquelessdRartugueses que néo
caiem nesta categoria, ou seja, aqueles que réam resste pais ou aqueles que estéo ja
h&d anos demais para o seu proprio bem (mas née,tqde um dia vi um velho no
aeroporto que merecia uma chapada na boca).

Fabio p4, ainda que do outro lado do Mar do Nartepntacto que mantivemos
ao longo destes anos foi para mim uma referéncanegl. Nestas outras lides ndo
teria chegado onde cheguei sem a tua ajuda... enetourainda ndo se ouviu na praca.

O guitarrista Nuno: aprender guitarra consigo fwiyezes um oasis no meio do
deserto. Ainda que saiba que nao fui o aluno exampbnsegui realizar um sonho de
longa data quando finalmente dos meus dedos 8r&Verdes Anos”. Nao sei o que é
gue no meu futuro havera de guitarra, mas sei qu&au sempre lembrar das nossas
aulas (disso e de me ter que levantar as 6 da nmamhd apanhar a porra do comboio
para Haarlem e ainda ter que pedalar meia hoisuatéasa)

Por fim, julgo ndo ter que me repetir para o Diabsto que, com excepcao de
Euskara, ele fala todas as linguas (a menos quenimaemos Akerbeltz).

Bom... e agora que aqui estou, tomo a oportunidace rpa dar a uns ares de
rebeldia, pois apercebo-me que no fundo podereeescquase tudo o que bem me
apeteca neste ponto que, a menos que alguém fagdraducao (tu sabes quem és)
guase ninguém vai perceber (pelo menos ndo asgsegse poderdo fazer algo sobre
iss0). Posso ter posto a alma no penhor, mas @aéaéela ainda é minha, e, caso isso
ainda nao tenha sido feito evidente, ela é a almandgrandessissimo punk.

Assim sendo, passo de seguida a transcrever agsgops desta tese que foram
recusadas pelas altas instancias e que eram amfi@itte melhores e mais inteligentes
gue as oficias:
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- Entre outras coisas, o método cientifico estéenlesdo para remover o individuo
circunstancial do processo de investigacdo cientifno entanto, é notavel ver a
guantidades de egos que florescem neste meio.

- O paradigma (p6s)moderno do investigador prafisdi procura produzir um
individuo ignorante, amoral e desumanizado. Ta #2um perigo iminente para toda a
humanidade e devera ser abatida a primeira vista.

- A relevancia da politica inter-institucional ampaaclipsar real mérito cientifico.
- Ciéncia Russa nao é ciéncia normal.

- Dado o tempo que os seres humanos existem nestgoncomo tal, é estranho que a
morte seja ainda encarada como uma surpresa gageédia.

- Bergson pode ser considerado brilhantes, mas t\V&tiére et mémoire” € uma obra
ignorante e mal informada, uma grosseira ma intapéo e subestimacao do que é a
consciéncia, e apenas poderia ter sido escritampdfrancés.

- O Diabo é o reflexo de um homem a noite.

- Em préticas Goeticas, os dois paradigmas opostasera projecdo mental subjetiva,
popularizada pela introducéo de Crowley ao “ThelBobthe Goetia of Solomon the
King”, e a existéncia objetiva de uma entidade motteao carcista, largamente
proclamada pelo corrente Revivalismo Magico, sabantonceitos egocéntricos.

A maioria das mentes ndo tem capacidade para arajeta alucinagdo coerente que
possa ser interpretada como um demoénio e a malaggpessoas nado sao assim tao
notaveis que um demadnio realmente se queira dmabalho de falar com elas.
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Epilogue

Inquietacao

A contas com o0 bem que tu me fazes
A contas com o mal por que passei
Com tantas guerras que travei

Ja nao sei fazer as pazes

Séao flores aos milhdes entre ruinas
Meu peito feito campo de batalha
Cada alvorada que me ensinas
Oiro em po que o vento espalha

Ca dentro inquietacéo, inquietacao
E s6 inquietacio, inquietacio
Porgqué, nao sei

Porqué, néo sei

Porqué, ndo sei ainda

H& sempre qualquer coisa que esta pra
acontecer

Qualquer coisa que eu devia perceber
Porgué, nao sei

Porqué, néo sei

Porqué, ndo sei ainda

Ensinas-me fazer tantas perguntas
Na volta das respostas que eu trazia
Quantas promessas eu faria

Se as cumprisse todas juntas

N&o largues esta mao no torvelinho
Pois falta sempre pouco para chegar
Eu n&o meti o barco ao mar

Pra ficar pelo caminho

Ca dentro inqueitagao, inquietacao
E s6 inquietacdo, inquietacéo

Porqué, nao sei
Porqué, nao sei
Porqué, ndo sei ainda

Ha sempre qualquer coisa que esta pra
acontecer

Qualquer coisa que eu devia perceber
Porqué, nao sei

Porqué, nao sei

Porqué, ndo sei ainda

Ca dentro inqueitacdo, inquietacao
E s0 inquietag&o, inquietacio
Porqué, nao sei

Mas sei

E que no sei ainda

Ha sempre qualquer coisa que eu tenho
que fazer

Qualquer coisa que eu devia resolver
Porqué, nao sei

Mas sei

Que essa coisa é que é linda

José Mario Branco



