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Generating chip-to-chip entanglement by measurement with transmon qubits using
engineered driving fields

by J.J. WESDORP

We generate entanglement between two transmon qubits each coupled to a readout res-
onator and located on different chips via engineering a half-parity measurement. This
measurement does not distinguish |01〉 from |10〉, thus if started in an initial full two-
qubit superposition it will project the qubits to an odd Bell state 50% of the time. By
post-selecting on measurement outcomes corresponding to |00〉 or |11〉 we have gener-
ated Bell-states of 51% (40%) concurrence or 75% (70%) Bell-state fidelity keeping 25%
(50%) of the data. With a repetition rate of 5KHz based on state initialization by T1 this
corresponds to a 1KHz generation rate. We show that changing the cavity frequencies
with tuning qubits and by driving with a second compensation pulse in a weakly cou-
pled port we can reduce residual distinguishability in the odd subspace, making the
protocol robust to fabrication imperfections. By shaping the pulse of the compensa-
tion drive we also generate an even-parity Bell state of similar concurrence. We found
that thermal excitation results in an overestimate of concurrence in state tomography
and show a simple method to correct for this by assuming mixed calibration points.
We find good agreement of unconditioned measurement dynamics with theory using
a reduced two-qubit only master equation. A 45% measurement efficiency was found
using a stochastic master equation to model final state concurrence conditioned on the
measurement result. This protocol could be used in modular 2D quantum computing
architectures where entanglement is distributed with itinerant photons.
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1 Introduction

This chapter will start with introducing the role of quantum computing in history in
sec. 1.1. I will then explain some algorithms and communication schemes that could
give a gain over classical technology. This is necessary, because a key element in all
quantum algorithms is entanglement. After this, a brief introduction to quantum infor-
mation processing and the important concept of measurement is provided in sec. 1.2.
This project is about generating entanglement between two superconducting chips by
doing a measurement, so the Chapter concludes with an overview of the protocol and
comparable protocols demonstrated recently in sec. 1.3.

1.1 Quantum technology

Since the first quantum revolution in the 20th century by great physicists like Paul Dirac
and Werner Heisenberg - where they explained fundamental flaws in our theory of na-
ture - quantum Mechanics has become useful in many technological applications. By
understanding that electrons can behave like waves and light as particles (photons) we
have been able to improve core technologies that underpin the modern society, e.g the
semiconductor industry found in all electronic devices, the accelerometer in your phone
or solar cells as a renewable energy source. In the 21st century we have reached a stage
where we not only use quantum mechanics to explain and improve technology, but ac-
tually use it to create completely new technology. This second quantum revolution [26]
utilizes quantized states of matter and light and superpositions thereof to perform a
fundamentally new way of computation, communication and simulation [29]. The field
of quantum information processing [62] has matured rapidly in the last two decades
and is now in active development by universities working together with industry gi-
ants such as Google, Intel, IBM and Microsoft [16, 17, 43, 44, 65].

1.1.1 Quantum computing and communication

A quantum computer - if physically realized - is often said to be able to give exponential
speedup over its classical counterparts. Yes, the amount of information contained in
N quantum bits is exponentially larger than that can be stored in N classical bits, but
the difficulty lies in retrieving this information. A measurement of a quantum system
probabilistically converts the information to a classical bit, so an exponential amount of
measurements is needed to retrieve the stored information, nullifying the speedup! It
is for this reason that relatively few realistic quantum algorithms have been developed
able to obtain this, but nevertheless these do exist! The three well known are Shors
algorithm [71] for exponentially speeding up the factoring of prime numbers, Grovers
algorithm for quadratically speeding up database searches [40] and the Deutsch-Josza
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algorithm [21] exponentially speeding up determining whether a function is balanced
or not.

Prime factorization being a computationally hard problem is the key to modern RSA
encryption systems. These are used in Internet-security and are the basis for the Http-
secure protocol found in nearly all web pages. A quantum computer would allow one to
break this security in polynomial time rendering the encryption useless. Paradoxically
the field of quantum communication fixes this by introducing communication protocols
between two parties that cannot be eavesdropped upon by a malicious third party with-
out the first two knowing this [28].

1.1.2 Entanglement

Entanglement plays a key role in the functioning of the quantum algorithms and com-
munication protocol defined above, but also in quantum networking [48, 6] and quan-
tum teleportation [7]. Entanglement is the simple fact that there exist quantum states
of two or more combined systems that cannot be written as a product of the individ-
ual systems. This means that there will always be a correlation between measurement
outcomes of the individual systems. Entanglement was originally used as an argument
against the validity of quantum mechanics by Einstein, Podolsky and Rosen [27] because
it results in non-local interactions violating the local realism principles of general rela-
tivity. Bell [5] devised a test to check whether or not quantum mechanics could have
a more fundamental underlying hidden-variables theory which in the 90’s and more
recently [41] was performed on real physical systems. Up to date all such experiments
have pointed in favor of quantum mechanics and against local realism. Yet in these
thesis we take a more practical approach and view entanglement simply as a resource
needed for quantum information processing.

1.1.3 Distribution of entanglement

In order to make an actual quantum computer that is both useful and physically re-
alizable D.DiVincenzo posed his famous 7 criteria [23]. These specified quantitative
requirements on operation quality in order to reach fault tolerant computation. A prob-
lem that arose in many fault-tolerant computation schemes was the fact that most of
them assumed two-qubit operations were possible between any pair of qubits. They
only considered two-qubit operations since universal computation can be performed
with only single qubit gates and one two qubit gate, e.g a CNOT gate. The practical
constraint of only being able to do local operations, shortly led to the believe fault-
tolerance was not achievable after all. A solution to this was proposed in the form of
a 2-D fault-tolerance scheme requiring only local operations and measurements called
surface-code [49]. Even though this solution avoids non-local operations on a chip, it is
nevertheless interesting to look at possible schemes to do so and even more, look into
schemes that allow operations between two chips! A modular quantum computing ar-
chitecture would then be possible, linking up quantum processors with using photonic
interconnects that preserve quantum information, a road that has been looked into for
ion trap processors for example [54].
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1.2 Information processing theory

1.2.1 Qubits and the density matrix

Quantum information processing is based on the quantum analog of the fundamental
resource of classical computing: the quantum bit, or qubit in short. Besides the clas-
sical states |0〉 and |1〉 the qubit can also be in an arbitrary superposition of these two
states |ψ〉 = α |0〉+β |1〉, which fundamentally distinguishes it from the classical bit and
allows for a much richer set of algorithms and applications. When measure the bit we
will always get a classical outcome limiting the obtained information( described quanti-
tatively by Holevo’s bound). The art in most quantum algorithms is therefore be about
reducing the final outcome of its computation to a simple yes or no answer [40].

A system state |ψ〉 is revered to as a pure state. In reality and in most part of this ex-
periment, we do not know in which state our system is exactly. So how do we describe
partial knowledge about the system state? We can describe the system as being a mix-
ture of pure states. For example, if we know that we had 50% change to initialize the
system in |0〉 and 50% to initialize it in |1〉we can describe the system by a density opera-
tor ρ, originally introduced by Von Neumann to ease calculations in quantum statistical
mechanics [61]. In general any such mixture can be written as

ρ =
∑
i

pi |ψi〉 〈ψi| (1.1)

where pi is the probability for the system to be in state |ψi〉 and
∑
i pi = 1 since the

total probability to find a state must sum up to 1. For any finite dimensional system
ρ can be written as a matrix and |ψ〉 as a vector, reducing most computations to an
exercise of linear algebra. Normalization of the constituent pure states |ψi〉 results in
the condition Tr (ρ) = 1 for it to represent a physical system. An important property of
the density matrix is its purity given by Tr

(
ρ2
)

which is for a d-dimensional system a
number between 1

d - indicating a maximally mixed state - and 1 - indicating a pure state.
Another important property of density matrices is the ability to trace out subsystems
using the partial trace [62]. This will allow us in simulations of both a resonator and a
qubit to look at the qubits alone for example.

1.2.2 Fidelity

An important quantity used to compare two quantum states ρ, σ is the fidelity given by

F (ρ, σ) = Tr (
√
ρσ
√
ρ) (1.2)

which is symmetric in its arguments and lies between 0 and 1, where 1 indicates ρ = σ.
Since the density operators represent an ensemble of pure states, we can see them as a
probability distribution over these states. The fidelity can be seen as a quantum version
of the overlap of these probability distributions, thus giving a measure of closeness of
the two quantum states. In the case where ρ and σ have the same eigenvectors with
different eigenvalues ri, si respectively, the fidelity reduces to F =

∑
i

√
risi, which is

the classical fidelity between two probability distributions. We will use F extensively
in this thesis to compare data and theoretical simulations.
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1.2.3 Entanglement measures

Mathematically two states are entangled if their combined state cannot be written as
a tensor product of the subsystems |ψAB〉 6= |ψA〉 ⊗ |ψB〉. This experiment is about
entanglement generation, so how do we quantify how much entanglement we have
generated? An often used number reported in literature is to use the fidelity of Eq. 1.2
to a state of maximal entanglement, which for our two qubit case are defined as

|βeven〉 =
|00〉+ eiφ |11〉√

2
, |βodd〉 =

|01〉+ eiφ |10〉√
2

(1.3)

where φ can be any phase. They are maximally entangled since if you measure the state
of one of the qubits you know with certainty the state of the other. For states that have
less than unity fidelity to any of the Bell states you thus gain only partial knowledge on
the state of the other qubit by measuring the first.

Another often used measure of entanglement of the density matrix of two qubits is
the concurrence [42] given by

C (ρ) = max (0, λ1 − λ2 − λ3 − λ4) (1.4)

where λi are the ordered set of eigenvalues of the matrix
√√

ρ (σy ⊗ σy) ρ∗ (σy ⊗ σy)
√
ρ

where σi are the Pauli spin matrices defined in Eq. 4.2 This has the advantage that it
does not require a Bell state to compare to and it is also monotonically increasing in the
amount of entanglement. Concurrence is a number between 0 ≤ C (ρ) ≤ 1, where 0
indicates no entanglement and 1 indicates a maximally entangled state.

1.2.4 Quantum measurements

The way we generate entanglement is by doing a measurement, but we also use it to
actually know which state we ended up with via state tomography in Ch. 4. It is there-
fore useful to explain it in a formal way. We can describe a measurement by any set
of measurement operators {Am}. Doing a measurement probabilistically gives back a
value m corresponding to measurement operator Am, where the chance to obtain value
m depends on the system state ρ being measured according to

p (m) = Tr
(
Â†mÂmρ

)
(1.5)

The resulting state that we obtain is then given by

ρm =
ÂmρÂ

†

p (m)
(1.6)

From the above equations we see that for the total probability of a measurement out-
come to be one, we require

∑
m Âm

†
Âm = I . This construct is useful because it al-

lows to describe both a "discrete" projective measurement and a continuous weak mea-
surement based on the form of the Am. A projective measurement was the kind orig-
inally described by the Born-rule, where we have an observable M̂ =

∑d
j=0mjP̂mj

where P̂mj = |mj〉 〈mj | is the projector onto the eigenstate |mj〉 of M̂ corresponding to
eigenvalue mj and

∑
j P̂mj = I . Note that the resulting states of this measurement will
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be one of the |mj〉 regardless of ρ. This is one of the main postulates of quantum me-
chanics: if we measure an observable we obtain one of its eigenstates with probability
Tr (|mj〉 〈mj | ρ). When we introduced density matrices we were to be able to describe
partial information on a quantum state. This can be extended to the case of weak or in-
direct measurements where we - by looking at the measurement outcome - only obtain
partial information on the system ρ. We can describe this by taking the Am not to be
projectors, but rather close to the identity. Say for example we have

A0 = p |0〉 〈0|+ I

2
, A1 =

I

2
− p |0〉 〈0| (1.7)

If we measure outcome 0 we can say that we now have a higher chance that our state
is actually 0 than we did before and if we measure 1 we know it has a higher chance to
be one of the others. The previous sentence is essentially describing a Bayesian update
on our probabilistic estimate of the state given a certain measurement outcome. With
superconducting qubits we are often doing these weak measurements by looking at mi-
crowave photons coming from a cavity transformed to an integrated voltage over time,
obtaining information about the state gradually [12]. We discuss the physics of this pro-
cess in detail for a single qubit system in sec. 2.5.3, but we can view this as the value
of p in the above story being an increasing function of the time interval we measure.
In this way, a short measurement would give p � 1 and therefore only a small update
on our knowledge of the state while measuring for a long time, e.g p = 1

2 turns the
measurement operator into a projector, ending up with a pure state.

1.2.5 Quantum non-demolition measurements

An important requirement for being able to do weak measurements to determine the
original system state is the measurement being quantum non-demolition [11]. This essen-
tially means we can measure the state without changing the original probability distri-
bution of measurement outcomes. This can only be the case if the coupling term of in
the Hamiltonian governing both the system and our observing system commutes with
the system Hamiltonian. Otherwise due to time evolution of the Schrödinger equation
the system will no longer be in an eigenstate of the original system, potentially changing
the outcome probability distribution.

1.3 Research goal and outline

The goal of this research is to create entanglement between two superconducting Trans-
mon qubits [50] on separate chips by performing a joint measurement on them. We use
these 2D qubits because of their promising application in scalable quantum computer
architectures. A similar experiment has been performed by Roch et al. [68] using 3D
copper cavities instead of 2D transmons. The key concept in any entanglement by mea-
surement scheme is indistinguishability of the measurement outcomes corresponding to
the subspace one wants to entangle. We create this entanglement by using a continu-
ous traveling coherent microwave light field entangling with both qubits before being
amplified and subsequently measured. This has a high success rate(50% as explained
below) and can even be made deterministic using feedback [57], already demonstrated
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in two qubits coupled to the same resonator in [67, 76]. Recent other proposals for mak-
ing use of the erasure of distinguishability has been proposed through using a phase-
preserving amplifier [72] or using a beam-splitter with single photons [63, 59].

qubit-drive
line

�ux-bias
line

critically-coupled
measurement port
with coupling κS

CHIP 1 CHIP 2

Photon Path

qubit-resonator
coupling g

JPA based 
single quadrature
measurement

weak coherent
state input

entanglement
qubit

resonator

weakly-coupled 
resonator port
with coupling κW

tuning
qubit

FIGURE 1.1: Schematic layout of the experiment. Measurement photons enter from the
left through the strongly coupled ports. They are then reflected by a qubit state depen-
dent reflection coefficient of each cavity in a cascaded manner. This generates entan-
glement between the measurement photons and the (red) entanglement qubits on both
chips. The photons are subsequently read out, probabilistically projecting the qubits
in an entangled subspace. Directionality is enforced by microwave circulators. Tuning
qubits are included to allow for resonator tuning, improving the final state concurrence.

1.3.1 Basic scheme of the experiment

In Figure 1.1 we can see that we measure the ’entangling qubits’ located on separate
chips by sending photons through a feed line that is capacitively coupled to the two
separate microwave cavities that are strongly coupled to these qubits. The input fields
reflects off both cavities obtaining a qubit state dependent phase shift due to the disper-
sive interaction of the qubit with the cavity. This entangles the reflected photons with
both cavities and we can then transfer this entanglement to the qubits alone by measur-
ing the photons.

The measurement performed is a near perfect half parity measurement given by the
operator Ê = σz1 + σz2 , where σzi is the Pauli z matrix on qubit i. We now start in
a superposition state |ψ〉 = 1

2 (|00〉+ |01〉+ |10〉+ |11〉), which can be created easily by
local single qubit operations. Applying Ê to our state ψ gives identical output fields for
the states |01〉 and |10〉 and we can fundamentally not distinguish these two states in our
measurement, this thus projects the system into an odd bell state βodd = |01〉+ |10〉. We
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can however tell |00〉 and |11〉 apart such that by starting with |ψ〉 we can at most get
the measurement outcome that corresponds to projecting into the odd subspace 50% of
the time and post-selection on the measurement outcome is required to herald the Bell
state.

In order to reduce residual distinguishability caused by the two chips not being per-
fectly similar after fabrication, we have added extra tuning qubits and the possibility
to drive the chips via a weakly coupled back-port. The tuning qubits allow for in-situ
tuning of the resonator frequencies and the extra drive on the second chip allows us to
compensate for differences in resonator loss rates. This drive also allows us to change
the parity of the state by driving it with a different shape.

1.3.2 Thesis outline

We will start with explaining the physics behind a transmon qubit coupled to a cavity
and in detail how a measurement is performed using input output theory in Chapter 2.
We then discuss the experimental methods used to create the entangled states and typi-
cal tune up and calibration procedures in Chapter 3. A large part of this thesis was find-
ing out - in an unbiased way - which result we actually had obtained performing our
experiment via state tomography. This is therefore explained in Chapter 4. Chapter 5
explains the master equation model used to fit the data obtained from the experiment
and the solution to the classical equations of motion needed for the compensation drive
in the back-port. Chapter 6 shows the results on what entanglement was achieved and
how the measurement process went. This is followed by a summary and conclusion in
Chapter 7.
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2 Circuit based Cavity Quantum
electrodynamics

This chapter will explain the theory to understand the quantum hardware. We will
start with an introduction to light matter interaction using an analogy to atoms in a
cavity in sec. 2.1 and move on the superconducting circuit used in this experiment in
sec. 2.1.1. We then describe the two main components of that circuit: the qubit in sec. 2.2
and the theory of a coplanar waveguide resonator and coherent states in sec 2.3. This
is followed by sec. 2.4 describing coupling of the qubit to a resonator which is needed
to be able to readout the qubit state via the resonator. Finally we give an introduction
to input output theory and show how it can be used to understand the dynamics of a
single qubit measurement in sec. 2.5.

2.1 Enhanced light matter interaction

In order to answer the question: "Why do atoms spontaneously emit light?", researches
have investigated the effect of the surrounding of an atom on its emission rate [53].
It turns out that atomic emission rates not only change due to interaction with light,
but also due to the mode environment surrounding the atom. The discovery that light
matter interaction could be enhanced - and therefore better studied - by placing matter
inside a cavity gave rise to the field called Cavity Quantum Electrodynamics [79]. The
basic schematic for an atom interacting with a light field is shown in Fig. 2.1a. The
cavity consists of two straight mirrors driven by a laser field. Due to the finite distance
between the mirrors, the electromagnetic field only exists in modes of discrete energy.
These single modes can be occupied containing quantized packets of energy also known
as photons. The modes interact strongly with the dipole moment of the atom if the

(A) (B)

FIGURE 2.1: (A) Atom coupled to a cavity consisting of two mirrors for a finite time
ttransit as studied in CQED. Important parameters are the cavity decay rate κ the atom
cavity coupling g and the atom intrinsic decay rate γ, adopted from [9]. (B) Circuit
CQED version used in this experiment where the atom is replaced by a transmon qubit
(indicated in red) and the cavity by a resonator(indicated in blue), but the parameters

and mathematical description is the same as in (A).
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atom is inside the cavity at an anti-node of the field mode [24]. This interaction depends
on the qubit state if the transition frequency is far detuned from the cavity resonance
frequency and can therefore be used to readout the state of the atom! This was the basic
inspiration for the design of dispersive readout based superconducting circuits [9] used
in this experiment and shown in Fig. 2.1b.

2.1.1 Superconducting circuits

In our superconducting circuit the cavity is replaced by an LC microwave resonator
behaving like an harmonic oscillator. Atoms are also replaced by their artificial circuit
versions and used as qubits. Based on the relevant quantum variable used for recreat-
ing the atom, e.g charge, phase or flux we can build different types of qubits each with
their own advantages and disadvantages. A good review on the different types is given
by [19], but in this experiment we use the transmon [50], an alteration of the cooper
pair box CPB [58], which can be seen as a simple LC circuit with a small but important
alteration. For a harmonic oscillator, the spacing between levels - e.g one, two or more
photons in the same mode - has equal energy, meaning that if we drive the harmonic
oscillator we will not just drive the 0 → 1 transition, but also the 1 → 2 and 2 → 3

transition etc. In order to be able to isolate the 0 → 1 transition to create a qubit, we
need to increase the anharmonicity α = ω12 − ω01. This is done by replacing linear in-
ductors with Josephson junctions [47], which are two slabs of aluminum separated by a
few nm thick layer of insulating aluminum oxide. This acts as a non-linear inductor and
decreases the higher state transition energies lifting the level spacing degeneracy. Mak-
ing use of electrical circuits instead of light and atoms introduces another requirement:
the system must be superconducting. This is to prevent dissipation of energy via the
resistance of the material and the macroscopic coherence arising due to this [4] actually
is the main reason we can engineer a single quantum in a macroscopically sized system!

FIGURE 2.2: Circuit diagram of the flux tunable transmon coupled to a resonator and
a 50 Ω impedance transmission line. In red, the transmon circuit consisting of two
large superconducting islands with two Josephson junctions in a loop allowing flux
tunability of the transmon frequency. In blue, the resonator coupled to the transmon as

a simple LC oscillator neglecting higher order modes

2.2 Qubit implementation

2.2.1 The Cooper pair Box

The (flux tunable) CPB consists of two superconducting islands separated by two Joseph-
son junctions forming a loop. The Islands are then capacitively coupled to a readout
resonator and usually a direct drive line for single qubit operations as shown in Fig. 2.2.
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Writing down the classical Hamiltonian from this circuit gives [8]

H = 4EC (n− ng)2 − EJ cosφ (2.1)

Where Ec = e2

2CΣ
is the charging energy or the energy cost of putting another charge

on one of the islands due to the coulomb repulsion, n the amount of tunneled cooper
pairs from one of the islands to another, ng the offset charge of the environment in units
of 2e, EJ the effective flux tunable Josephson energy and φ the superconducting phase
difference over the islands. We can write the Hamiltonian in a charge basis of units 2e.

H = 4Ec

N∑
j=−N

|j〉 〈j| − EJ
N∑

j=N−1

(|j + 1〉 〈j|+ |j〉 〈j + 1|) (2.2)

Where N is number of charge states taken into consideration. As N →∞ this becomes
exact.

2.2.2 Reduction of charge noise: the Transmon

The CPB has a very small superconducting island, therefore its transition energy ω01 is
very sensitive to fluctuating charges in the substrate known as charge noise, which gives
dephasing of the qubit state. A measure of sensitivity is given by the charge dispersion
εi = Ei (ng = 0)−Ei

(
ng = 1

2

)
as a function of the ratio EJ

EC
as can be seen in Figure 2.3.

Environmental offset charges will change ng and - if EJ
EC

is small - cause significant
changes in ω01 giving dephasing of the qubit. The transmon qubit now reduces this
sensitivity by increasing the size, and thus capacitance, of the islands going to a regime
of EJEC � 1. The downside of an increased EC

EJ
ratio is a reduction of α, but this only goes

algebraically with EJ
EC

while the charge dispersion decreases exponentially [50].

FIGURE 2.3: Sensitivity to environmental offset charges showing four energy levels
Ei as a function of ng . The charge dispersion decreases exponentially as a function
of EJ/EC , while the anharmonicity α only decreases algebraically. Figure adopted

from [8].

2.2.3 Transmon eigenstates

The transmon is in the regime of EJ/EC ≈ 50. This means that seeing it as a charge
state where the excited state differs from the unexcited by the tunneling of a cooper pair
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Lowest bare transmon eigenstates: Ej/Ec = 50 ng=0.5
0 n: 1.09
1 n:1.85
2 n: 2.31

FIGURE 2.4: The three lowest bare eigenstates of the Transmon Hamiltonian 2.2 for
typical experimental parameters EJ/EC = 50, EC

h
= 270MHz and ng = 0.5. The fluc-

tuations in cooper pair numbers 〈n̂2〉 − 〈n̂〉2 are given in the legend, showing that even
the second excited state only fluctuates to about 2 cooper pairs, making the amount of
tunneled cooper pairs still a reasonably valid quantum number. Figure simulated using

Qutip [46].

is not completely valid. The superconducting phase difference |θ〉 =
∑∞
N=−∞ eiθN |N〉

between the two islands, which is the conjugate of the charge state, will now also have
a more well defined value. The best way to get intuition about these things is just to
diagonalize the Hamiltonian from Eq. 2.2. This results in the first 3 ground states shown
in Figure 2.4. Here we see an average fluctuation in tunneled cooper pairs of 〈n̂2〉 −
〈n̂〉2 < 2 for the ground and excited state.

Another useful property we obtain from the diagonalization are the transmon eigenen-
ergies and therefore the transition frequencies between qubit states. By setting EC via
the capacitances of the islands we can roughly tune the ratio of EJ/EC and these fre-
quencies. They are typically in the low GHz regimes (5-20GHz) and should be larger
than the thermal frequencies of≈ 20mK found in dilution refrigerators: h̄ω01 > kbTdilution [22].
Writing the Hamiltonian in the basis of transmon eigenstates |j〉, it will be diagonal

Hq = h̄
∑
j

ωj |j〉 〈j| ≈ −
1

2
h̄ω01σz (2.3)

where the right equation comes from assuming a perfect two level system and setting
the ground state energy to be − 1

2 h̄ω01.

2.2.4 Frequency tunability

For further post-fabrication fine tuning of the qubit frequencies, the transmon can have
two Josephson junctions setup parallel in a loop forming a Superconducting quantum
interference device(SQUID). If there is an external magnetic flux Φext in units of the flux
quantum h̄

2e present, the total Hamiltonian HJ expressed in phase differences over the
two junctions is given by

HJ = −EJ1 cosϕ1 − EJ2 cosϕ2 (2.4)
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Where the Josephson energiesEJ depend on the thickness and transmission of the junc-
tion, and the phases satisfy due to the loop ϕ1 = Φext − ϕ2. This can be rewritten in the
form

HJ = −EJ cosϕ = −EJΣ cos

(
1

2
Φext

)√
1 + d2 tan2

(
1

2
Φext

)
cosϕ (2.5)

where we introduced the asymmetry between the junctions d = EJ2−EJ1

EJΣ
, EJΣ = EJ1 +

EJ2 and the new "phase" degree of freedom ϕ = (ϕ1 + ϕ2) /2−arctan d tan
(

1
2Φext

)
[78].

The SQUID essentially behaves like a single junction with an effective Josephson energy
EJ as shown in Figure 2.4, whereEj is set by the asymmetry and the external flux which
is used in Eq. 2.2. It allows tuning of EJ and therefore the qubit transition frequency.

2.3 The field inside the resonator

This section will describe the quantization of the electromagnetic field in a cavity, be-
cause that is the second main component in CQED and indicated in blue in our chip
picture in Fig. 2.1b. Maxwell’s equations, governing the mathematical relationship be-
tween magnetic and electric fields can be solved in a confined space without a source
term for a vector potential A that relates to the electric field E and the magnetic field B
via

~B = ∇×A

~E = −∂A
∂t

(2.6)

The solutions forA depend on the boundary conditions, but if we solve this in free space
we obtain as solutions a set of orthonormal mode functions [79]

A (~r, t) =
∑
k

(
h̄

2ωkε0

)1/2 [
akuk (~r) e−iωkt + a†ku

∗
k (~r) eiωkt

]
(2.7)

where ~r is the position coordinate, t is time, ωk is the frequency for mode k, ak the
dimensionless Fourier component of mode k and uk is the mode function - e.g a plane
wave - which specific form depends on the boundary conditions and k is the mode
index denoting different possible frequencies and polarizations.

Now in order to make calculations of the dynamics easier and satisfy the quantiza-
tion of energy, we use a trick called second quantization. Since the geometry fixes the
uk we can basically describe all of the system dynamics independent of the specific ge-
ometry by looking at the dynamics of ak alone. We replace these ak with creation âk

and annihilation âk
† operators representing the creation and annihilation of the mini-

mum single energy quantum (or photon) in the field mode k and they should satisfy the
following commutation relations

[âk, âk′ ] =
[
â†k, â

†
k′

]
= 0,

[
âk, â

†
k′

]
= δkk′ (2.8)

where the commutator [a, b] = ab− ba. These are called the bosonic commutation relations
for the fact that we can have an infinite amount of photons in each mode. The system



14 Chapter 2. Circuit based Cavity Quantum electrodynamics

FIGURE 2.5: Coherent state |α〉with vacuum fluctuations in the conjugate variables 〈X〉
and 〈Y 〉. Figure adopted from [36].

dynamics are then fully governed by the following simple looking Hamiltonian

H = h̄
∑
q

(
ωqâ
†
qâq +

1

2

)
(2.9)

where the total number of photons inside a mode is described by the number operator
n̂ = â†â and usually h̄ is taken to be 1 for convenience. Even though we have now
described the dynamics of the system operators we still need to give the states on which
these operators act. The most common choice of basis are the Fock states |n0, n1, ...〉
representing the amount of photons in each mode.

The resonator indicated in Fig. 2.1b is a half-wave coplanar waveguide resonator,
which basically is a long superconducting strip capacitively coupled to ground via a
gap around it. Half-wave means that the length of the resonator is half the wavelength
of the fundamental mode. The spacing between the other modes is much larger than
the energy range of interest, therefore in modeling we retain only a single mode and we
can drop the mode index k and arrive at the more simple Hamiltonian

H = h̄

(
ωcâ
†â+

1

2

)
(2.10)

where ωc is the fundamental mode frequency of the resonator and we can describe a
resonator state by |n〉where n denotes the amount of photons in this mode.

2.3.1 Coherent states

It is worthwhile to mention one more choice of basis: the coherent states, because they
arise if one drives a cavity with a coherent - meaning stable and definite phase - mi-
crowave tone or in the optical case from the field generated from a highly stable laser
above threshold. The coherent state is an infinite superposition of Fock states and rep-
resents a state of more definite phase.

|α〉 = e−|α|
2/2
∑
n

αn

(n!)
1/2
|n〉 (2.11)
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Coherent states are the displaced vacuum state D(α) |0〉, with the unitary

D(α) = eαâ−α
∗â† (2.12)

and α a complex number representing the average amount of photons in that state,
e.g |α|2 = 〈n̂〉. This also happens to be the eigenstate of the annihilation operator â.
In experiments, we measure the classical real and imaginary parts of α, I and Q called
quadratures since they correspond to the in and out of quadrature signals of typical het-
erodyne electric field measurements. In any quantum optical textbook their quantum
mechanical analog is described by hermitian operators X̂, Ŷ [36]

X̂ =
1

2

(
â+ â†

)
, Ŷ = − i

2

(
â− â†

)
(2.13)

These obey the canonical commutation relation
[
X̂, Ŷ

]
= i

2 showing that they cannot
be measured simultaneously with arbitrary precision. The uncertainty principle then
gives ∆X̂∆Ŷ ≤ 1 and coherent states are precisely the minimum uncertainty states for
which ∆X̂ = ∆Ŷ = 1. A nice illustration of coherent states and the vacuum fluctuations
induced by the above uncertainties is given by Figure 2.5

2.4 Resonator qubit coupling

A widely used model for both the atom-cavity dynamics from Figure 2.1a and the su-
perconducting Transmon qubit coupled to a readout resonator of Fig. 2.1b is given by
the first order dipole coupling Rabi Hamiltonian

H = h̄

(
ωc +

1

2

)
a†a+

1

2
h̄ωqσz + g(σ+ + σ−)(a† + a) (2.14)

where the first two terms are just the uncoupled Hamiltonians of the two level system
from Eq. 2.3 and the single mode oscillator of Eq. 2.9. The last term effectively represents
swapping of excitations between the qubit and resonator via the interaction of the EM
field with the dipole of the transmon due to tunneling of the cooper pairs across the
island and σ− and σ− represent the lowering and raising operators of the qubit. Here g is
the coupling strength depending on calculating the first order matrix elements between
the charge operator n̂ and the transmon eigenstates with a prefactor given by the device
geometry [50]. It is customary to throw away terms corresponding to excitations in
both the qubit and the resonator, e.g the a†σ+ and aσ− terms. This is called the Rotating
wave approximation (RWA) since it can also be seen as the averaging out of fast rotating
terms in the frame rotating at the frequency of the resonator. The resulting Hamiltonian
is called the Jaynes Cummings Hamiltonian [45].

Now if we denote the detuning of a qubit with the resonator by ∆ = ωq − ωc and if
this detuning is large compared to the coupling g, we can approximate HJC by doing a
unitary transformation [50] and expanding it in the small parameters λ = g2/∆i << 1.
This is called the dispersive approximation and gives the resulting Hamiltonian

H =
ω′q
2
σz + (ω′c + χσz) a

†a (2.15)
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where if we take the higher transmon levels into account before the approximation
we get the renormalized frequencies w′q = wq + χ01, w′c = wc − χ12

2 , χ = χ01 − χ12

2

,χij =
g2
ij

ωqij−ωc
and ωqij are the transition frequencies from state i to state j given by

diagonalizing Eq. 2.2 and the perturbative dipole coupling strength gj,j+1 is given by
〈j| n̂ |j + 1〉where n̂ is the charge number operator.

FIGURE 2.6: Energy level diagram showing the effect of coupling the qubit and res-
onator via the Jaynes Cummings model. The left diagram shows a hybridization of
qubit and resonator in case of equal frequencies. The right diagram shows the renor-
malization of the qubit and resonator frequencies if they are far detuned from each
other. Numbers indicate photon occupations and g, e the ground and excited state of

the qubit respectively. Figure adopted from [36].

In our experiment we have two qubits coupled to a resonator, but this equation
can be interpreted for each qubit separately given they are not close to each other or the
resonator in frequency. For a single qubit this equation says that the resonator and qubit
push each other away from their bare frequencies due to the coupling. This is given by
the χij and is called the Lamb shift. In the experiment we use precisely this effect for
tuning the resonator by changing the qubit frequency. The other effect we can see from
this is the AC Stark shift χ which depends on the qubit and resonator states. For each
excitation(photon) in the resonator the qubit frequency is shifted by χ. This also holds
the other way around: if the qubit is in the excited state, the resonator is shifted by 2χ.
Therefore this can be used to readout the qubit state by probing the resonator with a
fixed frequency and looking at the resulting change in phase or amplitude of the output
due to the change in resonance frequency.

Introducing a microwave drive

The system can be driven with a microwave field at frequency ωd through a feed line
that is capacitively coupled to the resonator. This introduces a driving term

Hd = h̄ε(t)
(
â†e−iωdt + âeiωdt

)
(2.16)

where ε(t) is a measure of the drive amplitude [9]. The total system Hamiltonian then
becomesHJC+HD and if the frequency of the driving tone is in resonance with the qubit
we can perform logical gates on the qubits [10], while if the driving tone is far detuned
from the qubit and close to the resonator frequency we can perform continuous weak
QND measurements via monitoring the qubit state dependent output field. This is an
integral part of this thesis and will be discussed more thoroughly in the next section.
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2.5 Qubit readout

2.5.1 Input output theory

In the previous section we have introduced a external driving term in the Hamiltonian,
but the modeling of physical systems via Hamiltonians can only describe closed sys-
tems. The classical thermodynamics picture of a system A interacting with and dissi-
pation to a heat bath B can therefore only be described by a full Hamiltonian of A, B
and their interaction. This section will answer the question of how to model the drive
via the input line to our chip in a classical way, introducing causality via an input and a
system output depending on the input following. This is beautifully derived in [35] and
explained in [73, 79]. We will present a short version below, because the result is widely
used throughout this thesis.

2.5.2 Coupling to continuous systems

A key assumption in any quantum mechanical dissipation is the continuity of the bath.
Take a transmission line for example, we can quantize the electric field in the same way
as we did in Eq. 2.9. But now - as opposed to the resonator where only a single mode
was important - the length of the line is assumed to be infinite. Therefore the mode
spacing goes to zero, which allows us to write the transmission line Hamiltonian HB as

HB = h̄

∫ ∞
−∞

ωb̂† (ω) b̂ (ω) (2.17)

where again the bosonic creation and annihilation operators satisfy
[
b (ω) , b† (ω)

]
=

δ (ω). If we then couple this bath to a single mode cavity assuming linear system bath
interaction we obtain a similar interaction term as in Eq.2.14

Hint = ih̄

∫ ∞
−∞

κ (ω)
(
b̂† (ω) â− â†b̂ (ω)

)
(2.18)

where a is the cavity annihilation operator, κ (ω) the frequency dependent coupling
strength and where the integral should range from (0, ω), but usually we are in a rotating
frame and κ (ω) is assumed to be zero for all ω except a small bandwidth around the
rotating frame - called the Markov approximation - so we can safely extend the limits of
the integral to∞.

We can now calculate the Heisenberg equations of motion for an arbitrary system
with a cavity coupled as above

ċ (t) = − i
h̄

([c (t) , Hsys] + [c (t) , HB ] + [c (t) , Hint]) (2.19)

for any operator c including b (ω). We can immediately solve the resulting differential
equation for b (ω) giving b (ω, t) (now changing in time) as a function of c (t).

b (ω) = e−iω(t−t0)b0 (ω) + κ (ω)

∫ t

t0

e−iω(t−t′)c (t′) dt′ (2.20)

where the initial value b0 (ω) is b (ω) at t = 0. This can be substituted in Eq. 2.18 together
with the assumption that κ (ω) =

√
κ
2π resulting in the final Quantum Langevin equation
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for any system operator c

ċ = − i
h̄

[c,Hsys] +
([
c, a†

] (κ
2
a+
√
κain (t)

)
−
(κ

2
a+
√
κain (t)

) [
c†, a

])
(2.21)

where the input field ain (t) is defined as

ain (t) =

√
1

2π

∫
dωe−iω(t−t0)b0 (ω) (2.22)

which can be seen as a white noise input since the commutation relation
[
ain (t) , a†in (t′)

]
=

δ (t− t′) giving a flat spectrum. We now have the equation of motion for any system op-
erator c, but we need to do one more step in order to get the output of the system as a
relation of the input. This involves solving Eq. 2.19 for b (ω) not just for previous times
t0, but for a future time t1 > t. If we then perform the same steps as above, we get
the Time reversed Langevin equation similar to Eq. 2.21 back but with ain replaced by an
output field defined as

aout (t) =

√
1

2π

∫
dωe−iω(t−t0)b1 (ω) (2.23)

Now since both Langevin equations describe the time evolution of the same operator,
we can equate them to obtain the famous input output relation

aout (t) + ain (t) =
√
κa (t) (2.24)

this equation thus gives meaning to causality in quantum systems and allows us to
easily calculate the system output given an arbitrary input!

W S

Hsystem

FIGURE 2.7: Illustration of a single cavity with a qubit described by Hsys with cavity
annihilation operator a (t) in the Heisenberg picture coupled to an infinitely long trans-
mission line through a weak coupling κw on one side and a strong coupling κs on the

other, adapted figure from [73]

2.5.3 Dispersive readout of a single cavity

We can illustrate the use of the formalism above by describing the measurement of a
qubit via driving a transmission line coupled to a readout resonator - or asymmetric
Fabri-Perot cavity - with strong coupling κs, see Figure 2.7. There is a transmission line
coupled to other side of the resonator with a weak coupling κw allowing us to choose
between readout in reflection or transmission. The system Hamiltonian is taken to be
that of Eq. 2.15, together with the added driving term of Eq. 2.16. Solving Eq. 2.21 for
the cavity field operator a in a frame rotating at the drive frequency ωd gives
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∂a

∂t
= −

(
i (∆ + χσz) +

κw + κs
2

)
a+
√
κs (asin + εs (t)) (2.25)

where ∆ = ωc − ωd, εs (t) the time dependent coherent drive (if we take ε from Eq. 2.16
we renormalize with εs = −iε√

κs
) at the strong input port and χ the dispersive shift. We

have assumed no drive in the weak port and neglected the bath noise from the bath,
which is valid if κw << κs. The correspondence with the classical Langevin equation
is now clear if we see ain as a white noise term. Note that we could replace ain (t) →
ain (t) + εs (t) since the drive can be seen as a coherent state with white noise from the
boson bath superposed on it.

Taking the expectation value of Eq. 2.25 on both sides and taking the qubit state as
classical up or down then gives the qubit state dependent classical equation of motion
for the complex field amplitude α in the rotating frame of the drive.

α̇± = −
(
i (∆± χ) +

κw + κs
2

)
α+
√
κsε

s (t) (2.26)

where |α|2 = 〈n〉 the average photon number inside the cavity at a time and εs can be
seen as the coherent driving field such that |εs|2 has units of power going in the cavity.
The different normalization comes from the fact that the cavity is defined in a bounded
region, while the input field is defined in an unbounded region. We can solve Eq. 2.26 in
steady state by setting the left hand side to zero and assuming a constant driving field
εsss

αss =

√
κs

i (∆± χ) + κw+κs
2

εsss (2.27)

The classical output field in reflection, denoted by z (t), is then given via Eq. 2.24

z± (t) =
√
κsα

± (t)− εs (t) (2.28)

Thus in steady state we get zss = r±εsss, with r± = −(κs+κw)+2i(∆±χ)
(κs+κw)+2i(∆±χ) , so we can see this

as a qubit state dependent phase shift.
We can solve Eq. 2.26 easily by going to the Fourier domain obtaining for the cavity

and output field

α (ω) = H±a (ω) εs (ω) , z (ω) = H±
aR

(ω) εs (ω) (2.29)

where we can see Ha as a transfer function of the qubit cavity system and HaR is the
transfer function for the reflected output field, the precise form is given in Eq. 5.4. We
could also look into the transmitted output field which is simply

√
κwHa since there is

no input assumed from the weak port. We can now finally understand a dispersive mea-
surement illustrated in Figure 2.7. Information about the qubit state entangles with the
cavity photons and we can thus project the qubits by measuring the outgoing photons!

The master equation

Another approach to system bath coupling is the master equation for the combined sys-
tem density matrix. We can basically eliminate the bath degrees of freedom by tracing
out the bath and assuming the bath is not affected by our system. For our system with a
single qubit and cavity this then gives a Lindblad type master equation of the form [31,
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32]
∂ρ

∂t
=
i

h̄
[HJC , ρ] + κD [a] ρ+ γD [σ−] + γφD [σz] (2.30)

which is basically the von Neumann equation for the (dispersive) Jaynes Cummings
Hamiltonian of Eq. 2.15 together with Lindblad operators [80]D [A] = AρA†− 1

2

(
A†Aρ+ ρA†A

)
representing non-unitary evolution, which is in this case is decay where κ is the rate of
decay of the cavity into the environment( or transmission line in this case) and γ, γφ
represent energy loss and pure dephasing of the qubit to the environment respectively.

Measurement induced dephasing and the polaron transformation

To obtain insight into how photons in the cavity affect the qubit state, we can make use
of the fact that the cavity, if initially in a coherent state and driven by a coherent state,
will always remain in a coherent state. Note that we can simulate the evolution of the
coherent state average from Eq. 2.26. We can make use of this knowledge by hybridizing
the qubit and cavity degree of freedom via ρP = U†ρU with U = P0D (α+) + P1D (α−)

where D is the cavity displacement operator as defined in Eq. 2.12. As opposed to the
normal frame of reference(lab frame), in the polaron frame the cavity is always in the
vacuum state. This removes the entanglement between the "qubit" and resonator and
thus all terms involving a will become zero. This greatly simplifies the master equation,
keeping only the qubit terms and then transforming back to the lab frame as derived in
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Appendix A of [31] we end up with

ρ̇ (t) =
i

h̄

[
H ′q (t) , ρ (t)

]
+ γD [σ−] ρ (t) +

1

2
[γφ + Γd (t)]D [σz] ρ (t) (2.31)

where we took the trace over the resonator ρ (t) = Trcav (ρ) and ended up with a qubit-
only Hamiltonian. The qubit now has a cavity state dependent frequency due to the AC
Stark shift from the interaction with the cavity

H ′q (t) =
1

2

(
ωq + χ+ 2χRe

{
α+ (t)α∗− (t)

})
σz (2.32)

and an extra cavity state dependent dephasing term given by

Γd (t) = 2χIm
{
α+ (t)α∗− (t)

}
(2.33)

which is called the measurement induced dephasing, because this dephasing comes purely
from photons in the cavity entangling with the qubit and leaking out afterwards. This
can be seen as a quantitative expression for the projection speed of the measurement if
we monitor the output field and we can thus truly speak of a continuous weak mea-
surement of σz! Note that if the output fields for both qubit states were the same, the
measurement cannot distinguish the two states and therefore we would not project the
qubit. We make use of this in 5.2.1 when we start cascading systems and want to make
only the odd-parity subspace indistinguishable.
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3 Setup and methods

This chapter will describe our setup and then continue with the various calibration pro-
cedures. Finally it will give our estimated parameters.

Chip 1

Chip 2
circulator

JPA

PCB

Quantum Chip

(a)

(b)

(c)

FIGURE 3.1: Picture of the experimental setup. (A) The bottom of the dilution-
refrigerator containing the two chips. This stage is attached via thick copper rods to
the mixing chamber of the fridge, cooling it to 30mK. Indicated are the microwave cir-
culators and the Josephson Parametric Amplifier(JPA). (B) Top-down view of the chip
Printed Circuit Board(PCB). Note that the six SMP connectors take up most of the space.

(C) Zoom in of the quantum chip containing 2 qubits coupled to a resonator.

The experiment was performed with two nearly identical chips. They were cooled
down to milliKelvin temperatures in a Leiden-Cryogenics CF-650 dilution refrigerator.
A photograph of the cold finger of this dilution refrigerator is shown in Fig. 3.1. Each
chip contains two qubits coupled to a single resonator and another two used solely to
tune the resonator frequencies to optimize entanglement generation. A detailed wiring
diagram of the setup is shown in Fig. 3.2
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FIGURE 3.2: Detailed wiring diagram of the experiment.

3.1 Tune up and parameter estimation

For generating the half-parity measurement is it very important that we know and are
able to manipulate our experimental parameters. In this section we will discuss the
various measurements needed to find the qubit and resonator parameters.

3.1.1 Finding the resonator frequency

The first thing to do is a power sweep to find the resonator bare frequency ωc. Which
in the start of an experiment is also the first sign of live of a newly fabricated qubit. In
this measurement we do a 2D sweep the power of the continuous microwave source
versus driving frequency ωd. We did a measurement from the weakly coupled back-
port so if ωd = ωc we will see a peak in the output amplitude since we are measuring
in transmission. In our case there are 2 qubits coupled to the resonators on each chip,
so the bare cavity frequency is shifted via the lamb shifts induced by both qubits at
low powers. At intermediate powers the cavity response becomes non-linear due to
hybridization with the qubits and at very high powers the cavity becomes effectively
insensitive to the qubits and we can measure the bare cavity frequency ωc [66]. The
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results are shown Fig. 3.3. Note that the we used the tuning qubits to tune the second
resonator away when measuring the first so it wouldn’t show up in the scan.
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FIGURE 3.3: Resonator power-sweeps on both chips showing the presence of the qubits
and the bare resonator frequency. This resulted in an estimate for the bare resonator
frequencies fresA = 6.339 GHz and fresB = 6.344 GHz. From this we can also obtain
the resonator line-widths κsa

2π
= 3.01 MHz and κsb

2π
= 4.54 MHz, but more data was

taken on them during the sweep of Fig. 3.6.

3.1.2 Tuning qubit frequencies via Flux bias line
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FIGURE 3.4: Entangling(tuning) qubit DAC arches in green(blue) for both chips plotting
qubit resonance frequency versus applied flux in units of the flux-quantum. Diamonds
represent chip 2 and circles chip 1. Dashed lines represent the resonator bare frequen-
cies. Tuning qubits were fabricated to have a lower and an upper sweet spot within
the available DAC range. Entanglement qubits are located below the resonator. The
entanglement qubits have sweet-spots - the first-order flux insensitive maxima - at 5.23
and 5.24 GHz. The tuning qubit on chip 1(2) has its top sweet-spot at X(Y) GHz and its
lower sweet-spot at X(Y), such that they could be used to compensate the resonator in

both directions if necessary.

After the resonators are found, finding the qubits is a logical next step. All of our
qubits had a flux bias line, so we could tune each of them by applying a DC current to
their respective line. This current generates a magnetic flux which according to Eq. 2.5
alters Ej while keeping Ec constant. This then changes the qubit frequency. In or-
der to measure the qubit frequency at a certain current value, we performed two-tone
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spectroscopy. The first tone was send in resonant with the resonator. We then apply a
second tone the qubit drive line. If this tone is resonant with the qubit frequency, it will
induce a Rabi-oscillation. This will on average increase the excited population of the
qubit depending on the detuning of the drive with the resonance frequency saturated at
0.5. The excited population induces a phase and amplitude response in the qubit state
dependent resonator transfer function, see Fig. 2.8. Monitoring the transmission versus
driving frequency thus shows a change in amplitude or phase depending on the detun-
ing between the resonator and the measurement tone, which indicates being resonant
with the qubit. Note that the linewidth of the qubit is normally defined by the qubit
dephasing rate 2πγφ, so that as the qubit quality increases the ability to accurately mea-
sure its frequency would decrease. This effect can be countered by driving the qubit
stronger (power broadening), increasing the chance for the qubit to be in the excited
state at a given detuning, effectively increasing the line-width. In Fig. 3.4 we show the
flux tuneability range of the four qubits used in this experiment.

One problem in tuning up these flux lines is cross-coupling between the lines. If you
bias one of the lines you can see that the second qubit frequency is affected. We had a
vector ~φ of five fluxes(4 qubits on 2 chips and the JPA, although the JPA was quite far
away in the fridge so shouldn’t be affected too much). Now if we denote the effective
flux on the qubits and JPA by Φ we can see that

~Φ = M~φ− ~φ0 (3.1)

where ~φ is the flux set by the currents, M should be proportional to the identity in the
ideal decoupled case. Mij =

dfΦj

dφi
for each qubit. We can correct for this coupling by

defining a new flux vector ~φc = M−1
(
~φ− ~φ0

)
such that we are now able to change the

effective flux on each qubit independently given we know the offset ~φ0. This method
was applied reducing an original maximal coupling of 10−2 to 10−3. This is an impor-
tant step, because we should be able to change the tuning qubit without moving the
entangling qubits out of their sweet spot, otherwise we are more sensitive to dephasing.

3.1.3 Get anharmonicity from two tone spectroscopy

Estimating the qubits anharmonicity α is an important factor in qubit characterization.
With this we can estimate χ from the coupling g and ∆ or the other way around. We can
also find Ec and together with its frequency Ej . α is found by exploiting a two photon
transition from 0->2. Even though the transmon doesn’t allow a single photon 0->2
transition due to the selection rules, a two photon transition is allowed at high powers
and at frequency ω02/2. Another way to find α is by saturating the 0->1 transition with
one tone, while using a another to drive the 1->2 transition. Now if these tones add up
to the 0->2 transition you will also see a response of the resonator frequency - monitored
with a third tone - since you also get a stronger dispersive shift from the second level
of the qubit. In Fig. 3.5 you can see example measurements of both methods on the two
entangling qubits. This resulted in an estimate of α = −0.34MHz. We can then use a
numerical version of the transmon Hamiltonian to estimate Ec and Ej given the qubit
frequency and α. This resulted in Ec

2π = 293MHz for both entangling qubits.
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FIGURE 3.5: Three and two tone spectroscopy both giving the anharmonicity. (Left)
Three tone spectroscopy using the 0→ 1 and 1→ 2 transition performed on the entan-
glement qubit of chip A. Resulted in an anharmonicity of α = −340MHz. (Right) Two
tone spectroscopy where power was swept versus driving frequency. At higher powers
a clear phase shift of the resonator response S21 is noticed indicating the 0→2

2
frequency.

From this α = −340MHz so both entangling qubits had the same anharmonicity.

3.1.4 Tuning the resonator via the qubits

An important trait of our setup is the fact that we can use the tuning qubits to change the
resonator frequency. This allows us to change the relative frequency difference ∆A, B of
the cavities to the readout tone, which are important parameters in making the classical
equations of motion 5.3. Now with a compensation pulse from Eq. 5.6 a ∆ should not
matter for dephasing since the solution compensates for it, but we do see a change in
readout fidelity due to finite bandwidth of the used JPA and the fact that ∆ causes the
information to switch between quadratures over time reducing homodyne detection ef-
ficiency by a maximum of 50%. In Fig. 3.6 we show how we can tune the frequency of
the resonators on both chips by changing the tuning qubits. We placed one tuning qubit
above the resonator and one below so we could make their Lamb-shifted frequencies
equal. Using the dac-arches we can extract the tuning qubit frequency from bias cur-
rents. This allowed us to directly get the resonator frequency as a function of tuning
qubit frequency. We then used a numerical simulation of a three level Tavis Cummings
hamiltonian with qubit-qubit coupling to fit the data so we obtained the couplings g.
The form of it is given in Appendix A. During the sweep of the tuning qubit we also did
a pulsed spectroscopy on the entangling qubit of each chip to make sure that the disper-
sive shift χ didn’t change unpredictably as a function of resonator frequency, since χ is
also an important parameter modeling the compensation pulse. We found an average
χ = 335KHz for both chips and as shown, from the fit we don’t expect it to change
much.

3.1.5 Estimating Line losses

An important parameter in the final scheme is the loss in the transmission between the
cavities 1 − ηl because each lost photon can be seen as being measured by the environ-
ment without us knowing the outcome. The main cause of loss is given by the Palmtech
CTH0408KCS circulators. In our scheme photons that are reflected off the first cavity
pass two circulators each having 0.09 dB loss. This totals to 0.18 dB or ηl = 0.96. The
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FIGURE 3.6: Resonator frequency fr (top) and χ (bottom) versus tuning qubit frequency
fQT for both chips, showing that we can tune the resonator by a few MHz by apply-
ing a flux to the tuning qubits. Lines indicate fits from a three level Tavis Cummings
Hamiltonian, modeling the resonator together with the two qubits and their coupling

as described in appendix A. Couplings found were gEa
2π

= 40MHz, gTa
2π

= 35MHz,
gEb
2π

= 40MHz, g
T
b

2π
= 30MHz. The average dispersive shift is χ

2π
= 335KHz for both

qubits, but the uncertainty varies between the chips as indicated in the figure. Anhar-
monicity was taken to be −340MHz for all qubits and the entangling qubit frequencies

were set at their sweet-spots.

insertion loss from two Rosenberg connectors from chip to transmission line are speci-
fied to bounded by ≤ 0.05

√
f(GHz)dB so this would at most give 0.13 dB per connector

in our frequency range. Other connectors are those of the transmission line itself which
we can assume Taking these into account would give ηl = 0.9. Now there can also be
losses due to the wire-bonding of the chip to the PCB further decreasing ηl.

Another parameter of importance in this experiment is the measurement efficiency ηm,
since this affects the rate of separation of the measurement outcome histograms and thus
the minimum amount of measurement time we need. In our setup ηm should equal 1 in
a perfectly reflecting measurement [20], but is reduced due to losses after exciting cavity
B. Now we of course get some losses due to photons transmitting through the weak port
depending on the ratio κw

κs
but they are already incorporated in the model. The output

of cavity B passes through 3 circulators and a Krytar directional coupler giving at most
0.33dB, 0.6dB loss respectively before being amplified by the JPA. The extra circulator
was added in to be sure that no JPA pump power leaks back into the system since it was
at the same frequency as the measurement tone. Again there was a Rosenberg connector
giving a total of 1.04 dB corresponding to ηm ≤ 0.78. Now finite squeezing, the classical
amplification chain after the JPA and the fact that in the transient case there is always
some information in the other quadrature than the one amplified by the JPA can result
in a lower ηm.
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TABLE 3.1: Summary of system parameters. How the parameters were obtained is
described in the previous sections. κw was estimated to be zero, since it was designed
to be at least of factor of 300 smaller than κs. κI was obtained from resonator internal

quality factor measurements, where the average QI ≈ 500000.

Parameter Chip 1 QE(QT ) Chip 2 QE(QT )

fres,bare 6.344 GHz 6.339 GHz
κs

2π 3.01 ± 0.05MHz 4.54 ± 0.05 MHz
fq,max 5.230 (5.81) GHz 5.238 (5.81) GHz
fq,min ... (7.32) GHz ... (7.43) GHz
α -340 MHz -340 MHz
χ
2π 0.335MHz 0.335 MHz
g 40(30) MHz 40(35) MHz
κw

2π ≈ 0 ≈ 0
κI

2π 0.0125 MHz 0.0125 MHz
ηl ... 0.88

3.2 Calibration and monitoring routines

3.2.1 Dephasing and coherence measurements

A large factor in performance of the experiment are the qubits relaxation and dephasing
times due to interaction with the unmonitored environment. The effect of this noise the
qubits can be described phenomenologically by exponential decay curves of the form
e− τ

Ti
. We can thus measure the decay of the height of the density matrix elements af-

fected by the noise via standard T1, Ramsey and Echo measurements. We noticed that
sometimes we had big fluctuations in T1, so we made it standard practice to monitor
these times interleaved with all measurements. The results are shown in Fig. 3.7. Here
you can see that the entangling qubit on chip 1 had on average a T1 = 18µs, the en-
tangling qubit on chip 2 was worse with T1 = 9.3µs. This can be explained partially
by an enhanced spontaneous emission rate due to the presence of the cavity called the
Purcell effect, in the dispersive regime this is given by TPurcell1 = κ g

2

∆2 [50]. Using typ-
ical experimental parameters we obtain for chip A TPurcell1 = 40.6µs and for chip B
TPurcell1 = 26.8µs. Another effect that contributes is the dielectric loss of the field going
through the silicon substrate of the chip, which increases with frequency [50]. Ramsey
times on both entangling qubits were fluctuating anywhere between T echo2 and 0 indi-
cating it being limited by slowly fluctuating charged quasi-particles affecting ng of the
transmon Hamiltonian and causing a change in frequency. T echo2 times were for chip
A(B) 15.1µs (27.3µs). The tuning qubits on chip A(B) had much lower T1 3.8µs (4.1µs),
T ∗2 1µs (2 µs) and T echo2 1.5µs(4µs)

3.2.2 Calibration routines

High gate fidelity is a key element in being able to do reliable experiments. We there-
fore calibrated our pulses using a technique called DRAG pulsing, where the pulse is
improved by superposing it with a second shape that is proportional to the derivative of
the first [55, 18]. This minimizes leakage to higher qubit levels due to the pulse, which
is necessary due to the relatively small anharmonicity of the Transmons. In order to cal-
ibrate the single pulse amplitudes we used Rabi-oscillations of the qubits followed by
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FIGURE 3.7: Histograms of coherence times of the entangling qubits measured inter-
leaved with the experiment. T1 was measured doing aX pulse and waiting for varying
times before measuring the qubits. T2∗ was measured using a Ramsey sequence con-
sisting of a Yπ

2
and Y−π

2
pulses separated by a varying waiting time τ . In the ideal case

we would end up with |0〉 again, but if ω01 fluctuates due to noise we can end up with
a different state based on the amount of noise. Averaging all of these random states
results in mixture. T echo2 was measured adding in an echo pulse half-way between the
Ramsey sequence. This factors out slow noise, since if there is noise that is constant
over a single experimental run, the echo will cancel the phase gain during the waiting

time τ .

Ramsey measurements to find the detuning of the drive and correct for this. A repeated
set of n X pulses was used to calibrate the drive amplitude further since this ampli-
fies any over or under-driving by a factor of n. An important calibration measurement
was an ALL-XY sequence [66] this is an ordered set of two qubit rotations consisting of{
I,X, Y, Yπ

2
, Xπ

2

}
and shows errors due to detuning, incorrect DRAG parameters, in-

correct amplitudes and several more. This made it useful in determining the waiting
time of our final measurement after we had done an entangling measurement, since if
there are photons left in the resonator the qubit gets a frequency shift χ and this will
show up as a detuning error in the ALLXY sequence.

3.3 Entanglement by measurement scheme

3.3.1 Time domain

Measurements pulses were generated on an AWG to activate a constant frequency mi-
crowave tone (≈6.34 GHz) where the frequency was chosen for optimal readout condi-
tions via simple amplitude based mixing. The readout resonators where measured in
reflection. Single Qubit pulses were generated using a second AWG with a sideband
modulation frequency of 100MHz and were then mixed with another microwave tone
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generator at (100MHz above) the qubit frequency (≈5.4 GHz) to obtain a pulse reso-
nant with the entanglement qubits. This is to avoid driving the qubits when there is
no pulse being sent. All microwave tones that were send into the fridge had ± 60dB of
attenuation at various stages in and outside the fridge to minimize noise from thermal
radiation. The first AWG also triggered the acquisition card to acquire via a simple trig-
ger pulse before the first measurement. The readout signal was usually amplified by a
phase sensitive Josephson parametric amplifier [15] and afterwards by a HEMT(High
electron mobility transistor) amplifier at 4K and additional RT amplifiers as to maximize
readout fidelity. The acquisition card had a sampling rate of 1GHz so the signal was de-
modulated to DC after returning from the fridge by mixing it with split signal from the
same source. Then for readout the in and out of phase quadratures were recorded in a
standard heterodyne scheme. We then integrated a time window corresponding to the
measurement, where we implemented an integration weight function and then saved
the integrated single shot results. A more detailed wiring diagram is shown in Fig. 3.2.

3.3.2 Pulse scheme

The main goal of this experiment was creating entanglement by measurement. The used
pulse scheme can be seen in Figure 3.8. We start the measurement with an initialization
measurement to fight thermal excitations of the qubits on which we later post-select.
We then are ready to apply Yπ

2
pulses on both qubits as to create the maximum super-

position state |+〉 |+〉. We then perform a smoothed entangling measurement of tent ns
through the strongly coupled ports at a frequency ωd near the cavity frequency At this
same frequency we also apply a compensation drive to the weakly coupled back port of
the second cavity in order to minimize the output transient difference. After this we ap-
ply tomographic rotation pulses on both qubits. This is repeated 36 times where the to-
mographic pulses are varied over the overcomplete set of {I, X, Xπ

2
, X−π2 , Y

π
2
, Y−π2 },

see Chapter. 4.
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FIGURE 3.8: Pulse scheme of the entanglement-by-measurement scheme. We start with
an initialization measurement of 1µs followed by a 1 µs wait time to empty the cavity,
post-selecting on that result corresponding to zero we prepare the |++〉 state by doing
40 ns Yπ

2
pulses on each qubit. We then immediately send in the entanglement projec-

tion pulse for a time tent = 300 ns with amplitude εent. Before we can do tomography
to find out what state we have produced we need to wait a time twait = 740 ns until the
cavities are empty. Tomography is performed by doing one of a set of 36 tomographic
prerotations each run followed by a final measurement of length tfinal = 1 µs and

strength εfinalεent to be able to dinstinguish all four states.
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TABLE 3.2: The 60 pulse sequence. This is repeated for each data point thus giving
each independent run of the experiment its own calibration. The overcomplete set of 36
tomographic rotations is denoted by multiplying the set {I, X, Xπ

2
, X−π

2
, Yπ

2
, Y−π

2
}

with itself.

#Pulse QE1 QE2 QF1 Final rotations QF2 Final rotations

1 - - - -
2 X - - -
3 - X -
4 X X -
5-40 Yπ

2
Yπ

2
{I, X, Xπ

2
, X−π2 , Y

π
2
, Y−π2 } {I, X, Xπ

2
, X−π2 , Y

π
2
, Y−π2 }

40-45 - - - -
45-50 - - X -
50-55 - - - X
55-60 - - X X

We also perform 4× 5 repeated calibration measurements for the final Measurement
needed to calibrate the measurement operator, where we instead of Yπ

2
pulses create

the four computational basis states. We turn off the entanglement pulses during these
steps. We then do four more calibration pulses with the entanglement pulse turned on.
These calibration points are needed in order to determine the correct threshold region.
This thus results in a total of 60 traces per ATS buffer. We then repeat this in the buffer
direction for Npoints times. The complete pulse sequence per data point is also shown
in table 3.2 and Figure 3.8. The pulse timing varied between different runs but the ones
used in the results shown in Chapter 6 are tent = 300ns, twait = 740 ns. Initial and final
measurement pulses were 1 µs and we waited for 1 µs after the initial measurement.
twait Was determined by optimizing on an ALLXY sequence after the entanglement
measurement while varying twait since residual photons in the cavity give detuning
which shows up as mismatch to the ideal ALLXY.

3.3.3 Measured data preprocessing

Measurements were acquired in a heterodyne scheme, we therefore had data of both the
I and Q quadratures. For single shot measurements we took the integrals of this data
over preset time-windows, corresponding to expectation values of Eq. 2.13 but with
some constant (over the time of an experiment) phase between them. When doing single
shots we had the Josephson parametric amplifier in phase preserving mode to boost
readout fidelity‘up to 99.9% (corrected for thermal excitation). This effectively made
our readout become a homodyne measurement of a single quadrature of the output, so
nearly all information in the orthogonal quadrature was lost. This did however allow us
to rotate the data after acquisition and process only a single quadrature in the analysis.
A typical measurement of the |++〉 state is given in Figure 3.9. In this figure you can
see the blobs corresponding to the four equal populations in the superposition states,
where the 01 and 10 overlap a lot due to the nature of our half-parity measurement.

Due to the single-quadrature amplification of the JPA we rotated the data and took
the projection of it on a single axis according to(

I

Q

)
=

(
cos θ − sin θ

sin θ cos θ

)(
I ′

Q′

)
(3.2)
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FIGURE 3.9: (A) 2D Histogram of final measurement counts(color) versus I and Q
quadrature voltages of a |++〉 state squeezed by the phase sensitive JPA. One can dis-
tinguish the three blobs corresponding to the 00, 01, 10, 11 populations where the 01
and 10 are less distinguishable so form one blob in the middle, (B) Rotated version of
A. Nearly all information is now projected onto the I quadrature so that we can switch

to looking at the data in a single dimension.

where I ′, Q′ stand for the measured quadratures and θ the rotation angle with an opti-
mal angle determined differently per measurement.

The initial measurement had no calibration points, therefore the best rotation was
just one that maximizes the spread in the data in a single quadrature. The other mea-
surements had calibration points and therefore the optimum rotation angle could sim-
ple be calculated if we denote the difference in means by d(µ00, µ01) = (dx, dy), by
θopt = arctan(dxdy ). Note that once an optimal rotation angle has been found, all data
points are rotated with the same angle.

3.3.4 Thresholding on the entanglement measurement

Since our protocol only generates entanglement 50% of the time, we need to postselect
and discard measurement outcomes that correspond to |00〉 or |11〉. We implemented
four extra calibration points corresponding to the four basis states for this so we could
fit four Gaussians around the expected values of each computational basis state. We
can then simply put the middle of our postselection region in the middle between the
01 and 10 fit. If we then set a certain threshold radius we can balance between keeping
more overall data and keeping more of the 01,10 subspace. We can furthermore estimate
the remaining population inside our postselected region by integrating the Gaussians
inside the post-selected interval. This is evaluated analytically using the error function
in the python code, keeping in mind possible orientation switches.

2-Dimensional thresholding

We noticed that driving the JPA in a highly non-linear regime caused "banana-like"
shapes in the I-Q plane as can be seen in Fig. 3.9. Projection a non-straight into 1D
thus meant we lost information. For the final measurement this was not much of an is-
sue, but in the entanglement measurement, signal to noise ratio is of crucial importance
to obtaining good concurrence. We therefore started using Scikit-learn [70] a standard
multidimensional classification package for python and implemented a neural network
based classifier. This allowed us to threshold in 2D thus not losing information due to
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FIGURE 3.10: Entanglement measurement calibration point distinguishability for two
different measurement powers. Both measurements contained without selection 12800
points. (A) At weak power P = 4 × 10−4mW we see all histograms overlapping.
The postselection region is given by the red vertical lines where the middle denotes
the center. Expected remaining populations after postselection are given in the legend.
After selection only (B) At strong power P = 2.4 × 10−2mW we see that calibration
points corresponding to |00〉 and |11〉 inputs become distinguishable, but the |01〉 and

|10〉 do not.

projection on a single axis. We noticed stabler concurrence and an overall improvement
over the datasets. An example threshold outcome is shown in Fig. 6.2.d.

3.3.5 Minimizing the transient difference

As shown in sec. 6.1 there is an important relation between transient difference and
dephasing due to the measurement. Performing a half-parity measurement means min-
imizing the dephasing of the 01-10 subspace while maximizing that of the others. De-
phasing is directly related to distinguishability which comes from the transient differ-
ence. We therefore measured the transients for different detunings set by the tuning
qubits to determine the optimal operation point and finally optimized on the following
cost function

T = d01,10 ∗

√√√√√
∑

i,j

1

d2
ij

 (3.3)

where the integrated transient difference is denoted by di,j =
√∫
|Yi (t)− Yj (t)|2. This

basically penalizes d01,10 being large, but also penalizes for the other states becoming
non-distinguishable in a symmetric way. A comparison of theoretical transient differ-
ence landscape and a measured one is given in Fig. 3.3.5. Theory showed that going to
higher detunings actually improved the transient difference. This was confirmed by the
data, but due to the JPA’s finite bandwidth and the fact that measuring at a ∆ causes
mixing of the output fields in the different quadratures degraded single-shot readout-
fidelity, so the optimum concurrence was reached around ∆A = ∆B ≈ 0.

3.3.6 Optimizing the compensation pulse

Even though in principle the compensation pulse solution of Eq. 5.6 was for any driving,
this did require full knowledge of the system parameters and no distortions of the pulse
when arriving at the chip. During the experiment we therefore employed a more exper-
imental approach where we started with the predicted compensation pulse parame-
ters(see table. 3.1) and then optimized on each of them either with Nelder-Mead [60]
multi-variable optimization on a combined scan or with simple line scans by hand to
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FIGURE 3.11: Qualitative comparison of the transient difference versus detuning. On
the left, experimental data using the cost function of Eq. 3.3. On the right theory us-
ing the classical equations of motion derived in Chapter 5. Theory showed that going
to higher symmetric detunings actually gives a better transient difference value. Line

indicates ∆A = ∆B , dot indicates ∆A = ∆B = 0.

confirm we were in an optimal parameter regime. We also included an extra drive scal-
ing factor and phase to account for the cable going in.

3.3.7 Optimizing readout fidelity

Next to minimizing the transient difference, optimizing readout fidelity of the entan-
gling measurement using the JPA was equally important to obtain good concurrence.
Tuning the JPA corresponded to varying the JPA pump power, the flux bias line chang-
ing its frequency and the phase of the readout tone with respect to the pump. We needed
to be able to threshold out the 01-10 subspace from 00 and 11. This required us to si-
multaneously maximize separability between the histogram corresponding to the 00

outcome and 01, 10 and the 11 and 01, 10. A symmetric histogram distribution proved
to be the best setting because that corresponds to minimal 00, 11 subspace population
after thresholding. Since certain settings of the JPA could cause squeezing, we could
not simply measure use the difference between the means of each calibration point. In
order to fully capture the shape we used a way of comparing the full histograms by
computing the Bhattacharyya distance [1], which can be seen as the log of the fidelity
between two probability distribution

DB (p (x) , q (x)) = −ln (BC (p (x) , q (x))) , BC (p (x) , q (x)) =
∑
x∈X

√
p (x) q (x)dx

(3.4)
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FIGURE 3.12: Tomography performed on the 36 cardinal states with different methods
using the same data. Green diamonds indicate Linear inversion tomography results
based on averaged data, which can break physicality giving back fidelities higher than
1. Orange(blue) indicate Maximum likelihood estimation with averaged(thresholded)
data. Error-bars on the blue points are estimated using the Monte-Carlo simulation

from the obtained counts described in sec. 4.3.2.

where p (x) , q (x) denote counts of the two histograms we are comparing, x was inte-
grated voltage. We can then maximize the following function

Fssro =
√
D2
B00,01

+D2
B00,10

+D2
B01,11

+D2
B10,11

(3.5)

Where D2
Bi,j

indicates the Bhattacharyya distance between the histogram of calibration
point i, j. This forced symmetric output histograms and solved a lot of issues we had
with optimizing the JPA settings(flux, power, pump phase).

3.3.8 Tomography

The final step in this experiment is reconstructing the measured state. In chapter 4 we
will show two different methods Linear inversion and Maximum likelihood estimation.
These can be done based on thresholded data or averaged data but the results are sim-
ilar. A good test if our tomography performs as expected is a measurement of the 36
cardinal states as shown in Fig. 3.3.8. We obtained an average fidelity of 0.982% show-
ing good general gate performance.
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4 Quantum state Tomography

Quantum state tomography is the art of reconstructing unknown quantum states. The
term "tomography", meaning reconstruction from slices, comes from the fact that quan-
tum measurements on a state give less information than needed to reconstruct the full
state. In order to fully reconstruct an unknown density matrix one needs to measure a
state many times with different operators, which can mathematically be seen as estimat-
ing the basis coefficients of your density matrix in Hilbert space. Although tomography
can be used to reconstruct a state in any dimensional Hilbert space, this Chapter will
focus on finite dimensional Hilbert spaces corresponding to qubit states. We will start
by explaining the general strategy and how to go from physical measurements to es-
timations of the measurement operator for two ways of data processing, dividing the
measured voltage range in bins and estimate counts of measurements falling in those
bins or simply by averaging the integrated voltage outcome in section 4.1. We continue
with the different methods of reconstruction in 4.2 and end with estimations of the dif-
ferent types of errors in state tomography and present possible corrections to them in
4.3.

4.1 General Strategy

Say we have n qubits living a complex space of dimension d = 2n, we want to estimate
the unknown density matrix ρ ∈ H = Cd2

. We can define any orthonormal basis E ={
~ei, i = 1...d2

}
for ρ and write1

[ρ]E =

d2∑
i=1

ρi~ei (4.1)

Quantum state tomography then is nothing more than estimating the d2−1 independent
basis coefficients [ρi]E = 〈~ei〉 of ρ in E, where we have to estimate one less due to
the Tr (ρ) = 1 constraint. An example of this basis is the set of Pauli basis vectors
Pn = {I,X, Y, Z}⊗n, often chosen since all eigenvalues in this basis are real. The Pauli
matrices are given in the computational basis by

I, X = σx =

(
0 1

1 0

)
Y = σy =

(
0 −i
i 0

)
Z = σz =

(
1 0

0 −1

)
(4.2)

Where I is the identity matrix. For a single qubit, knowing the the three expectation
values 〈σz〉 , 〈σx〉 , 〈σy〉 thus fully determines the (possibly mixed) state of the qubit and
have been known in light polarization experiments as the famous Stokes parameters

1Note that the word vector here essentially means matrix, since we are talking about a basis for a density
matrix. The beauty of linear algebra is that we can still write a decomposition in these matrices as a vector of
with d2 components!
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for over a hundred years [74] . If we would be able to measure these parameters se-
quentially we would start out with a 3D sphere, then each measurement takes away
one degree of freedom for ρ, thus after a single measurement ρ is constricted to a plane(
in our measurement basis), after two measurements this becomes a line and finally we
can fully constrain ρ to a point after three measurements.

Now from the projective measurement formalism described in section 1.2.4 we can
get an idea of how to get the basis coefficients. We just have to construct a set of s mea-
surements corresponding to known measurement operators

{
M̂i, i = 1...s

}
where each

M̂i =
∑d2

k=1m
k
i ~ek. If these M̂i span the space, we can reconstruct ρ in any basis B by

simply transforming the M̂i to B and solving a system of equations to obtain the coeffi-
cients [ρ]B

4.1.1 Measurement operator for joint dispersive readout

In our system the measurement operator depends on the setup geometry and therefore
on the type of coupling between the qubits and readout field. With two qubits the Pauli
basis vectors are given by the set P2 = {II, IX, IY, ..., ZY, ZZ}, where we have omitted
the tensor product for brevity. For a joint dispersive readout the general projective mea-
surement operator associated with it can be written as a superposition of four of these
vectors [30]

M̂0 = β0II + β1IZ + β2ZI + β3ZZ (4.3)

Note that this measurement operator has the computational basis projectors as eigen-
states and therefore commutes with the two qubit Hamiltonian. This allows for continu-
ous measurements, because the qubit populations are not affected by the measurement.
With a single measurement operator we can only estimate the diagonal components of
the density matrix in the basis of the measurement, so we would like to change M0

as to get estimates for all d2 − 1 coefficients. Instead of changing the setup, which
is hard, we can do a trick to change the measurement operator M̂0. We can obtain
the s ≥ d2 − 1 independent measurements via a basis change performed by unitary
rotations R on the qubits before measurement. This follows from the cyclic property
of the trace: Tr

(
RM̂R†ρ

)
= Tr

(
M̂R†ρR

)
. If we do s two qubit rotations we get the

desired collection of s measurement operators

M̂i = R†iM0Ri, i ∈ {1...s} (4.4)

4.1.2 From physical data to estimates of expectation values

Before the actual methods of tomography are explained, it is more illustrative to show
how to get from physical data like Voltages or counts in bins to expectation values. His-
torically tomography started in the field of quantum optics, where one gets counts corre-
sponding to a photon being detected with a certain polarization or not. With dispersive
measurements on superconducting qubits, one measures a set of integrated voltages in-
stead. In this section will be shown that both datasets can be treated in the same way
and that the expectation values derived from them can be reduced to normal distributed
variables with different expressions for the variance and mean.
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Averaged Voltage measurements

In an experimental tomography run Ni versions of the same state are prepared for each
measurement setting i corresponding to measurement operator M̂i and the output volt-
age of one of the field quadratures is integrated as a function of time giving the voltage
value mi

k. We can then estimate the expectation value of the projective measurement
operator M̂i on the input state ρ via the estimator of the mean output voltage

M i =
1

Ni

Ni∑
k=0

mi
k ≈ 〈M̂i〉 (4.5)

Repeating this for different measurement settings i then gives the data required to re-
construct ρ, given that we know the coefficients of M̂0. From a statistics point of view,
we can view each integrated voltagemk

i as a random variable with the distribution gov-
erned by a multinomial distribution of the measurement outcome superposed with state
independent amplifier noise and the vacuum fluctuations in the voltage signal quadra-
ture. Now if Ni � 1 we can view the estimator of the mean M i, which we will use
later in tomography, as a normally distributed variable with mean M i and estimated
variance

Var
(
M i

)
=

Var
(
mk
i

)
Ni

≈ 1

N2
i

Ni∑
k=0

(
mi
k −M i

)2
(4.6)

due to the central limit theorem holding for a sum of many i.i.d variables. An example
set of histograms of measurement outcomesmk

i for the the input states |00〉 , |01〉 , |10〉 , |11〉
is given in Figure 4.1. From this you can see that the joint dispersive measurement op-
erator can distinguish the computational basis states within reasonable accuracy. The
average voltage valuesM i can be found by taking the center of the different histograms.
The non-Gaussian form of the histograms comes from the parametric amplification and
relaxation during the measurement.

Thresholded Voltage measurements

Another way to parse the raw integrated voltages mk
i is to turn them into binary values

via binning the Voltage range. For example, looking at Figure 4.1 again, we can see that
if we have enough distinguishability between the means of the Voltages of the four input
states, we can assign a newly measured value to one of the four bins corresponding,
before corrections from calibration, to one of the four input states. Now say we divide
our voltage range into nb bins, we then get per measurement setting i, consisting of Ni
total measurements, nji counts in each bin j. From doing calibration measurements (see
section 4.1.3) we can obtain a measurement operator corresponding to each bin of the
form M̂ j

i =
∑2n

k=0 a
j
kR
†
iΠkRi where the Πk are the projectors on the eigenbasis of the

original measurement operator satisfying
∑
k Πk = I and n is the amount of qubits

measured. In the case of the joint dispersive measurement Πk are just the projectors of
the computational basis states. If we normalize the bin operators such that

∑
j M̂

j
i = I

or equivalently
∑nb
j=0 a

j
k = 1 we can see that the average measured number of counts in

bin j divided by the total number of measurements for that setting i corresponds to the
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FIGURE 4.1: Measurement of the calibration points of typical experimental data. His-
tograms(bars) and Cumulative histograms(lines) are plotted vs measured integrated
voltages for the |00〉 , |01〉 , |10〉 , |11〉 states. In total for each calibration point 11300 data
points were taken. The thresholds are placed at positions that maximize the difference
between consecutive cumulative histograms and denote the different bins. The aver-
ages of the voltages can be seen as estimators for the computational basis coefficients
ak of M̂0 in case of averaging, while the counts of calibration point j in bin k can be

seen as the coefficient ajk in front of Pk for bin j

expectation value of the bin operator

〈M̂ j
i 〉 ≈M

j

i =
nji
Ni

(4.7)

In order to get an estimate for the variance of these counts we have to look at all bins
together. We can restate the above to see that measurement of a single integrated voltage
on the input state ρ and assigning that to a bin simply corresponds to drawing from a
multinomial distribution where the chance of ending up in a bin j is given by

P (j|ρ) = Tr
(
M̂ j
i ρ
)
≈M j

i (4.8)

Thus measurement either ends up in the bin j with probability pj = P (j) or not with
probability 1 − pj . If we then look at the expected number of counts in such a bin we
get a Poissonian distribution of counts with mean λ = Np which becomes a Gaussian
distribution as λ > 10. So we can estimate the noise on the expectation values of the
measurement operator M

j

i as Gaussian, which holds again only if Ni >> 1. An estima-
tor for the variance for the thresholded case is given by

Var
(
M

j

i

)
≈ nji/N

2
i =

M
j

i

Ni
(4.9)

This is a convenient normalization, because we can now identify the estimated expecta-
tion values of the operators M j from averaged Voltages with the estimated expectation
value from the bin operator M j

i and treat tomography algorithms using either method
in the same formalism!
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4.1.3 Calibrating the measurement operator

A first step in doing any sort of tomography is finding out what measurement operator
one is measuring with. In order to find the coefficients βj to determine M̂0 one needs to
input known states. So throughout state tomography one of the key assumptions is that
the input states for calibration are perfectly initialized, which immediately gives rise to
state preparation errors. These errors can be due to imperfect qubit gates or thermal exci-
tation. For the latter we can correct given that the exact thermal excitation percentages
on each qubit are known, this is described in section 4.3.1.

Calibration for averaged Voltages

In order to get a complete picture of the system measurement operator M̂0 one needs to
measure the eigenvalues corresponding to its eigenstates. In our system the measure-
ment operator can also be expressed in the computational basis via

M̂0 =

d∑
j=1

ak |k〉 〈k| . (4.10)

Where |k〉 is an eigenstate of M̂0. The ak can directly be obtained by preparing the
eigenstates of M̂0 and measuring the average integrated voltage. In the case of M̂0 being
of the form of Eq. 4.3 the |k〉 are just the computational basis states. Now if we know
M0 in the computational basis C but are interested in getting M̂0 in any other basis B,
like the Pauli basis, we can do a basis transformation F

B←C
and obtain the coefficients ~β

of M̂0 in that basis
~β = F

B←C
M̂0 (4.11)

where F
B←C

is given by the basis vectors of C expressed in B

Calibration for thresholded Voltages

The measurement operators corresponding to bin j in the initial measurement setting
can be expressed as M̂ j

0 =
∑d
k=0 a

j
k |k〉 〈k|. We can thus find the coefficients ajk again

directly by measuring the eigenstates of M0. So given a set of bins over the voltage
range, we need to prepare the d states |k〉 and measure the counts njk ending up in

bin j for state |k〉. We then immediately get the coefficient matrix ajk =
njk
Nk

. Where
Nk =

∑
j n

j
k the total amount of counts for each input state Πk.

4.2 Methods of reconstruction

4.2.1 Linear inversion

Say one has a vector of n expectation values of different measurement operators 〈 ~M〉
and from the calibration points the exact form each of these M̂i are known. To estimate
an unknown ρ, we can decompose this in any orthonormal matrix basis ~v and denote
~ρ as a vector length d2 of projection coefficients on these elements. If we then use the
calibration to decompose the measurement operators in this same basis, the following
holds

〈 ~M〉 = A 〈~ρ〉 (4.12)
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For some matrix A of dimension n× d2. The precise form of A depends on the choice of
basis and measurement operators. Given thatA is (pseudo) invertible, we can obtain the
Linear inversion estimate ρLI of rho by inverting Eq. 4.12. This then gives an estimate
for the d2 coefficients in the matrix basis of ρ

〈~ρLI〉 = A−1 〈 ~M〉 (4.13)

From these we can simply reconstruct ρ̂LI = ~ρLI · ~v. Note that although we can enforce
constraints like Hermicity and trace one, the method doesn’t guarantee the estimated
ρLI to have non negative eigenvalues and we can therefore arrive at non-physical den-
sity matrices.

Linear inversion based on cardinal state rotations

The set of rotations used to arrive at a complete set of measurement operators is ar-
bitrary, in the experiments performed in this thesis we chose an overcomplete set of
rotations {Ri, i ∈ [1, 36]}mapping a Pauli basis vector ν to another Pauli basis vector ν′,
which are also called cardinal state rotations since the Pauli basis vectors correspond to
the cardinal states on the Bloch sphere. Using the measurement operator from Eq. 4.10
consisting of a sum of only k Pauli basis vectors the coefficient matrix A is of dimension
s× d2 − 1 and contains only k − 1 nonzero entries in each row

Aij =


βql if ∃ ql ∈ q :RiνqlR

†
i = νj

−βql if ∃ ql ∈ q :RiνqlR
†
i = −νj

0 otherwise

(4.14)

Where the column corresponding to vq0 = II can be left out since the coefficients are
simply one and we can save computational power by not including that in the inver-
sion.

4.2.2 Physicality constraints: Maximum likelihood estimation

In order to force physicality of the estimated density matrix ρ, we need to find the clos-
est ρ matching our data, but satisfying the following constraints for it to represent an
ensemble of physical states.

1. The law of total probability should hold, Tr (ρ) = 1

2. ρ should be Hermitian in order for its eigenvalues to be real, ρ = ρ†

3. ρ should be positive, 〈ψ| ρ |ψ〉 ≥ 0 ∀ |ψ〉 ∈ H because negative eigenvalues
would correspond to negative probabilities of obtaining the corresponding eigen-
state.

These constraints can be enforced by optimizing a parameterization ρ
(
~t
)

of ρ such that
it follows these constraints. We can then simply optimize the parameters ti to find a
ρ
(
~t
)

that matches the data best.
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Minimization function

Let’s define M i the measurement outcomes corresponding to a measurement of mea-
surement operator M̂i. These can thus either be the averaged measured integrated volt-
ages or probability to end up in one of the bins. We can assume that each measurement
outcome is independent of the other and in the previous section we have derived that
they follow a Normal distribution, therefore the probability density function of obtain-
ing a set of outcomes M i given some system state ρ is given by

p
(
M0, ...,Ms|ρ

)
=

s∏
i=0

1√
2πσi

e
− (Mj−〈M̂j〉)

2

2σ2
j (4.15)

where 〈M̂j〉 = Tr
(
M̂jρ

)
and the variances σ2

j are given by Eq. 4.6, 4.9 for the averaged

or thresholded case respectively. If we now fix the M i from the data and then vary ρ

instead we can see the above equation as the likelihood function L = p
(
ρ|M0, ...,Ms

)
having ρ as a system state given the measured data. Regardless of our parametrization
of ρ we can use some algorithm to maximize this likelihood so we obtain the maximum
likelihood estimate ρMLE via maximizing

log (L) =

s∑
i=0

−1

2
log (2πσi)−

1

2σ2
i

(
M i − 〈M̂i〉

)2

(4.16)

where the first term on the left can be neglected in the optimization since as Ni � 1 the
variance per point will depend mostly on the data and not on the estimated ρ. We can
thus see this as a weighed least square optimization of finding the ρMLE that minimizes
the function

fMLE(ρ) =

s∑
i=0

wi

(
M i − Tr

(
M̂iρ

))2

(4.17)

where the weights wi = 1
σ2
i

depend on the total number of data points Ni used to calcu-
late the estimator M i and the type of measurement used, e.g thresholding or averaging.
Note that this formula only holds if the noise in the estimators can be assumed to be
that of a Normal distribution.

Parametrization of the density matrix

In the above we have not explicitely defined any parametrization t of ρ. We now do this
by defining a parameterized lower triangular matrix T (t1, ...td2) which for d = 4 looks
like

T (~t) =


t1 0 0 0

t5 + it6 t2 0 0

t11 + it12 t7 + it8 t3 0

t15 + it16 t13 + it14 t9 + it10 t4

 (4.18)

we can easily prove [2] that with

ρMLE(~t) =
T †T

Tr (T †T )
(4.19)
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Trace one, positivity and Hermicity are guaranteed. The optimum parameter vector ~t is
then given by minimizing Eq. 4.17. In order to minimize this any standard minimization
algorithm can be used. This method was implemented in python and can be found in
Github.

Convex optimization

Instead of running some standard minimization algorithm to minimize the quadratic
function Eq. 4.17 with a parametrization of ρ from Eq. 4.18 one can also use the ap-
proach described in [25]. This was investigated in order to increase the speed of the
optimization, because a two qubit density matrix already gives a 15 dimensional min-
imization problem and calculating rho from the triangular matrix back and forth is an
expensive operation.

The physicality constraints can also directly be included in a constrained minimiza-
tion problem [25]. The idea is to convert the quadratic expression 4.17 into a linear
convex optimization problem by first transferring the non linear optimization problem
to it’s dual with a linear objective function and non-linear constraints. Then you can
make use of a trick involving Shur’s complement as to reduce the non-linear constraint
to a linear one. This then makes the problem solvable by a semidefinite program in
about under 50ms compared to about 0.3-1s for the triangular matrix decomposition.

4.3 Errors in state tomography

As stated in section 4.1.3, quantum state tomography relies on the assumption that the
calibration points are perfectly initialized, which is not always the case. There are also
other possible errors and we can categorize errors in three categories [3]:

• Errors in the measurement operator( or measurement basis)

• Errors from the counting statistics and amplification errors.

• Errors due to drift in the setup during a tomography run.

The first type of error can be due to finite gate infidelities, thermal excitation afflicting
your calibration points or a even microwave phase instability during demodulation of
the measurement signal. We can in principle find these errors using gate set tomogra-
phy [39] and correct for them, but this will require many operations to fully characterize
all errors. The second kind of error is simply due to counting statistics and the fact that
we have a finite amount of measurements or counts used to estimate the 〈M̂i〉. This
error can in principle be quantified directly by error propagation in quantities like con-
currence or state fidelities, but in practice with the current state of computer power it
is easier to do Monte-Carlo simulations combined with repeated tomography to obtain
estimates of the error, see section 4.3.2. The effect of finite amplification can in the av-
eraged voltage case be seen as an increasing in the variance of the Gaussian estimator
in the mean. In the thresholded case this effect corresponds to the bins becoming less
orthogonal, therefore reducing the total amount of information per measurement. The
third kind of error due to drift in the measurement setup is already reduced in our

https://github.com/DiCarloLab-Delft/PycQED


4.3. Errors in state tomography 45

experimental protocol as described in table 3.2 since we take all 36 rotations and the cal-
ibration points in each single shot buffer of the acquisition card. But it can be reduced by
increasing experimental repetition rates relative to the drift rate of system parameters.

4.3.1 Effect of Thermal excitation

With increasing gate fidelities, thermal excitations are the biggest source of error in su-
perconducting qubits, but can be reduced via smart state initialization. Initialization
is usually done by waiting for relaxation to the ground state by setting the experi-
mental repetition rate longer than any coherence time of the qubits, by actively mea-
suring and then resetting the qubits [13] or by conditioning the experiment on postse-
lected results and simply throwing away the states that where not started in the ground
state[CITATION?]. In the presence of remaining thermal excitation after one of these
methods have been performed, the calibration points will become mixed states and
skew the tomography results. If the amount of thermal excitation is known per qubit,
we can simply write the mixture of the ground state projector in the 2 qubit case by

P ′00 = (1− pe01) (1− pe10)P00 + pe01 (1− pe10)P01 + pe10 (1− pe01)P10 + pe01pe10P11

(4.20)
where pe01 is the excitation fraction in qubit 2, pe10 the excitation fraction of qubit 1, and
Pij the projector onto state |ij〉.

In Figure 4.2 the effect of thermal excitation is shown via a simulation of tomography
data on a partially mixed and entangled state pI + (1− p) + 1

2 (|01〉+ |10〉) (〈01|+ 〈10|).
The simulation is performed by skewing the P00 via Eq. 4.20 and applying X rotations
to obtain the other calibration points, while still assuming in the tomography that they
are pure states. The effect is basically an increase in purity in the estimated state, due to
the fact that the calibration points(which we take as pure states) have a finite amount of
mixture in them. The resulting increase in purity can give an increase in concurrence if
the state is a combination of I and some entangled pure state.

Now given we know the exact amounts of thermal excitation per qubit, we can cor-
rect for this skewing in tomography by simply assuming the calibration points to be
mixed states in the measurement operator calibration sequences. For the joint dispersive
M̂0, the eigenstates are the computational basis states and thus putting the corrections
of Eq. 4.20 in Eq. 4.10 allows us to obtain a more realistic estimate of M̂0

4.3.2 Monte-Carlo Error Estimation

The advantage of being able to do fast tomography with knowledge of the underlying
probability distributions of our data is that we can now apply a simple Monte Carlo to
estimate the errors. When thresholding, the measured bin counts directly can be used
to sample from a multinomial distribution with these mean counts. If we then repeat
this procedure multiple times and re-perform the tomography we can get an estimate of
the spread in our concurrences and other non-trivial parameters, by simply averaging
them over the generated larger data set of density matrices.
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FIGURE 4.2: Effect of thermal excitation in calibration points on the estimated final
state concurrence of a typical experimental state. (Bottom right) Test state with 0.50
concurrence and 0.58 purity. (Top left) Purity and concurrence of the test state versus
symmetric thermal excitation percentage in both qubits. (Top right) Comparison of the
absolute value of different computational basis state elements with 0 or 8% thermal
excitation showing an increase of the coherent elements. (Center bottom) 3D density
matrix plot of the state with 8% thermal excitation. (Bottom left) Measurement oper-
ator with and without 8% thermal excitation in the calibration points. As the thermal
excitation grows, the measurement operator comes closer to the identity due to the

mixture of the calibration points.

4.3.3 Chi Squared goodness of fit

From the above sections we have learned that noise in tomography does not only come
from statistical noise in the estimators M i, but also from other sources. Via the chi-
squared goodness of fit we can check if the noise on our data agrees with the noise that
we expect from purely the projective measurement statistics on a finite amount of data
points [51]. The (reduced) chi-squared value is given by

χ2 (ρ) =
1

s− c

s∑
i=0

(
M i − Tr

(
M̂iρ

))2

σ2
i

(4.21)

where s are the total amount of measurements, ρ is the reconstructed rho and c denotes
the degrees of freedom of ρ, c = d2 − 1 for fully mixed states and c = d2 − d for pure
states. For partially mixed states we can approximate c by looking at the eigenvalues of
the estimated rho [51]. For a dataset coming from purely statistical noise χ2 ≈ 1. The
variance of this value, given that the residuals are Gaussian variables is σ2

χ = 2
s−c , thus

for 2-qubit tomography we get 0.25 ≤ σχ ≤ 0.28.
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5 Modeling and simulation of
the Cascaded 2 chip system

This Chapter will describe the modeling of our full experimental setup. This is done by
viewing the two systems as separate systems coupled via a boson field like we described
in section 2.5.1. We will start with an introduction to the full system in section 5.1, then
move to explaining the classical equations of motion that result by coherently driving
the system in section 5.2 and use those equations to derive an expression for a compen-
sation drive into the second chip that can improve the desired half-parity measurement
in section 5.2.1. Modeling the full system is computationally very expensive so we show
a qubit-only master equation using the polaron transformation in section 5.2. We then
introduce an extra term to the model describing the stochastic measurement process in
section 5.4 and finally comment on how to solve them in section 5.5

Introduction

Seven years after the formulation of input-output theory, Gardiner [34] and Carmichael [14]
simultaneously improved on it by describing how to model cascaded quantum systems.
This was an unorthodox point of view, since usually a larger quantum system cannot
just be taken apart and we have to describe the dynamics by the Hamiltonian of the
system as a whole. They show that whenever you can assume a large Markovian boson
bath like in Eq. 2.17 to lie between the two systems, you can model the systems sepa-
rately, only coupling the output of one system to the input of the other. This description
of modular components coupled by boson fields laid the foundation for the later de-
rived SLH formalism [37, 38]. SLH describes a large set of automated rules with which
you can get a input-output relation for a large system composed multiple modular com-
ponents. The set of rules allows for a classical VHDL like circuit automation language
describing complex quantum circuits including those using feedback.

5.1 System description

In this section we will model the cascaded setup as it is used for a half parity measure-
ment in the actual experiment. It consists of two chips(A and B) coupled together with
a transmission line and each containing a qubit coupled to a cavity. A schematic version
is given in Fig. 5.1. Both A and B satisfy the dispersive JC Hamiltonian described in
Eq. 2.15 denoted by HA and HB respectively. Both cavities are asymmetrically capac-
itively coupled with strengths κsi , κ

w
i for strong, weak port of cavity i respectively as

described for each single cavity in Fig. 2.7 and the strong output of cavity A is coupled
via a transmission line to the strongly coupled input of cavity B. We drive the system in
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a(t)

εs(t)

b(t)

εw(t)

y(t)

Q1 Q2

Homodyne readout

FIGURE 5.1: Schematic of a 2 chip setup with a single qubit coupled to each resonator
split by a long( many λ) transmission line. The input field is denoted by εs and has

units
√

photon
s

, decay constants of resonator i are given for the strong κsi and weak port

κwi and an extra internal loss channel denoted by κIi . Each cavity contains a qubit, the
readout signal reflects first of cavity A, then bounces to cavity B where a back-port drive

εw is send in through the weak port of cavity B.

reflection via the strong input of cavity A coherently with εs (t) and the weak input port
of cavity B with εw (t) allowing for compensation.

5.1.1 Full system master equation

Using SLH or just cascaded system theory one can derive the master equation describ-
ing the full two qubit system. This was done in ref [56] giving

dρ

dt
= −i [H ′, ρ] + Lcρ+ Lqρ

Lcρ = D
[√

κsa (1− ηl)a
]
ρ+

(
κwa + κIa

)
D [a] ρ+

(
κwb + κIa

)
D [b] ρ+D

[
−
√
κsaηla+

√
κsbb
]
ρ

Lqρ =
2∑
i=1

γiφD
[
σiz
]

+ γiD [σ−]

(5.1)
where ρ is the combined state of the two qubits and cavities, the dissipation superopera-
tors in Lq resemble the dephasing and relaxation of qubit iwith rates γiφ, γ

i respectively,
the cavity decay superoperators Lc are described term by term. κwaD [a]+κwb D [b] repre-
sent leakage out of the weak ports of cavity A and B. D

[√
κsa (1− ηl)a

]
represents the

part (1 − ηl) of the output of cavity a that is dissipated due to the lossy transmission
line and D

[
−√κsaηla+

√
κsbb
]

represents the coherent field leaking out of cavity B after
reflection and interaction with both qubit cavity systems. This term thus represents the
monitored field in the experiment, which has to be described by a combined dissipation
operator of cavity A and B. This represents the fact that after reflection off of both cavi-
ties we cannot distinguish from which cavity the photons decayed. H ′ is the complete
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system Hamiltonian given by

H ′ = HA +HB +H ′c +H ′d

H ′c = −i
√
ηlκsaκ

s
b

2

(
a†b− b†a

)
H ′d = i

√
κsa
(
εs (t) a† − ε∗s (t) a

)
− i
√
κsbηl

(
εs (t) b† − ε∗s (t) b

)
+ i
√
κwb
(
εw (t) b† − ε∗w (t) b

)
(5.2)

where HA, HB are the isolated dispersive Hamiltonians, H ′c is the emergent coupling
between the cavities due to the transmission line. This coupling seems symmetric even
though there are microwave circulators forcing one-way coupling, but irreversibility is
preserved nevertheless due to the dissipation operators in Lc [14, 56]. H ′d represents the
effect of driving the system through the strong port of cavity A and weak port of cavity
B.

5.2 Solutions to the classical equations of motion of the

cavities

Just like we did in section 2.5.3, we can derive the Heisenberg equation of motion for
the cascaded system. Taking the expectation value immediately we end up with the
following set of coupled linear differential equations

α̇± (t) =

(
−i (∆a ± χa)− 1

2
κa

)
+
√
κsaε

s (t)

z± (t) =
√
κsaα

± (t)− εs (t)

β̇±± (t) =

(
−i (∆b ± χb)−

1

2
κb

)
+
√
κsbηle

iφz± (t) +
√
κwb (t)

y±± (t) = −
√
κsbηle

iφz± (t) +
√
κsbβ

±± (t)

(5.3)

where the qubit 0(1) state is denoted by +(−), α±, β±± denote the two qubit state de-
pendent coherent states inside cavity A and B respectively, z (t) denotes the reflected
output field of cavity A, y (t) denotes the monitored output field after reflection off both
cavities and κi = κsi + κIi + κwi is the total decay of cavity i. Note that these equa-
tions fully describe the evolution of the coherent cavity fields and output fields in the
dispersive approximation given a qubit state without energy decay.

The above set of equations can be seen as an Linear time invariant system(LTI), so it
can be readily solved in the Fourier domain. In Fig. 5.2 this is illustrated as each cavity
gives a qubit state dependent response to an input field at the strong or weak port. The
solutions are given in the Fourier domain by

α± (ω) = H±a (ω) εs (ω)

z± (ω) = H±
aR

(ω) εs (ω)

β±± (ω) =
√
ηle

iφH±b (ω)H±
aR

(ω) εs (ω) +

√
κwb
κsb
H±b ε

w (ω)

y±± (ω) =
√
ηle

iφH±
aR

(ω)H±
bR
εs (ω) +

√
κwb H

±
b (ω) εw (ω)

(5.4)
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where H±j =

√
κsj

iω+i(∆j±χj)+ 1
2κj

, j ∈ {a, b} are the transfer functions into cavity A and B

andH±
jR

=
√
κsjH

±
j −1 is the transfer function after reflection from them. This approach

shows clearly that cascading systems entails a simple multiplication of their transfer
functions.

a(t)

εs(t)

b(t)

εw(t)

z(t) y(t)

Ha

HaR

Hb

HbR

HbT

FIGURE 5.2: Transfer function scheme of the 2 chip setup showing we can view the
cascaded system as an LTI with qubit state dependent transfer functions representing

cavity response due to arbitrary inputs εs and εw.

5.2.1 Compensating transient difference

Since we monitor the output field of the cavities and from Eq. 2.33 we know that if the
output fields for two qubit states are equal and there is no inter-cavity loss we don’t
dephase a superposition of those states by the measurement. Is is therefore informative
to look at the difference in output fields. We can either tune the transfer function such
that the desired outputs are equal, but that requires changing system parameters, which
is usually only available through fabrication. A novel approach is therefore the use of
a compensation pulse which we have derived for this experiment from the solutions in
the Fourier domain. By sending a drive through the weak input port we make nearly
any pair of the four classical output states equal by solving

ykl = ymn (5.5)

where y is the qubit state dependent output field of Eq. 5.4, k,m denote the state of the
first qubit and l, n of the second qubit. Solving this, we can obtain an expression for the
compensation field εw as a function of εs

εwyk,l=ym,n (ω) =

√
ηle

iφ
(
Hk
aR (ω)H l

bR (ω)−Hm
aR (ω)Hn

bR (ω)
)√

κwb
(
Hn
b (ω)−H l

b (ω)
) εs (ω) (5.6)

This is an important result, since it allows us to prevent dephasing of the two qubit
density matrix element ρkl,mn and therefore create an odd (y01 = y10) or even (y00 = y11)
parity state regardless of fabrication imperfections! Note that we have the condition
n 6= l due to the denominator, so we cannot make any of the outputs equal that only
affect cavity A, e.g y00 = y10 or y11 = y01. Note that a similar compensation has already
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been presented in [56] but we have solved it differently allowing for an easy general
solution and implementation in the actual measurement routine.

5.3 Simulating in other frames

This section will discuss simulating Eq. 5.1, which describes the average evolution of
the density matrix. We will then move on to simulating single trajectories.

5.3.1 Simplifying the master equation

We can see Eq. 5.1 as a system of differential equations of dimension d2 =
(
4n2

Fock

)2
where nFock is the amount of Fock states taken into account in the simulation. The
number of Fock states depends on the driving amplitude and should be large enough
such that the higher Fock states occupation numbers remain sufficiently close to zero.

ρ̇ = Lρ (5.7)

where the superoperator L can be written as a single d2 × d2 dimensional matrix acting
on the d2 components of ρ or as a d2 dimensional matrix with more separate terms
given by the master equation if memory is an issue at the cost of computation power.
The dimensions of this system thus rapidly increases with nFock. If we would take into
account up to 20 photons per cavity, which is needed to resemble experimentally used
amplitudes we already have a system of (4 ∗ 400)2 = 2.56 million equations. Since
this is a very sparse system optimization routines are available. A good easy to use
package for this is Qutip [46] which was also used initially in this thesis, but memory
and computation time became a real issue( we took solving the full master equation as
benchmark and this took 8 hours to simulate a single data point at a relevant amplitude).

As described in the single cavity case, we can make use of the Polaron transform
ρP = U†ρU to displace the cavity fields to the vacuum using the solution to Eq. 5.3. For
our cascaded system this transformation becomes [56]

ρP = Tra,b
{
U†ρU

}
, U =

∑
i,j

PijDa

[
αi (t)

]
Db

[
βij (t)

]
(5.8)

where Pij = |i〉a 〈i| ⊗ |j〉b 〈j| are the two qubit state projectors of the qubits in cavity
A and B, Da(Db) is the displacement operator for cavity A(B), the classical cavity field
solutions αi (t) , βij (t) are given by taking the inverse Fourier transform of Eq. 5.4 and
Tra,b denotes trace over the cavities, which is trivial since they will remain in the vacuum
state in this frame. Applying this transformation to Eq. 5.1 and dropping all terms
involving the cavity mode operators a, b - since in this frame the cavities remain in the
vacuum state and therefore do not participate in the dynamics - gives a master equation
for the qubit degrees of freedom alone [56]

ρ̇P = −
[
Hq, ρ

P
]

+ LqρP + L′qρP

Hq = i
(
εs
(√

κsaΠ†a −
√
κsbΠ

†
b

)
− ε∗s

(√
κsaΠa −

√
κsbΠb

)
+
√
κwb

(
εwΠ†b − ε

∗wΠb

))
L′q =

(
κwb + κIb

)
D [Πb] +

(
κsa (1− ηl) + κwa + κIa

)
D [Πa] +D

[
−
√
κsaηlΠa +

√
κsbΠb

]
(5.9)
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where Πa (t) =
∑
i,j Pijα

ij (t), Πb (t) =
∑
i,j Pijβ

ij (t) are defined as cavity state time-
dependent qubit projectors for ease of notation. L′q represent information on the qubit
states leaking out of the cavities and therefore dephasing the qubits.

Simulating Eq. 5.9 now only requires solving for the Hilbert space of the two qubits
alone giving a system d2 = 16 equations! We do need to transform ρP back to the lab
frame at the end of the simulation. This can be done by re-adding the vacuum cavities
and tracing them out after applying the inverse polaron transform to obtain the qubit
only density matrix ρq in the lab frame

ρq (t) = Tra,b
{
U (t) |0a, 0b〉 〈0a, 0b| ⊗ ρP (t)U† (t)

}
(5.10)

If the cavities in the lab frame are in the vacuum, which happens if we do not drive the
system or wait for a long time after having driven the system, ρq = ρP . Note that this
whole procedure is exact in the dispersive regime and in the absence of T1 processes of
the qubits.

A final simplification we could take is to perform the transformation of Eq. 5.10
analytically and simulate the master equation for the qubits only directly in the lab
frame instead of transforming back afterwards. This is derived in [56] and the resulting
master equation is

ρ̇q =
∑
ijkl

aijkl (t)Pijρq (t)Pkl + Lqρq (t)

aijkl (t) = 2iχa (1− δik)
(

(−1)
i
αkα∗i

)
+ 2iχb (1− δjl)

(
(−1)

i
βklβ∗ij

) (5.11)

where Pij is again the qubit projector onto state |ij〉, δij is the discrete Dirac delta func-
tion, Lq are the qubit only dissipation superoperators defined in Eq. 5.1. Adding the
qubit relaxation operators makes this equation no longer exact but is still reasonably
valid in the limit κsa, κsb � χa, χb [56]. Note that this equation is not strictly in Lindblad
form because the matrix defined by aijkl is not always positive. This non-Markovian
behavior is due to the fact that we only look at the qubits, giving possible revival of
coherence because the qubit state looks mixed as long as there are entangled photons
still in the cavities.

5.4 Quantum trajectories: Adding measurement back-action

In a real setup one monitors the output field. Due to the fact that information gain
causes stochastic back-action to the system and projects it into one of the measurement-
operators eigenstates we need to add an extra probabilistic term to the master equation
of Eq. 5.1. When the experiment includes a phase-sensitive amplifier, we are effectively
monitoring only a single quadrature of the output field. Doing a homodyne measure-
ment with angle θ and measurement efficiency ηm then gives a stochastic differential equa-
tion in so called Ito form [33] by adding another superoperator Lm representing the
stochastic measurement dynamics to the master equation

Lmρ =
√
ηmξ (t)

[
Mρ+ ρM† − Tr

(
Mρ+ ρM†

)
ρ
]

(5.12)
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where M = eiθ
(
−√κsaηla+

√
κsbb
)

for the full master equation( Eq. 5.1) and in the po-
laron and reduced master equations ( Eq. 5.9 , Eq. 5.11) M = eiθ

(
−√κsaηlΠa +

√
κsbΠb

)
,

ξ (t) dt = dW is a white noise process satisfying E [dW ] = 0 and E [dW (t) dW (s)] =

δ (t− s) dt. dW is called the Wiener increment since its distribution resembles that of a
random walk where the variance of the walkers position grows linearly with time. This
equation allows for projection of the density operator by the measurement and we can
thus obtain single trajectories instead of only the average dynamics at the cost of hav-
ing to solve this equation many many times for each trajectory. The measured output
voltage corresponding to such a trajectory is given by [56]

V (t) =
√
ηmRe {〈M〉}+ ξ (t) (5.13)

FIGURE 5.3: Example histogram of SME outcomes at high measurement amplitude and
typical experimental parameters without the compensation pulse showing the entan-
gling measurement voltage outcomes together with the calibration points. The entan-
gling measurement consisted of 10000 points and the calibration points each of 1000

runs.

5.5 Numerical implementation

The master equation in the polaron or reduced frame (Eq. 5.9,Eq. 5.11) require us to solve
a system of 16 coupled linear variable coefficient differential equations. This can be done
with any dynamic ODE solving suite in python. A wrapper for solving a general master
equation of this type using a variable sized stepper was built and the code can be found
on Github.

When solving a non-constant coefficient stochastic differential equation we can no
longer use a variable sized stepper, since we need to simulate discrete white noise, the
form of which depends on the step-size itself. Solving a stochastic differential equation
- Eq. 5.11 with Lm of Eq. 5.12 added - numerically boils down to generatingNSME noise
traces for a given time step and then solving Eq. 5.7 NSME times. The average of the
trajectories equals the solution to Eq. 5.11 without Lm, but each single trajectory now
represents the projection of the measurement.

https://github.com/DiCarloLab-Delft/PycQED
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To speed things up we can use the analytical solution to Eq. 5.7.

ρ (t) = T
{
e
∫ t
0
L(t′)dt′

}
ρ (0) ≈

N∏
k=0

eL(tk)∆tρ (0) (5.14)

where T denotes the time ordered product and the product on the right represents or-
dered stepping in time. In the presence of T1 processes this is necessary since then L
does not commute with itself at different times, but as the time step ∆t = t

N becomes
small enough we can approximate this by dropping the time-ordering operator. In this
approach we spend most time in exponentiating L, but the advantage of this approach
is that we can now split the stochastic LSME and the deterministic part LME and expo-
nentiate LME only once for all time-steps. Then each time-step consists of multiplying
ρwith the pre-calculated stepping operator eLmeδt and then doing Euler forward for the
stochastic part, reducing computation time for the stochastic traces.
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6 Results

This chapter will describe the main experimental results in the first three sections. In
sec. 6.1 we will show the relation between measurement induced dephasing and dis-
tinguishability of the output transients. We will then move to conditioned dynamics
giving concurrence data in sec. 6.2. The last main result is the display of driving for
an even-parity state given in sec. 6.3. In sec. 6.4 we will discuss the effect of thermal
excitation and we will finish with an explanation about how we matched the full two
qubit two cavity cascaded model of Chapter 5 to the data in sec. 6.5.3.

6.1 Unconditioned dynamics

The essence of this experiment lies in the relation between measurement induced de-
phasing and output field distinguishability. To illustrate this relation better, in Fig. 6.1.a,
b and 6.1.c we show that as the transient difference goes down between two output
fields Yij , Ykl, so does the dephasing of coherence element ρijkl. Doing a perfect half-
parity measurement would correspond to zero distinguishability between 01 and 10.

If we do not use the compensation pulse derived in sec. 5.2.1 the distinguishability
between Y01 and Y10 remains non-zero (purple line in Fig. 6.1.a). The distinguishabil-
ity for states corresponding to dephasing of the qubit on the first chip - e.g. 00-10 and
01-11 - are equal but higher than that on the second chip. This is due to the difference
in κs between the cavities. In Fig. 6.1.b we show the output transient difference when
the compensation pulse is turned on. There is now no distinguishability left between
01 and 10 and the curves for all others except 00-11 overlap, showing we have effec-
tively removed the residual distinguishability in κs due to fabrication imperfections.
The dephasing corresponding to these transients were also measured by performing
state tomography versus the entanglement pulse power in Fig 6.1.c. There we show that
indeed as distinguishability goes down between two states, so does the measurement
induced dephasing on the coherence between those states. A measure of performance
is downward slope of the 01-10 element versus amplitude, this should be minimized
while the slope of all others should be as high as possible. Note that the populations
were unaffected by the measurement(See appendix B for the complete fitting results)
and according to the model dephasing should scale linear with power as long as the
critical photon number is not reached inside the cavities.

Using a compensation pulse the dephasing of the 01-10 subspace is reduced but
nevertheless still present even though the transient difference is 0. This is due to un-
avoidable losses in going from one chip to another described by ηl, which is fitted to
be 0.88 and losses due to the coherent field leaking out on the transmission port via κw

or simply being lost via κI . It is therefore of crucial importance to have highly asym-
metric cavities with a high internal quality factor and minimal photon losses in the line
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ME fit without compensation
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FIGURE 6.1: Transient difference minimization and measurement induced dephasing.
(A, B) The 6 transient differences Yij − Ykl as a function of time of the measured out-
put fields of calibration points for qubits in state 0 or 1 measured with and without the
compensation pulse with the JPA turned off. These show a measure of distinguisha-
bility between qubit states. (C) Absolute value of the off-diagonal coherence elements
in the computational basis versus entanglement measurement strength. The y-scale is
logarithmic to indicate the linear increase of measurement induced dephasing. Fits are
done on both the amplitude and phase of the 6 off-diagonal elements for all measure-
ment amplitudes simultaneously by the master equation of Eq. 5.1 on just 2 parameters:
ηl and an amplitude scaling factor since we had no precise of estimate the power arriv-
ing at our chip after attenuation. The many other 14 model parameters were estimated
using parameters of independent measurements described in section 3.1. Minimum
fidelity of fitted states to measured over the amplitude range was 0.994 not using com-

pensation and 0.992 using compensation.

between the cavities. Losses before reaching the cavities can easily be fixed by ramp-
ing up the amplitude, while losses after leaving cavity B before being amplified do not
affect the dephasing, but rather the signal to noise ratio (SNR). A lower SNR in turn
requires a higher measurement amplitude to be able to select the odd-subspace result-
ing in an increase in dephasing after all. To create the data of Fig. 6.1.a we tuned up
the measurement described in section 3.3.7 to an optimal setting for use without com-
pensation pulse first. Used parameters were ∆a

2π ≈ 0MHz (0.2 for no compensation and
0.1 for compensation), ∆b

2π = 0MHz with fmeas = 6.342GHz since we found an opti-
mal transient difference there. Transients were measured and optimized with the JPA
pump turned off. Tomography was performed with the JPA pump turned on using the
methods described in sec. 3.3 using maximum likelihood estimation with physicality
constraints described in sec. 4.2.2 and corrected for thermal excitations.

6.2 Conditioned dynamics

Being able to perform a near perfect half-parity measurement as described in sec. 1.3.1 is
not the whole story. An equally important requirement to obtain a Bell state is the abil-
ity to select out measurement outcomes belonging to 00 and 11. In Fig. 6.2.a, you can
see that as we increase the measurement strength, while optimizing selection thresholds
such that we keep always 25% of the data, we succeed in selecting out the 00, 11 states,
while keeping only the 01-10 subspace at an amplitude greater than 0.3mV. Finite re-
maining 00 population is probably due to relaxation after the 300ns measurement pulse
but before the final measurement coming from finite qubit lifetimes during the 700 ns
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(a)

(b)

(c)

(d)

(e)

FIGURE 6.2: Same dataset of Fig. 6.2 but now selected on the measurement outcome
of the entanglement measurement. Open(closed) dots represent measurement with-
out(with) compensation keeping 25% of the data. (A) Two-qubit state populations ver-
sus entanglement amplitude showing an increase in SNR results in better selection. (B)
Absolute off-diagonal density matrix elements versus entanglement amplitude show-
ing the selection boosts the 01-10 element while all others go down. (C) Concurrence
and odd Bell-fidelity versus amplitude showing three regimes. At first the SNR is too
low to select out the 00, 11 outcomes, then we reach a maximal concurrence of 0.40 ±
0.02(0.51 ± 0.01) for no compensation(compensation) and Bell fidelity of 0.70(0.75) be-
fore being dephasing limited due to losses. The inset shows how concurrence scales
with the percentage of data kept at the amplitude corresponding to a maximal concur-
rence. (D) An example set of calibration measurement outcomes in I,Q space used to
select the data using a neural network based classification package [70]. Blue points
correspond to the odd-parity subspace while the red points are assigned to even par-
ity. (E) Effect of compensation pulse on final density matrix at highest concurrence from
(C). Green(red) shows an increase(decrease) of the density matrix using a compensation
pulse. Fit were done by doing the stochastic master equation described in Chapter 5.

wait time. The absolute value of the off-diagonal 01-10 element is increased by selec-
tion as shown in Fig. 6.2.b but is ultimately limited by the residual dephasing caused
by the measurement. This results in an optimal measurement amplitude just after we
have selected out the 00 and 11 outcomes corresponding to a maximum in concurrence
and odd Bell-fidelity shown in Fig. 6.2.c of 0.40± 0.02, 0.70 respectively without using a
compensation pulse. Now with the compensation pulse we can increase these numbers
since it reduces the dephasing at a similar value of distinguishability. This results in
0.51 ± 0.01 concurrence and 0.75 odd Bell-fidelity, and the effect on the density matrix
compared to not using a compensation pulse is shown in Fig.6.2.d.

This data corresponds to the unconditioned data of Fig. 6.1. The JPA was tuned
up to maximize readout fidelity separately for the compensated and non-compensated
case. This was done because we noticed that the optimum readout parameters change
due to the compensation pulse, we have also taken a completely interleaved data set,
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FIGURE 6.3: Concurrence and odd Bell-state fidelity as a function of data kept
with(open, dashed) and without compensation pulse(closed, full line). Where the line
indicates the stochastic master equation fit. From this we can see the trade-off between
the entanglement generation rate and the quality of entangled states. Dashed black line

indicates 0.5 as a guide to the eye.

but always found the compensated case to perform better. In order to see the trade-off
between the entanglement generation rate and concurrence of the final states we vary
the thresholding such that we can keep an arbitrary amount of data, the result is shown
in Fig. 6.3. From this you can see that even at 50% data-kept (which is the maximum
percentage that is useful due to the half-parity measurement) we have 0.40 concurrence
remaining using a compensation pulse and 0.28 not using it. This could be useful in
entanglement distillation protocols since the final state concurrence then depends also
on the success rate of entanglement generation.

6.3 Driving to an even parity state

Instead of using the compensation pulse to correct the half-parity measurement for fab-
rication imperfections, we can also change the parity of the entangled state just by
changing the shape of the microwave pulse into the weak port of cavity B. This cor-
responds to the solution of Eq. 5.6 setting Y00 = Y11. We applied this pulse and changed
the JPA tuneup to now maximize readout fidelity between the output fields correspond-
ing to the qubits in 01 and 10. This causes the transient difference to "flip" now making
the outputs corresponding to 00 and 11 indistinguishable as shown in Fig. 6.4.c. This
then also changes the dephasing as shown in Fig. 6.4.b such that coherence between 00
and 11 remains. In theory this curve should also be linear, but since the even parity mea-
surement is not the natural system measurement, the compensation pulse requires more
power than in the odd case. In Fig. 6.4.b concurrence is shown as a function of measure-
ment amplitude showing a concurrence maximum of 0.49 and even Bell-fidelity of 0.72,
which is similar to concurrences of odd-parity case.

6.4 Filtering out and correcting for thermal excitation

As described in sec. 4.3.1 thermal excitation can artificially boost the purity of the esti-
mated states from state tomography by skewing your calibration points. On the other
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(a)

(b)

(c) (d)

FIGURE 6.4: Even-parity entanglement generation by changing only the shape of the
back-port pulse and no other parameters. (A) Off diagonal density matrix elements as
a function of measurement amplitude. (B) Concurrence as a function of measurement
amplitude for different amount of data kept. Solid line is stochastic master equation
result for 25% data kept showing a mismatch due to an imperfect compensation pulse at
higher amplitudes. (C) Transient difference versus time. (D) Density matrix histogram
of the final state at 25% data kept and at the point of maximum concurrence 0.45± 0.01.

hand, if a qubit is thermally excited after our initialization, doing a Yπ
2

rotations causes
the qubit to rotate to the |−〉 state, resulting in an orthogonal Bell state after our exper-
imental protocol, which reduces the concurrence by roughly twice the thermal excita-
tion percentage. Post-selecting on our initial measurement allowed to reduce the upper
bound on residual total thermal excitation from 8% to 3% as shown in Fig. 6.5. We how-
ever noticed that there seemed to be a flat background in every measurement, which we
attributed to the tuning qubits. We therefore implemented a more sophisticated fitting
measure that sequentially fits Gaussians to the known means of the 00, 01, 10 and 11

state. In this way we could obtain more precise estimates of the residual thermal excita-
tion fraction in each qubit separately. This was useful in using the correction of sec. 4.3.1
- e.g doing tomography with assumed mixed calibration points instead of pure - since
that requires the fractions of each individual qubit. The beneficial effect of post-selecting
on the initial measurement on final state concurrence is shown in Fig. B.4. Here we see
that comparing the concurrence of selected versus non-selected data always gives an
increase in final state concurrence of 8% using the same set of calibration points. We can
also see that using the more mixed calibration points results in a skewing of tomography
resulting in an overestimate of concurrence by 10% at the maximum, thus at first sight
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FIGURE 6.5: Thermal excitations present in the qubits in a typical experimental run.
On the left a histogram of unselected(selected on the initial measurement, see Fig. 3.8)
integrated measurement outcomes of the final measurement of a supposed |00〉 state
is shown in light(dark) blue. Fits are 4 Gaussians fitted to known means and standard
deviations of the other calibration points. On the right we show the effect of selection
from the pre-measurement on the residual thermally excited qubit populations in the
final measurement both from fitting the Gaussians, (green and blue) for qubit one and
two, and from an upper bound(red) by just counting everything on the right of a thresh-
old at the tail of the 00 Gaussian. Blue line corresponds to the amount of data kept in

the figure on the left.
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FIGURE 6.6: Cross comparison of concurrence vs entanglement amplitude for data and
calibration points filtered by postselecting on the initial measurement. Uncertainties
obtained from Monte Carlo simulations. This shows the duality of thermal excitation.
On the one hand, filtering your data increases purity and therefore concurrence. On the
other hand, having thermally excited calibration points causes the estimated purity to

artificially increase.
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it would seem like pre-selection actually reduces concurrence by 2%, but that is actually
due to the errors in state tomography. This effect is also illustrated on simulated data in
Fig. 6.7, where we show that if there is thermal excitation in both the calibration points
and the initial state of the protocol, tomography results in giving back a state that looks
as if it were unaffected by thermal excitation. But if we use the correction assuming
mixed calibration points, we can actually make tomography honest again.

To correct the main results for thermal excitation we estimated the re-excitation rate
via a simple rate equation per qubit 1

Ttherm
= 1

T1

Ess
1−Ess where Ess denotes the excited

fraction in steady state(0.034 for qubit A and 0.024 for qubit B on average extracted from
the Gaussian fits) resulting in T atherm = 504 µs, T btherm = 374 µs corresponding with a
time of 2 µs to 0.004 and 0.0053 expected populations for qubit A and B respectively
in the final measurement. In reality this might be bigger due to relaxation during the
measurement.
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FIGURE 6.7: Simulated input affected by thermal excitation(dots) vs tomography us-
ing affected calibration points of those states(lines) and tomography using affected
calibration points but with the corrected assumption of mixed input states instead of
pure(dashed lines). This shows that in presence of thermal excitations the coherence
element is much lower in reality than is estimated by tomography if you do not cor-
rect for this. The dashed line does follow the real input showing that the correction
works given you know how mixed your inputs are. The input is simulated using two
Yπ

2
pulses on the thermally excited P00 and subsequently evolved using the master

equation to simulate our experimental protocol completely.

6.5 Fitting theory to data

6.5.1 Comparing output fields

The compensation pulse was shown to work in reducing the dephasing. A good sanity
check is to note if the output field power is linear as a function of input power. We
therefore plotted the integrated transients versus output power in Fig. 6.8. Using the
amplitude scaling factor obtained from the master equation fit, essentially using the
qubits as a photon meter, we plot the intra-cavity photon numbers. Now according
to [69] there exists a critical photon number ncrit = ∆2

4g2 beyond which the dispersive

approximation breaks down due to the small term g2

∆ in the Taylor expansion used for
it no longer being small. For the entanglement qubits, the detuning is large enough so
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we never reach ncrit, but for the tuning qubits we obtain ncritQT1 = 50 and ncritQT2 =

37 using the fitted couplings from Fig. 3.6. This could thus make the cavity response
non-linear, which is not captured by the model at higher measurement strengths. To
further illustrate the creation of distinguishability and confirm our model is working is
by fitting the output transients, done in Fig. 6.5.1.
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FIGURE 6.8: (Left) Integrated experimental(modeled) transients versus power indi-
cated by dots(lines) for no compensation, odd compensation and even compensation,
showing non-linear behavior at high measurement powers. The point of maximum
concurrence is far in the linear regime. (Right) Intra-cavity photon number as estimated
from the model using fitted amplitude scaling factor from the master equation. Dashed
lines indicate relevant critical photon numbers of the tuning qubits, showing that at
higher photon numbers the cavity non-linearity due to the tuning qubits can affect the
fit quality. Fitted amplitude scaling factors were 1.09∗10−3, 1.15∗10−3, 1.00∗10−3 for no
compensation, odd compensation and even compensation respectively found from the

transients at maximum concurrence
.

6.5.2 Fitting the master equation

Data shown in Figs. 6.1, 6.2 and 6.4 were taken over a weekend with nearly the same
system settings. We therefore started with fitting the unconditioned density matrix evo-
lution versus measurement strength by simulating Eq. 5.11. We used LMFIT to fit the
least squared error between elements of the simulated density matrices and density
matrices obtained from tomography over the whole amplitude range simultaneously.
Fitting a dataset started with estimating T1, T2 by fitting the population elements. We
then fit the off-diagonal complex elements using all of the parameters found by inde-
pendent measurements from table 3.1 and fitting only an amplitude scaling factor for
the input amplitude and the loss between the cavities ηl. We then proceeded to using
these same parameters for fitting the compensation pulse case by turning on a flag in the
simulation for doing an even parity or odd-parity compensation pulse. We did re-fit the
qubit relaxation and dephasing times T1, T2 since they fluctuated between datasets.

In the fitting we found that increasing κw, κI gave a strong decrease of ηl, this can be
explained by the fact that they both represent loss of the photons. The found estimate
for the loss ηl ≈ 0.89 should therefore be taken with a grain of salt, but does fall in the
regime we would expect based on rough circulator and connector specifications.
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FIGURE 6.9: Output fields in both quadratures of the four calibration points. Dots indi-
cate data plotted every 10ns. Dashed lines indicate predicted transient from the model
using the parameters defined in table 3.1 and fitting a phase-offset, output amplitude
scale factor and timing offset of 33ns. You can see that using the compensation pulse
for the odd-bell state makes the output fields for input state |01〉 and |10〉 overlap. The
even pulse has the same effect but then makes the |00〉 and |11〉 states indistinguishable.
Fits of the 00-11 compensation pulse are worse, because the pulse was less wel tuned

up as can be seen from the master equation evolution in Fig. 6.4.
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6.5.3 Implementation of the stochastic master equation

For fitting the conditioned results, we simulated the stochastic master equation. This
consisted for each amplitude of 10000 runs together with 4 times 1000 runs for the cali-
bration points, so we could perform the same thresholding as we did on the experimen-
tal data. A homodyne angle of π2 was chosen since at 0 Hz detuning most information is
in that quadrature and in experiment we optimized the final angle and eventually used
2D thresholding. to the data using the same parameters as found in the master equation.
The only remaining unknown was the measurement efficiency, which was determined
by running the SME for multiple different efficiencies. A measurement efficiency of
45% agreed well with data not using any compensation pulse. We therefore used it also
for the odd and even compensation to show the theoretical maximum concurrence we
could have achieved with a perfect compensation pulse, even though the tune-up of
the JPA was different, so the measurement efficiency might not have been exactly the
same for those cases. Also the phase-sensitive amplification of the JPA is very sensitive
to changes in amplitude by definition, so ηmeas might not have been the same over the
whole amplitude range.
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7 Conclusion

We have succeeded in generating entanglement by a half-parity measurement on two
remote 2D transmon qubits on different chips, by minimizing unwanted measurement
induced dephasing in the odd-subspace while maximizing projection strength on the
rest. This resulted in generating odd Bell states with 51%(40%)± 2% concurrence while
keeping around 25%(50%) of our data giving a 1(0.5)KHz generation rate. This im-
proves on numbers reported in recent literature on similar experiments and was done
by tuning the two cavities to have similar output fields for the odd subspace. The tun-
ing was performed by using two tuning qubits to alter the resonator frequency via their
dispersive shift. Further matching of the output fields was performed by numerically
optimizing a parameterized back port drive based on the solution to the classical equa-
tions of motions of the cascaded two-cavity setup. We derived a general compensation
pulse solution, allowing us to choose which pair of states to make indistinguishable.
This resulted in being able to also project the system in an even parity Bell state reach-
ing similar concurrence.

Data was modeled using numerical simulation of the master equation governing the
two qubit two cavity system. By exploiting the cascaded and linear nature of the system,
this simulation was reduced to a two-qubit master equation in the polaron frame. This
allowed for simultaneous fitting of the full density-matrix over the whole amplitude
range. A stochastic master equation was used to model the process of measurement
and thresholding. Agreement with theory of the unconditioned result was good in the
linear regime with an overall state fidelity ≥ 99%. As measurement power increased
the output became a slightly non-linear function of the input power and cavity photon
numbers inside the cavity reached critical photon numbers making the dispersive ap-
proximation used in our models no longer valid, this or non-linearity in the input chain
could explain residual mismatch between theory and data.

We also developed a general state tomography toolbox applicable to any system
performing single or two qubit measurements. Residual thermal excitation in the qubits
was shown to cause two effects. First and foremost, this caused a reduction of final state
concurrence due to mixing in orthogonal states. Secondly it skewed the calibration
points used in state tomography, causing an overestimate of state purity, which finally
resulted in an increase in concurrence. Corrections for these thermal excitations can be
done in two ways. At first one should try to do an initialization procedure that selects
out the thermally excited states. This will reduce the mixing of orthogonal states after
applying the experimental pulses. A second way, to keep the experiment honest if it is
impossible to cancel out the residual thermal excitation, is to assume mixed calibration
points based on the estimate of residual excitation. This will undo the overestimate of
state purity in tomography.
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7.1 Suggestions for further research

7.1.1 Improving on loss limits

Given the steady rate of improvements in qubit lifetimes, final state concurrence is fun-
damentally limited by losses between the cavities (The SME shows that without loss
at ηm = 0.45 between the cavities we should be able to reach 0.82 concurrence, while
with infinite qubit lifetimes only 0.65), so minimizing this would be a big improvement.
We could for example in our setup remove a circulator between the two cavities and
drive the first one in transmission instead of reflection. This would then increase the
limit on ηl by circulator losses from 0.93 to 0.96. Another way that has been looked into
is using single photons. This has the advantage that the final state concurrence is not
limited by losses, but rather the rate of entanglement generation heralded by the mea-
surement. Doing such a scheme for superconducting computer architectures requires
single photon detectors at microwave frequencies which are currently not yet reliable
enough due to the much lower energy of the photons that need to be detected, but has
been attempted recently by Narla et al. [59], reaching a bell state fidelity of 57%.

7.1.2 Distillation and teleportation

We could also improve entanglement between the two distant nodes by adding a second
ancilla qubit to perform entanglement distillation. We could then in principle repeat
the protocol many times and distill the entanglement to the target bit, but the pure
entanglement part of our protocol takes about 1µs and we have a success rate 25% we
would quickly run out of time before the qubit has decayed due to T1. This can however
be optimized extending the use of CLEAR pulses [13] for a joint measurement to ensure
a quick decay of the cavities. A more feasible use of the ancilla qubit would be to do
teleportation [7] between two chips as fairly recently done in solid state qubits [64]. In
this way it is possible to transfer states between two quantum processors, opening up
more routes to modular architectures.

7.1.3 Deterministic entanglement

As shown theoretically in [57] it is also possible to generate steady state entanglement
using the same chip as we have now. This would alleviate the need for a measurement,
initialization and data collection and instead consist of engineering the correct qubit
drives such that the steady-state becomes entangled. Direct feedback is another way of
generating deterministic entanglement. Since our measurement operator consists of a
half-parity measurement we cannot simply do feedback after the full measurement as
performed in [67] for example unless we take a "rinse and repeat" approach. We can
however make use of the QND continuous weak nature of the measurement to slowly
measure the qubit and apply an optimal continuous feedback function based on the
measured outcome as proposed in [52].



67

Acknowledgements
I’m happy to have been part of this group during my masters project. Having people
from all over the world together in the Aquarium, yes that’s what our lab is called,
running around to build a quantum computer was a fun and educating experience. The
hard work effort that people had combined with an open mind was nice to work with.
I would mainly like to thank Christian, it was nice working together during the last
nine months, thanks for your help and even more during the writing of my thesis. I’ve
learned a lot from his inspirational long talks about various subjects - not per se related
to our project - and he was always willing to take the time to explain things if asked
(which I did a lot). His enthusiasm in making more and more people write for the blog
and dedication to make his own articles has showed me that being able to inspire and
talk to others about science is almost as important as doing science itself. I would also
like to thank Nathan for his help with our project. Even though he wasn’t with us for
the whole project, his structured way of working and perseverance to make something
work or read my report even if it was late at night was a source of inspiration. So I
hope you get some sleep there in Australia! Thanks to Ben Kriger for discussions on
the compensation pulse and Felix Motzoi for help with the simulation and interesting
ideas for the experiment. Furthermore I would like to thank the rest of the lab our
time together, thanks to Brian for his nice help and being the go-to guy for discussions
about "theory stuff", I think the quality of our work improved when you joined. Oscar,
Livio, Ramiro, Thijs and Florian it was a nice time in our side of the lab, although I
hope to meet the Luthi-meister one day. Adriaan for our discussions about good coding
practice and teaching me the value of a good coffee-walk and finally Leo for his keen
eye to clarify and help us focus on the important parts of the research, rather than get
lost in trivia.

Last but not least I would like to thank my family, friends and Royaal for their sup-
port en Ilse, ook al zat je ver weg, dagdromen over of een slaperige skype-sessie met jou
was een welkome afwisseling van het project!





69

A Generalized hamiltonian

Generalized Jaynes-Cummings Hamiltonian

Even though Eq. 2.15 looks simple, the χ already includes corrections for higher level
transmon states. These corrections start affecting χ as the anharmonicity decreases.
Now for a single qubit we can write the Transmon Hamiltonian in terms of the bare
transmon eigenstates |j〉 the first order coupling with RWA we arrive at the Generalized
n level Jaynes-Cummings Hamiltonian [75]

H = ωcâ
†â+

n∑
j=0

ωj |j〉 〈j|+
n−1∑
j=0

gj,j+1 (|j〉 〈j + 1|+ |j + 1〉 〈j|)
(
â+ â†

)
(A.1)

where ωc is the field mode frequency, ωj is the transmon eigenenergy of level |j〉, the per-
turbative dipole coupling strength gj,j+1 is given by 〈j| n̂ |j + 1〉 where n̂ is the charge
number operator.

Adding the other qubit

In our 2 qubit two resonator system we can add the second qubit to the system with
a similar term to obtain the generalized Tavis Cummings Hamiltonian [75] with a cou-
pling term J12

(
σ̂

(1)
− σ̂

(2)
+ + σ̂

(1)
+ σ̂

(2)
−

)
where J12 = g1g2(∆1+∆2)

2∆1∆2
the qubit qubit coupling

through virtual coupling via polarization of the resonator [77]. The qubit qubit term is
usually negligible since both ∆1,∆2 >> 1, but since we vary the tuning qubit in order
to tune the resonator we should keep the effect of this hybridization in mind.

The final hamiltonian used for estimating the couplings is then

H = ωcâ
†â+

1∑
k=0

n∑
j=0

ωkj |j〉k 〈j|k

+

1∑
k=0

n−1∑
j=0

gkj,j+1 (|j〉k 〈j + 1|k + |j + 1〉k 〈j|k)
(
â+ â†

)
+ J12

(
σ̂

(1)
− σ̂

(2)
+ + σ̂

(1)
+ σ̂

(2)
−

)
(A.2)

where k denotes the qubit index and n was taken to be 3. This was used to fit the
couplings of Fig. 3.6 by diagonalizing it given the measured Ec and α.





71

B Detailed fitting results

This appendix shows the detailed full-density matrix data used for Figs. 6.1, 6.2, 6.4
where you can see both the deterministic phase gain due to the measurement induced
AC-Stark shift and the dephasing. Note that during the measurement the population
remained constant. We did however found a small but re-occuring underestimate in the
simulated T1 versus measured T1 during the data runs of about 2σT1 , which remains
unexplained.

FIGURE B.1: Fit of data not using a compensation pulse. Minimum fit fidelity reported
is 0.994 and average over the amplitude range is 0.998±0.002. Error bars obtained from

Monte-Carlo simulations on tomography result.
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FIGURE B.2: Fitted density matrix data using the odd compensation pulse. Minimum
fit fidelity reported is 0.992 and average over the amplitude range is 0.997±0.001. Error

bars obtained from Monte-Carlo simulations on tomography result
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FIGURE B.3: Fitted density matrix data using the even compensation pulse. The model
predicts higher coherence than the data, which is probably due to imperfect tuning up
of the compensation or due to non-linearities in the input chain. Minimum fit fidelity
reported is 0.86 and average over the amplitude range is 0.95±0.05. Error bars obtained

from Monte-Carlo simulations on tomography result
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FIGURE B.4: Comparison simulation of the full master equation of Eq. 5.1 including
the cavity Fock states with the reduced master equation for experimental settings in-
cluding decay and decoherence at low measurement amplitudes so we were still able
to simulate the full master equation. This was a sanity check to see if the faster reduced
master equation produced the same results as the full master equation. Lines indicate
the reduced obtained from the polaron transformation and dots indicate result from the

full master equation. They agree very well.
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