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Abstract

Synchronization of Multi-Agent Systems (MASs) has the potential to benefit many tech-
nological areas such as formation control for unmanned vehicles, cooperative adaptive
cruise control, and spacecraft attitude control. Information plays a crucial role in MASs:
in centralized approaches, a central node utilizes global information to achieve synchro-
nization, while in distributed approach agents only utilize local information, i.e. neigh-
bors’ information. A big concern in MASs is the presence of parametric uncertainties
(unknown dynamics), which might require adaptive control gains instead of fixed control
gains.

This work thus provides a novel adaptive distributed control for MASs of heterogeneous
agents with unknown dynamics based on model reference adaptive control (MRAC).
We study both the synchronization of linear systems and the synchronization of Euler-
Lagrange (EL) systems. The implementation of this scheme is based on distributed
matching condition assumptions. We study such matching conditions both for the state-
feedback case and output-feedback case. Since all matching gains are unknown in view
of the unknown dynamics, the gains are adapted online via Lyapunov-based estima-
tion. The asymptotic convergence of the synchronization error is analytically proven
by introducing an appropriately defined Lyapunov function, and numerical examples
show the effectiveness of the approach. The practical advantage of the proposed dis-
tributed MRAC is the possibility of handling unknown dynamics by simply exchanging
the states/output, and inputs with neighbors, without any extra auxiliary variables (dis-
tributed observer) nor sliding mode. Because of the mutual dependence of control inputs,
well-posedness problems will arise in the presence of cyclic communication, if the inputs
are generated without a prescribed priority. In this work, we study such well-posedness
problems via parameter projection methods.
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aij : the edge’s weight where i 6= j.
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L2 class: A vector signal x ∈ Rn belongs to the L2 class; if
∫ t

0 ||x(τ)||2dτ < ∞,
∀t > 0.
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Chapter 1

Introduction

Synchronization of the multi-agent system (MASs) is an active area of research with
many exciting applications. The implementation of a control law that can adapt to
parameter uncertainties and has the capability to handle time-varying communication
graph is crucial in the implementation. Although, some research has been done, only
limited classes of uncertainty that has been addressed. In this chapter, we introduce
the synchronization problem of MASs to handle heterogeneous systems with unknown
dynamics.

This chapter is organized as follows: Section 1-1 introduces the MASs and the syn-
chronization of MASs where the adaptive approach has not been proposed. Section 1-2
presents the state of art methodologies that have been proposed in this field to address
the parameter uncertainties and the unknown dynamics of the agents. Section 1-3 sum-
marizes the research objectives of this MSc thesis. Finally, Section 1-4 concludes this
chapter by presenting the outline of MSc thesis report.

1-1 Synchronization of multi-agent systems

In recent years, the synchronization of MASs has been an emerging research direction
drawing the attention of the control community. Synchronization represents a potential
solution for coordination of large-scale networked systems [1,2], encompassing spacecraft
attitude control [3], sensor networks [4], smart buildings and smart grids [5–7], unmanned
aerial, ground and underwater vehicles [8–10].

Prior to an explanation of the theory of synchronization of MASs, it is useful to give
a definition of ”agent”. The term ”agent” appears in multiple disciplines in engineering
and science; therefore, the term has been continuously revised. According to [11], an
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12 Introduction

agent consists of four basic elements: the sensor, the actuator, the information element,
and the reasoning element. According to [12], agents can be divided into three main
categories: human agents, hardware agents, and software agents. Depending on the task,
the software agent can be broken down into information agents, cooperation agents, and
transaction agents.

To coordinate MASs, either a centralized approach or a distributed approach can be
adopted. The centralized approach introduces a central node that utilizes the infor-
mation stemming from all agents to control them. On the contrary, the distributed
approach uses, for each agent, a controller that utilizes local information, i.e. neighbors’
information. The distributed approach gives more advantages due to its applicability
in the presence of communication constraints [13–15]. The research direction in dis-
tributed control can be grouped into several directions that may be overlapping, such
as synchronization (sometimes referred to as consensus or rendezvous when the syn-
chronizing behavior is constant), distributed formation control (sometimes referred to
as flocking in the presence of collision avoidance capabilities), distributed optimization
and estimation [16].

Based on the existence of the leader agent, the synchronization could be divided into two
types of synchronization, leaderless synchronization and leader-follower synchronization.
In this work, we will only discuss the leader-follower synchronization. Here, the agents
have the objective to synchronize to the leader dynamics where the error between the
agents and the leader converge asymptotically to zero. In general, the study of synchro-
nization has the objective of finding the coupling gains and the network topology that
guarantee the synchronization state error or the synchronization output error converges
asymptotically to zero. Initial research on synchronization has been focusing on networks
of identical agents, e.g., [17,18]. However, it is well known that agents can have heteroge-
neous dynamics, which makes synchronization more challenging [19,20]. Fixed coupling
gains among the identical and non-identical agents that stabilize the synchronization
error and guarantee the desired performance were proposed in [21, 22]. Currently, the
cooperative regulation under large uncertainties or unknown dynamics has not been dis-
cussed widely. Therefore, the adaptive-gain distributed control is necessary to handle the
heterogeneous agent with unknown dynamics. Note that the previous works were using
the global information, the eigenvalues of the Laplacian matrix (algebraic connectivity),
that will be excluded in this thesis.

1-2 State of the art

The design of the adaptive distributed controller is utmost importance on dealing with
large uncertainties. Several methods of the adaptive distributed controller that has
been proposed are the adaptive distributed control based on passification method and
the adaptive distributed control based on model reference adaptive control (MRAC).
In passification method, a distributed observer of the exogenous signal and a reference
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1-3 Research objective 13

model whose output can converge to the exogenous signal are designed to synchronize the
agents. The passification method was used to design the adaptive distributed controller
and solve the problem for the output regulation was proposed in [23, 24]. It is known
that the passification method provides less restrictive matching conditions based on
regulator equations for tracking a given class of exogenous signals compared to state-
feedback MRAC approach [25]. However, the passification method assumes that every
agent knows the matrix of the exosystem.

The adaptive distributed control based on state-feedback MRAC was proved to synchro-
nize the heterogeneous agent with unknown dynamics via strict matching condition and
adaptive laws [25]. In that work, synchronization was reached by using an extended form
of state feedback model reference adaptive control (MRAC) where the vector coupling
gains are used. Based on that research, we provide less restrictive matching condition by
introducing the extension of output-feedback MRAC. The extension of output-feedback
MRAC assumes the relative degree of a linear system is the same as the reference model.
Then, we extend the capability to handle the switching topologies by introducing multi-
ple switched controller. We proposed the switched controller based on the number of the
agent predecessors where the learning process should be held whenever the controller
inactive. It is widely known that there exist stability analysis of switched system based
on dwell time analysis [26, 27]. All the works as mentioned earlier based on MRAC
approach rely on the directed acyclic graph (DAG) assumption. However, for some cer-
tain purposes (i.e., merging maneuvers) having the undirected graph or directed graph
with a cycle is necessary. Therefore, we propose a well-posedness of the input that is
designed to handle the synchronization under undirected graph or directed graph with
a cycle. Furthermore, we extend our work to synchronize the Euler-Lagrange (EL) sys-
tems, which use state-feedback MRAC and inverse dynamic based control. Two things
shown in these works must be remarked: first, exchanging the inputs makes any ex-
change of auxiliary variables unnecessary, resulting overall in less communication effort
(because the input to be exchanged has typically a smaller dimension than the observer
variables); second, arbitrarily time-varying leader trajectories can be handled without
requiring any global knowledge of such trajectory neither any sliding mode.

1-3 Research objective

The synchronization of MASs reveals the need for adaptive control approach which can
handle the uncertainties and the unknown agent’s dynamics. The extension of state-
feedback MRAC has been used to synchronize the agents with unknown dynamics. Thus,
the output-feedback MRAC focusing on the problem of cooperative output regulation
in the presence of the uncertainties and the unknown agent’s dynamics is necessary.
The graph communication with a cycle is obligatory to perform merging maneuvers. It
is known that the EL systems can be employed to describe a wide class of practical
systems. Thus we propose the adaptive hierarchical control for uncertain EL systems
using distributed inverse dynamics. Consequently, the research objectives throughout
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14 Introduction

this MSC thesis are defined:

• Synchronization of linear systems (output-feedback MRAC): Design the adaptive
control law based on output-feedback MRAC where only local information (agent’s
input and agent’s output) are required to synchronize all the agents.

• Undirected graph and the cycle: Presents the condition that is satisfied the syn-
chronization under undirected graph and directed graph with a cycle.

• Synchronization of EL systems: Design the distributed adaptive control law for
uncertain heterogeneous nonlinear agent described by EL systems.

1-4 Report outline

The rest of the MSc thesis report is organized as follows:

• Chapter 2 introduces state-feedback and output-feedback synchronization based
on the distributed MRAC approach.

• Chapter 3 studies the well-posedness of the input under undirected graph and
graph with cycles.

• Chapter 4 introduces synchronization of EL systems based on distributed inverse
dynamics and MRAC.

• Chapter 5 presents the numerical simulations used to validate the theoretical
findings.

• Chapter 6 provides conclusions and proposes directions for further research.
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Chapter 2

Adaptive synchronization of
uncertain linear systems

This chapter is organized as follows: Section 2-1 introduces the communication graph
in general. Section 2-2 presents the previous work of synchronization of MASs based on
state-feedback MRAC. Section 2-3 extends the output-feedback MRAC to handle the
synchronization of MASs with unknown dynamics.

2-1 Communication graph

In this work, we consider networks of agents (linear systems or EL systems) which are
linked to each other via a communication graph that describes the allowed information
flow. In other words, we say that system i has a directed connection to system j if the
second can receive information from the first. Here, informations are states xi, qi, q̇i or
output (yi) measurements and input measurements ui, τi from neighbors. In a commu-
nication graph, a special role is played by the pinning node, which is an agent (typically
indicated as system 0) that does not receive information from any other agents in the
network. Note that the pinner can be a virtual or a real agent, depending on the par-
ticular application. The communication graph describing the allowed information flow
between all the systems, pinner excluded, is completely defined by the pair G = (V, E),
where V = {1, . . . , N} is a finite nonempty set of nodes, and E ⊆ V × V is a set of pairs
of nodes, called edges. To include the presence of the pinner in the network we define
Ḡ = {V, E , T }, where T ⊆ V is the set of those nodes, called target nodes, which receive
information from the pinner.
Figure 2-1 provides a simple communication graph where V = {1, 2, 3, }, E = {(1, 2), (1, 3)},
and T = {1, }. Note that the target node will be referred to as a leader in this work
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16 Adaptive synchronization of uncertain linear systems

because they can access the information of the pinner: with this directed connection,
follower 3 can observe the measurement from leader 1 and follower 2, but not vice versa.
Let us introduce the adjacency matrix A = [aij ] ∈ RN×N of a directed communication

Figure 2-1: Multi-agent system communication graph.

graph, which is defined as aii = 0 and aij = 1 if (i, j) ∈ E , where i 6= j. The adjacency
matrix corresponding to the example in Figure 2-1 is

A =

0 1 1
0 0 1
0 0 0

 .
In addition, we define a vector, the target vector M = [aj0] ∈ RN , to describe the di-
rected communication of the pinner with the target nodes. Specifically, the target matrix
is defined as aj0 = 1 if j ∈ T and aj0 = 0 otherwise. In the example of Figure 2-1, we
have M = [1, 0, 0]′. A directed graph Ḡ is said to be hierarchical if the vertices of the
graph can be sorted in such a way that the adjacency matrix has upper triangular form
with only zeros in the diagonal, which is the case of the graph in Figure 2-1: this is
equivalent to saying that the directed communication graph is acyclic (in Chapter 3 we
discuss the Cyclic case). Also, the graph is said to contain a directed spanning tree with
the pinner as the root node, if for every agent j there is a directed path that leads from
j to 0. In this chapter we will consider acyclic networks containing a directed spanning
tree with the pinner as the root node. Considering acyclic networks is a necessary conse-
quence of exchanging control inputs among neighbors, because the mutual dependence
of control inputs will bring well-posedness problems if the inputs are generated without
a prescribed priority [28]; however, it was shown in [29] that the distributed model refer-
ence adaptive framework can work, with appropriate modifications, also in the presence
of cyclic networks.

2-2 State-feedback MRAC

In line with [25], the objective in this section is to find the control laws u for each agent
that guarantee synchronization of MASs with unknown linear dynamics by only using
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2-2 State-feedback MRAC 17

the input and the states of the neighbors. First, let us assume that there are three agents
denoted with subscripts 0, 1, and 2. Let us consider the network depicted in Figure 2-2.
Here, the purpose of agent 1, the leader, is to follow agent 0. At the same time, the
purpose of agent 2 is to follow agent 1. agent 0 is a reference model that is connected
to agent 1, satisfying the following dynamics:

ẋm = Amxm + bmr (2-1)

where xm ∈ Rn is the state of the reference model, r ∈ R is the reference input of the
reference model. Am and bm are known matrices of appropriate dimensions. Then to
have a bounded state trajectory xm for bounded r, Am should be Hurtwitz. Then, we
have agents 1 and 2, denoted with subscripts 1 and 2, respectively, and with dynamics
expressed in the following dynamics

ẋ1 = A1x1 + b1u1 (2-2)

ẋ2 = A2x2 + b2u2 (2-3)

where x1, x2 ∈ Rn is the state, u1, u2 ∈ R is the inputs. Then we have A1, A2 and b1, b2
are unknown matrices of appropriate dimensions, with possibly A1 6= A2 and b1 6= b2
(heterogeneous unknown agents). We assume a directed connection from agent 1 to
agent 2, i.e., the digraph is described by N = {1, 2}, E = {(1, 2)}. By using this
configuration, agent 2 can observe the measurement from agent 1, but not vice versa.

Figure 2-2: A leader-follower communication graph with one follower (state-feedback).

2-2-1 Synchronization of a leader to a reference model

Applying classical model reference adaptive control, it is known that agent 1 can syn-
chronize to the reference model (2-1) through the controller

u1(t) = k∗
′

1 x1(t) + l∗1r(t) (2-4)

where k∗′1 , l∗1 are the optimum feedback gains that should be satisfied the following
assumptions.

Assumption 1. There exist constant vectors k∗1, k∗2 and scalars l∗1, l∗2 such that

Am = A1 + b1k
∗′
1 , bm = b1l

∗
1

Am = A2 + b2k
∗′
2 , bm = b2l

∗
2.

(2-5)
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18 Adaptive synchronization of uncertain linear systems

Assumption 2. The sign of l∗1, l∗2 are known.

Remark 1. Assumptions 1 and 2 are standard in state-feedback MRAC [30, Chapter 5],
so that we can adopt the same assumptions also in the setting of adaptive synchronization
of MASs.

Being the system matrices (2-2) unknown, the proposed control law (2-4) cannot be
implemented for agent 1, then we can come up with

u1(t) = k
′
1(t)x1(t) + l1(t)r(t) (2-6)

where k1
′, l1 are estimates of k∗′1 , l∗1 respectively. Let us define the error e1 = x1 − xm,

whose dynamics are

ė1(t) = Ame1(t) + b1(k̃′1(t)x1(t) + l̃1(t)r(t)) (2-7)

where k̃′1 = k1−k∗1, l̃1 = l1− l∗1. The following result is basically standard state-feedback
MRAC.

Theorem 1. Consider the reference model (2-1), the unknown leader dynamics (2-2),
the controller (2-6), and the adaptive laws

k̇
′
1(t) = −sgn(l∗1)γb′mP (x1(t)− xm(t))x1(t)′

l̇
′
1(t) = −sgn(l∗1)γb′mP (x1(t)− xm(t))r(t)

(2-8)

where the scalar γ > 0 is the adaptive gain, and P is a positive definite matrix satisfying

PAm +A
′
mP = −Q, Q > 0 (2-9)

then we guarantee synchronization of the leader dynamics(2-2) to the reference model
(2-1), and the convergence e1 → 0 for t→∞.

Proof. To analytically show the asymptotic convergence of the synchronization error
between the leader and the reference model, one can introduce the following Lyapunov
function

V1(e1, k̃1, l̃1) = e
′
1Pe1 + tr( k̃

′
1k̃1
γ|l∗1|

) + l̃21
γ|l∗1|

. (2-10)

Then it is possible to verify

V̇1 = e
′
1(PAm +A

′
mP )e1 + 2e′1Pb1(k̃′1x1 + l̃1r) + 2tr( k̃

′
1γ
−1 ˙̃k1
|l∗1|

) + 2 l̃1γ
−1 ˙̃l1
|l∗1|

= −e′1Qe1 + 2(sgn(l∗1)b′mP (x1 − xm)x′1 + γ−1 ˙̃k′1) k̃1
|l∗1|

+ 2(sgn(l∗1)b′mP (x1 − xm)r + γ−1 ˙̃l1) l̃1
|l∗1|

= −e′1Qe1.

(2-11)
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2-2 State-feedback MRAC 19

From (2-11), we obtain that V1 has a finite limit, so e1, k̃1, l̃1 ∈ L∞. Because e1 ∈ L∞
and xm ∈ L∞, we have x1 ∈ L∞. This implies k′1, l1 ∈ L∞. We have controller (2-6)
and k

′
1, l1 ∈ L∞, so that we have u1 ∈ L∞. Therefore, all signals in the closed-loop

system are bounded. From (2-11), we can establish that V̇1 has a bounded integral, so
we have e1 ∈ L2. This implies V̇1 → 0 for t → ∞ hence e1 → 0 for t → ∞, which
concludes the proof.

Remark 2. Note that Theorem 1 requires the agent to obtain the reference signal r
to synchronize to its neighbors which is not possible in a distributed setting. Therefore,
the signals of neighboring agents will be utilized instead of the reference signal.

2-2-2 Synchronization of a follower to a neighbor

In this subsection, we will design an adaptive control that can synchronize agent 2 to
agent 1 without using the reference input and reference states. In known parameter
case, one can have the control law for agent 2 as follows

u2(t) = k∗
′

21(t)x1(t) + k∗
′

2 (t)(x2(t)− x1(t)) + l∗21(t)u1(t). (2-12)

The following proposition is the result of Assumption 1.

Proposition 1. There exist a constant vector k∗21 and a scalar l∗21 such that

A1 = A2 + b2k
∗′
21, b1 = b2l

∗
21. (2-13)

It implies that agent 2 can match agent 1 via k∗21 and l∗21, which we refer to as coupling
gains.

Proof. Let us consider the equation (2-5), the we can come up with

b1 = b2
l∗2
l∗1

A1 −A2 = b2k
∗′
2 − b1k

∗′
1

= b2

[
k∗
′

2 −
l∗2
l∗1
k∗
′

1

] (2-14)

which is in the form of (2-13) we have k∗′21 = k∗
′

2 −
l∗2
l∗1
k∗
′

1 , and l∗′21 = l∗2
l∗1
.

Remark 3. Proposition 1 shows us a distributed matching condition among neighboring
agents in synchronization of MASs (state-feedback case). In other words, there exist
coupling gains that match an agent to its neighbors. Such distributed matching condition
has been derived without extra assumptions than the standard assumptions of adaptive
control.
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20 Adaptive synchronization of uncertain linear systems

Being the system matrices (2-3) unknown, the proposed control law (2-12) cannot be
implemented for agent 2. Then we propose the control law

u2(t) = k
′
21(t)x1(t) + k

′
2(t)(x2(t)− x1(t)) + l21(t)u1(t) (2-15)

where k′21, k
′
2, l21 are the estimates of k∗′21, k∗

′
2 , l∗21 respectively. Let us define the error

e21 = x2 − x1, whose dynamics are

ė21(t) = Ame21(t) + b2(k̃′21(t)x1(t) + k̃
′
2e21 + l̃21u1(t)) (2-16)

where k̃′21 = k21 − k∗21, k̃
′
2 = k2 − k∗2, l̃21 = l21 − l∗21. The following Theorem provides the

leader-follower synchronization.
Theorem 2. Consider the unknown leader dynamics (2-3), the unknown follower dy-
namics (2-3), the controller (2-15), and the adaptive laws

k̇
′
21(t) = −sgn(l∗2)γb′mP (x2(t)− x1(t))x1(t)′

k̇
′
2(t) = −sgn(l∗2)γb′mP (x2(t)− x1(t))(x2(t)− x1(t))′

l̇21(t) = −sgn(l∗2)γb′mP (x2(t)− x1(t))u1(t)

(2-17)

then we guarantee synchronization of the follower dynamics(2-3) to the leader dynamics
(2-2), and the convergence e21 → 0 for t→∞.

Proof. To analytically show the asymptotic convergence of the synchronization error
between the follower and the leader, one can introduce the following Lyapunov function

V21(e21, k̃21, k̃2, l̃21) = e
′
21Pe21 + tr( k̃

′
21k̃21
γ|l∗2|

) + tr( k̃
′
2k̃2
γ|l∗2|

) + l̃221
γ|l∗2|

. (2-18)

Then it is possible to verify

V̇21 = e
′
21(PAm +A

′
mP )e21 + 2e′21Pb2(k̃′21x1 + k̃

′
2e21 + l̃21u1) + 2tr( k̃

′
21γ
−1 ˙̃k21
|l∗2|

)

+ 2tr( k̃
′
2γ
−1 ˙̃k2
|l∗2|

) + 2 l̃
′
21γ
−1 ˙̃l21
|l∗2|

= −e′21Qe21 + 2(sgn(l∗2)b′mP (x2 − x1)x′1 + γ−1 ˙̃k′21) k̃21
|l∗2|

+ 2(sgn(l∗2)b′mP (x2 − x1)x′1 + γ−1 ˙̃k′2) k̃2
|l∗2|

+ 2(sgn(l∗2)b′mP (x1 − xm)u1 + γ−1 ˙̃l21) l̃21
|l∗2|

= −e′21Qe21.

(2-19)

From (2-19), we obtain that V21 has a finite limit, so e21, k̃21, k̃2, l̃21 ∈ L∞. Because
e21 ∈ L∞ and x1 ∈ L∞, we have x2 ∈ L∞. This implies k21, k2, l21 ∈ L∞. We have the
controller (2-15) and k21, k2, l21 ∈ L∞, so that we have u2 ∈ L∞. Therefore, all signals
in the closed-loop system are bounded. From (2-19), we can establish that V̇21 has a
bounded integral, so we have e21 ∈ L2. This implies V̇21 → 0 for t→∞ hence e21 → 0
for t→∞, which concludes the proof.
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2-2 State-feedback MRAC 21

2-2-3 Synchronization of a follower to two neighbors

In this section, we tries to synchronize a follower (called agent 3) to two parents neighbors
(called agent 1 and 2). We assume a directed connection from agent 1 to agent 3
and from agent 2 to agent 3, i.e. the digraph is described by N = {1, 2, 3}, E =
{(1, 3), (2, 3)}, with this directed connection, agent 1 and agent 2 can send its input
and state measurement to agent 3, but not viceversa. For simplicity, we consider an
unweighted directed graph, i.e. a13 = a23 = 1. The network under consideration is
presented in Figure 2-3.

Figure 2-3: A leader-follower communication graph with two followers (state-feedback).

agent 3 is an additional follower that is connected to agent 1 and agent 2, satisfying the
following dynamics:

ẋ3 = A3x3 + b3u3 (2-20)

where x3 ∈ Rn is the state of the agent 3, u3 ∈ R is the input. We have A3 and b3
are unknown matrices of appropriate dimensions. Then we propose the control law that
synchronize agent 3 to agent 1 and agent 2

u31(t) = k
′
31(t)x1(t) + k

′
3(t)(x3(t)− x1(t)) + l31(t)u1(t)

u32(t) = k
′
32(t)x2(t) + k

′
3(t)(x3(t)− x2(t)) + l32(t)u2(t).

(2-21)

In more compact form, the controller for agent 3 can be defined be defined as the addition
of u31(t) and u32(t)

u3(t) = k
′
31(t)x1(t)

2 + k
′
32(t)x2(t)

2 + k
′
3(t)e31(t) + e32(t)

2 + l
′
31(t)u1(t)

2 + l
′
32(t)u2(t)

2
(2-22)

where k31
′, k32

′, k3
′, l31, l32 are estimates of k∗′31, k

∗′
32, k

∗′
3 , l
∗
31, l

∗
32 respectively. In the interest

of synchronize agent 3 to its predecessors, agent 1 and agent 2, we define the dynamics
of the error e31 = x3 − x1 and e31 = x3 − x1 with dynamics

ė31 = Ame31 + b3(u3 − k∗
′

31x1 − k∗
′

3 e31 − l∗31u1)
ė32 = Ame32 + b3(u3 − k∗

′
32x2 − k∗

′
3 e32 − l∗32u2).

(2-23)
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22 Adaptive synchronization of uncertain linear systems

The equation (2-23) can be derived via the dynamics of the error e321 = e31 − e32

ė321(t) = Ame321(t) + 2b3(k̃′31(t)x1(t)
2 + k̃

′
32(t)x2(t)

2 + k̃
′
3(t)e321(t)

2 + l̃31
u1(t)

2 + l̃32
u2(t)

2 ).
(2-24)

The following Theorem provides the synchronization of a follower to two neighbors.

Theorem 3. Consider the unknown leader dynamics (2-2), the unknown follower dy-
namics (agent 2) (2-3), the unknown follower dynamics (agent 3) (2-20), the controller
(2-22), and the adaptive laws

k̇
′
31(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))x1(t)′

k̇
′
32(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))x2(t)′

k̇
′
3(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))(e31(t) + e32(t))′

l̇31(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))u1(t)
l̇32(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))u2(t)

(2-25)

then we guarantee synchronization of the follower dynamics (agent 3) (2-20) to the leader
dynamics (2-2) and the follower dynamics (agent 2) (2-3), and the convergence e321 → 0
for t→∞.

Proof. To analytically show the asymptotic convergence of the synchronization error
between agent 3, agent 2, and the leader, we can introduce the following Lyapunov
function

V321 = e
′
321Pe321 + tr( k̃

′
31k̃31
γ|l∗3|

) + tr( k̃
′
33k̃33
γ|l∗3|

) + tr( k̃
′
3k̃3
γ|l∗3|

) + l̃231
γ|l∗3|

+ l̃232
γ|l∗3|

. (2-26)

Then it is possible to verify

V̇321 = e
′
321(PAm +A

′
mP )e321 + 2e′321Pb3(k̃′31x1 + k̃

′
32x2 + k̃

′
3e321 + l̃31u1 + l̃32u2)

+ 2tr( k̃
′
31γ
−1 ˙̃k31
|l∗3|

) + 2tr( k̃
′
32γ
−1 ˙̃k32
|l∗3|

+ 2tr( k̃
′
3γ
−1 ˙̃k3
|l∗3|

) + 2 l̃
′
31γ
−1 ˙̃l31
|l∗3|

+ 2 l̃
′
32γ
−1 ˙̃l32
|l∗3|

= −e′321Qe321 + 2(sgn(l∗3)b′mP (e321)x′1 + γ−1 ˙̃k′31) k̃31
|l∗3|

+ 2(sgn(l∗3)b′mP (e321)x′2 + γ−1 ˙̃k′32) k̃32
|l∗3|

+ 2(sgn(l∗2)b′mP (e321)e′321 + γ−1 ˙̃k′3) k̃3
|l∗3|

+ 2(sgn(l∗3)b′mP (e321)u1 + γ−1 ˙̃l31) l̃31
|l∗3|

+ 2(sgn(l∗3)b′mP (e321)u2 + γ−1 ˙̃l32) l̃32
|l∗3|

= −e′321Qe321.

(2-27)
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2-2 State-feedback MRAC 23

From (2-27), we obtain that V321 has a finite limit, so e321, k̃31, k̃32, k̃3, l̃31, l̃32 ∈ L∞.
Because e321 ∈ L∞, e31 ∈ L∞, e32 = x3−x2 ∈ L∞, and x1, x2 ∈ L∞, we have x3 ∈ L∞.
This implies k31, k32, k3, l31, l32 ∈ L∞. We have controller (2-22) and k31, k32, k3, l31, l32 ∈
L∞, so that we have u3 ∈ L∞. Therefore, all signals in the closed-loop system are
bounded. From (2-27), we can establish that V̇321 has a bounded integral, so we have
e321 ∈ L2. This implies V̇321 → 0 for t→∞ hence e321 → 0 for t→∞, which concludes
the proof.

2-2-4 Extension to acyclic graphs

In this subsection, we show the extension of our proposed approach to the acyclic graphs
MASs synchronization. Let us first consider a set of N agents

ẋi = Aixi + biui, i ∈ {1, ..., N} (2-28)

where agent 1 is the leader that can access the reference signal r.

Assumption 3. The communication graph is a directed acyclic graph (DAG), where
the leader is the root node.

It is not difficult to extend the results of Theorems 1, 2 and 3 to acyclic communication
graph. Except for the leaders, which use controller (2-6) and adaptive laws (2-8), the
following controller is proposed for the other agents

uj =
∑N
i=1 aijk

′
ji(t)xi(t)∑N

i=1 aij
+
∑N
i=1 aijk

′
j(t)(xj(t)− xi(t))∑N
i=1 aij

+
∑N
i=1 aijlji(t)ui(t)∑N

i=1 aij
(2-29)

where the terms aij indicate the entries of the adjacency matrix. One can verify that,
with the appropriate adjacency matrices, the adaptive controller (2-29) reduces to the
special case (2-15) and (2-22). The following result holds.

Theorem 4. Consider the unknown linear agents (2-28) with reference model (2-1),
controllers (2-6), (2-29), adaptive laws (2-8) and

k̇′ji(t) = −sgn(l∗j )γb
′
mP

[
N∑
i=1

aij(xj − xi)
]
x
′
i(t)

k̇′j(t) = −sgn(l∗j )γb
′
mP

[
N∑
i=1

aij(xj − xi)
][

N∑
i=1

aij(xj − xi)
]′

l̇′ji(t) = −sgn(l∗j )γb
′
mP

[
N∑
i=1

aij(xj − xi)
]
u
′
i(t)

(2-30)

where kji, kj , lji are the estimate of k∗ji, k∗j , l∗ji respectively. Then, all closed-loop signals
are bounded and, for any (i, j) such that aij 6= 0, we have eji = xj − xi → 0 as t→∞.
In addition, for every agent j we have ej = xj − xm → 0 as t→∞.
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24 Adaptive synchronization of uncertain linear systems

Proof. Let us adopt similar tools as Theorems 1,2, and 3 by considering the distributed
Lyapunov function

Vj =
N∑
j=1

[
N∑
i=0

aijeji

]′
P

[
N∑
i=0

aijeji

]
+

N∑
j=1

N∑
i=1

aijtr

[
k̃′jik̃ji

γ|l∗j |

]
+

N∑
j=1

aijtr

[
k̃′j k̃j

γ|l∗j |

]

+
N∑
j=1

N∑
i=1

aij
l̃2j
γ|l∗j |

(2-31)

where the index i = 0 is used for the reference model, i.e. ej0 = ej = xj − xm, and
aj0 6= 0 only for the root node. Then, from (2-28) and (2-29), we obtain the following
error dynamics

ėji = Ameji + bj(uj − k∗
′
jixi − k∗

′
j eji − l∗

′
jiui)

= Ameji + bj(k̃∗
′
jixi − k̃∗

′
j eji − l̃∗

′
jiui).

(2-32)

Clearly, we have a similar structure as in the previously developed two-agent and three-
agent case. Then, it is possible to verify that

V̇j = −
N∑
j=1

[
N∑
i=0

aijeji

]′
Q

[
N∑
i=0

aijeji

]
+ 2

[
N∑
i=0

aijeji

]′
Pbj

[
N∑
j=1

aij k̃
′
jixi +

N∑
j=1

aij k̃jeji

+
N∑
j=1

aij l̃jiui

]
+

N∑
i=1

N∑
j=1

aijtr

[
k̃′ji

˙̃kji
γ|l∗j |

]
+

N∑
j=1

tr

[
k̃′j

˙̃kj
γ|l∗j |

]
+

N∑
i=1

N∑
j=1

aijtr

[
l̃′ji

˙̃lli
γ|l∗j |

]

= −
N∑
j=1

[
N∑
i=0

aijeji

]′
Q

[
N∑
i=0

aijeji

]
.

(2-33)
This can be used to derive boundedness of all closed-loop signals and convergence of eji
to zero, which can be proved by using the Barbalat’s Lemma procedure already adopted
in Theorems 1, 2, and 3. This concludes the proof.

2-3 Output-feedback MRAC

This section is part of [31]. The main task in this section is to find the control laws u
for each agent that guarantee synchronization of MASs with unknown linear dynamics
by only using the input and the output of the neighbors. In order to facilitate the main
result, let us assume that there are three agents denoted with subscripts 0, 1, and 2. Let
us consider the same network depicted in Figure 2-4. Here, the purpose of agent 1, the
leader, is to follow agent 0. At the same time, the purpose of agent 2 is to follow agent
1. agent 0 is a reference model that is connected to agent 1, satisfying the following
dynamics:

ym = Gm(s) = km
Zm(s)
Rm(s)r (2-34)
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2-3 Output-feedback MRAC 25

where r ∈ R and ym ∈ R are the reference input and the output of the reference model.
Zm(s) and Rm(s) are known monic polynomials, and km is the high-frequency gain.
Next, we have agents 1 and 2, denoted with subscripts 1 and 2, respectively, and with
dynamics expressed in the transfer function form as

y1 = G1(s) = k1
Z1(s)
R1(s)u1 (2-35)

y2 = G2(s) = k2
Z2(s)
R2(s)u2 (2-36)

where u1,u2 ∈ R, and y1,y2 ∈ R are the inputs and the outputs of two agents. Z1(s),
Z2(s), R1(s), andR2(s) are unknown monic polynomials, and k1 and k2 are constants
referred to the high frequency gains. Note that, possibly, Z1(s) 6= Z2(s) and R1(s) 6=
R2(s) (heterogeneous agents with unknown dynamics). We assume a directed connection
from agent 1 to agent 2, i.e., the digraph is described by N = {1, 2}, E = {(1, 2)}. By
using this configuration, agent 2 can observe the measurement from agent 1, but not vice
versa. The synchronization task between agent 0 and agent 1 is achieved when y1 → ym

Figure 2-4: A leader-follower communication graph with one follower (output-feedback).

for t→∞. As the signal from the reference model is known to agent 1 only, the purpose
of agent 2 is to follow agent 1. In this case, the synchronization task is achieved when
y2 → y1 for t→∞. It is clear that, if both synchronization tasks are achieved, then we
have also y2 → ym for t→∞. These tasks should be achieved for any bounded reference
signal r.

Assumption 4. To achieve the synchronization objectives, we need the following as-
sumptions for the reference model (R) and the agents (A):

(R1) Zm(s) and Rm(s) are monic Hurwitz polynomials, where the degree of Rm(s) is
less than or equal to the relative degree of Ri(s), n.

(R2) The relative degree of Gm(s) is the same as that of Gi(s), i ∈ {1, 2}.

(A1) Zi(s), i ∈ {1, 2} are monic Hurwitz polynomials.

(A2) An upper bound n of the degree ni of Ri(s), i.e., i ∈ {1, 2}, is known.

(A3) The relative degree n∗ = ni −mi of Gi(s), i.e., i ∈ {1, 2}, is known, where m is
the degree of the numerator. The relative degree of the agents and the reference
should be the same.
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26 Adaptive synchronization of uncertain linear systems

(A4) The sign of the high frequency gains ki i.e., i ∈ {1, 2} is known.

Remark 4. Assumption 4 is standard in output-feedback MRAC [30, Chapter 5].
Therefore, we can adopt the same assumptions also in the setting of adaptive synchro-
nization of MASs.
In the next subsection, the synchronization of agent 1 to a reference model will be
discussed.

2-3-1 Synchronization of a leader to a reference model

As classical MRAC was used for the SISO plant in Chapter 5 of [30], it is well known
that the agents 1 can be synchronized to the reference model by using the following
control law:

u1 = l∗
′

1
α(s)
Λ(s)u1 + f∗

′
1
α(s)
Λ(s)y1 + g∗1y1 + c∗1r (2-37)

where Λ(s) is a Hurwitz monic polynomial and α are defined as

α(s) =
[
sn−2 sn−3 ... s 1

]
for n ≥ 2

α(s) = 0 for n = 1
Λ(s) = sn−1 + λn−2s

n−2 + ...+ λ1s+ λm = ΛmZm.

(2-38)

The consequence of Assumption 4 is that there are scalars l∗′i , f∗
′
i , g

∗′
i , and c∗

′
i that match

the condition of agent i and the reference model such that

c∗i ki

Ri(s)(Λ(s)− l∗′i α)− kiZi(s)(f∗
′
i α+ g∗i Λ(s))

= km
Rm(s)Zi(s)Λm(s) . (2-39)

The matching conditions for agent 1 to the reference model can be defined as follows, in
line with Chapter 5 in [30].

c∗1k1 = km

R1(s)(Λ(s)− l∗′1 α)− k1Z1(s)(f∗′1 α+ g∗1Λ(s)) = Z1(s)Rm(s)Λm(s)
(2-40)

where c∗1 = km
k1

. Being the parameters of agent 1 are unknown, the proposed control law
(2-37) cannot be used for agent 1, then we can come up with

u1 = l
′
1
α

Λ(s)u1 + f
′
1
α

Λ(s)y1 + g1y1 + c1r (2-41)

where the controller parameter vector l′1, f
′
1, g1, and c1 are the estimates for l∗′1 , f∗′1 , g∗1,

and c∗1, respectively. Let us assume the relative degree of 1 for simplicity. Adopting a
state-space representation of the reference model and agent 1, we obtain

ẋm = Amxm +Bmr ym = h
′
mxm

ẋ1 = A1x1 +B1u1 y1 = h
′
1x1.

(2-42)

Muhammad Ridho Rosa Master of Science Thesis



2-3 Output-feedback MRAC 27

Let us define the state–space representation of agent 1 in the closed-loop form

˙̄x1 = Ā1x̄1 + B̄1c
∗
1r + B̄1(u1 − θ∗

′
1 ω1) y1 = C̄1x̄1 (2-43)

where x̄1 =
[
x
′
1 ω

′
u1 ω

′
y1

]′
. Ā1, B̄1, and C̄1 are defined as

Ā1 =

A1 +B1g
∗
1h
′
1 B1l

∗′
1 B1f

∗′
1

dg∗1h
′
1 F + dl∗

′
1 df∗

′
1

dh
′
1 0 F

 B̄1 =

B1
d
0

 C̄
′
1 =

[
h
′
1 0 0

]
. (2-44)

Obviously, agent 1 can be matched to agent 0 or it can be said that C̄1(sI−Ā1)−1B̄1c
∗
1 =

Cm(sI − Am)−1Bm. Therefore, the state–space representation of agent 1 in the closed-
loop form could be rewritten as follows

˙̄x1 = Amx̄1 +Bmr +Bmρ
∗
1(u1 − θ∗

′
1 ω1) y1 = Cmx̄1 (2-45)

where ρ∗1 = 1
c∗1
. By defining the state tracking error x̃10 = x̄1 − xm and the output error

e10 = y1 − ym, we obtain the error equation

˙̃x10 = Amx̃10 +Bmρ
∗
1θ̃
′
1ω1 e10 = Cmx̃10 (2-46)

where θ̃1 = θ1 − θ∗1. The following result is basically standard output-feedback MRAC.

Theorem 5. Consider the reference model dynamics (2-34), the unknown leader dy-
namics (2-35), the controller (2-41), and the adaptive laws

ω̇u1 = Fωu1 + du1 θ̇1 = −Γ1e10ω1sgn( k1
km

)

ω̇y1 = Fωy1 + dy1 u1 = θ
′
1ω1

(2-47)

where e10 = y1 − ym, Γ1 = Γ′1 > 0, ω1, F , d, and θ1 defined as follows

ω1 =


ωu1
ωy1
y1
r

 F =
[
−λn−2 ... −λm
1ln−2 0

]
d =


1
0
...
0

 θ
′
1 =

[
l
′
1 f

′
1 g1 c1

]
(2-48)

here the adaptive gain, Γ1, is not taken as a scalar, as it is in most literature, but as
a diagonal matrix

Γ1 = diag{Γl,Γf ,Γg,Γc} (2-49)

where Γl,Γf ,Γg,Γc are the positive real numbers to be designed. Then all closed loop
signals will then be bounded and the errors will converge asymptotically to zero.
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28 Adaptive synchronization of uncertain linear systems

Proof. To show analytically the asymptotic convergence of the synchronization error
between the leader and the model reference, let us define the following Lyapunov function

V1(θ̃1, x̃10) = x̃
′
10Px̃10

2 + θ̃
′
1Γ−1

1 θ̃1
2 |ρ∗1| (2-50)

where P = P
′
> 0 satisfies the Kalman-Yakubovich Lemma

PAm +A
′
mP = −qq′ − vL PBm = Cm (2-51)

where L = L
′
> 0, and v > 0. One can verify the time derivative of V1:

V̇1 = − x̃
′
10qq

′
x̃10

2 − v

2 x̃
′
10Lx̃10 + PBmx̃10ρ

∗
1θ̃
′
1ω1 + θ̃

′
1Γ−1

1
˙̃θ1|ρ∗1|. (2-52)

Since PBmx̃10 = Cmx̃10 = e10 and ρ∗1 = |ρ∗1|sgn(ρ∗1), we can delete the indefinite term
by choosing

˙̃θ1 = −Γ1e10ω1sgn(ρ∗1) (2-53)

which leads to

V̇1 = − x̃
′
10qq

′
x̃10

2 − v

2 x̃
′
10Lx̃10. (2-54)

From (2-54), we obtain that V1 has a finite limit, so x̃10, θ̃1 ∈ L∞. Because x̃10 =
x̄1 − x̄m ∈ L∞ and x̄m ∈ L∞, we have x̄1 ∈ L∞. This implies x1, y1, ω1, ω2 ∈ L∞.
From u1 = θ

′
1ω1 and θ1, ω1 ∈ L∞, we have u1 ∈ L∞. Therefore, all signals in the

closed-loop system are bounded. From (2-54), we can establish that V̇1 has a bounded
integral, so we have x̃10, e10 ∈ L2. Furthermore, using θ1, ω1, x̃10 ∈ L∞, in (2-46), we
have e10, ˙̃x10 ∈ L∞. This implies e10 → 0 for t→∞, which concludes the proof.

Remark 5. It is known that Theorem 5 requires the agent to obtain the reference signal
r to synchronize to its neighbors which is not possible in a distributed setting. Therefore,
the signals of neighboring agents will be utilized instead of the reference signal.

In relative degree 2 case (n∗ = 2), an extra filter is introduced to synchronize the agents
with the model reference. The extra-filter and the new form of the control law are
defined as follows:

φ̇1 = −ρφ1 + ω1 θ̇1 = −Γ1e10φ1sgn( k1
km

) u1 = θ
′
1ω1 + θ̇

′
1φ1 (2-55)

where ρ > 0 is to be designed. Using similar Lyapunov arguments as before, one can
prove e10 → 0 for t→∞ [30]. The complexity of the methods increases with the relative
degree n∗ of the agent. In the next subsection, the synchronization of agent 2 to a leader
node will be discussed.
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2-3 Output-feedback MRAC 29

2-3-2 Synchronization of a follower to a neighbor

The control law (2-37) and consequently the matching condition (2-39) have two prob-
lems. The first problem is that the transfer function G1 of the agents is unknown, and
we do not know the l∗′1 , f∗

′
1 , g

∗
1, and c∗1. The second problem is that, even if the trans-

fer function were known, the control law (2-37) would be implementable only for those
agents connected to the reference model, agent 0, and with access to r. Therefore, we
cannot implement the control law (2-37) for agent 2. In place of the matching condition
between agent 2 and agent 0, we should formulate a matching condition between agent
2 and agent 1. The following proposition follows.
Proposition 2. There is an ideal control law that matches an agent to its neighbor in
the form

u2 = l∗
′

21
α

Λ(s)u1 + f∗
′

21
α

Λ(s)y1 + g∗21y1 + c∗21u1 + l∗
′

2
α

Λ(s)(u2 − u1) + f∗
′

2
α

Λ(s)(y2 − y1)

+ g∗2(y2 − y1)
.

(2-56)

where the gains satisfy the following matching conditions

R1(s)(Λ(s)− (l̄∗
′

2 − l̄∗
′

21)α)− Z1(s)k2((f∗′
2 − f∗′

21)α+ Λ(s)(g∗
2 − g∗

21)) = Z1(s)Λm(s)Rm(s)
(2-57)

Proof. In this proof, we want to formulate the matching conditions for agent 2 to agent
1 by using the proposed control law for agent 2. First, let us rewrite the control law
(2-56) as follows:

(1− l∗
′

2
α

Λ(s) )u2 = (l∗21 − l∗2)
′ α

Λ(s)u1 + (f∗
21 − f∗

2 )
′ α

Λ(s)y1 + (g∗
21 − g∗

2)y1 + l∗2
α

Λ(s)y2 + g∗
2y2 + c21u1

u2 = (l∗21 − l∗2)′αu1 + (f∗
21 − f∗

2 )′αy1 + Λ(s)(g∗
21 − g∗

2)y1 + l∗2αy2 + g∗
2y2Λ(s) + c21u1Λ(s)

(Λ(s)− l∗′2 α)
.

(2-58)

Substitute the control law in (2-58) to (2-35) and use the following matching condition
of agent 2 to reference model

R2(s)(Λ(s)− l∗′2 α)− k2Z2(s)(f∗′2 α+ Λ(s)g∗2) = Z2(s)Rm(s)Λm(s) (2-59)

which leads to

(Z2(s)Λm(s)Rm(s))(y2 − y1) + (R2(s)(Λ(s)− l∗′2 α)− k2Z2(s)(f∗′21α+ Λ(s)g∗21))y1 =

k2Z2(s)c∗21(Λ(s) + l∗
′

21
c∗21

α− l∗
′

2
c∗21

α)u1.

(2-60)

Then (2-60) can be written as follows:

R1(s)(Λ(s)− (l̄∗
′

2 − l̄∗
′

21)α)− Z1(s)k2((f∗′
2 − f∗′

21)α+ Λ(s)(g∗
2 − g∗

21)) = Z1(s)Λm(s)Rm(s)
(2-61)
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30 Adaptive synchronization of uncertain linear systems

where c∗21 = k1
k2
, l̄∗21 = l∗21

c∗21
, and l̄∗2 = l∗2

c∗21
. This concludes the proof.

Remark 6. Proposition 2 shows us a distributed matching condition among neighboring
agents in synchronization of MASs (output-feedback case). In other words, there exist
gains that match an agent to its neighbors. Such distributed matching condition has been
derived without extra assumptions than the standard assumptions of adaptive control.
Being the parameters of agent 2 are unknown, the proposed control (2-56) cannot be
used for agent 2, then we can come up with

u2 = l
′
21

α

Λ(s)u1+f ′21
α

Λ(s)y1+g21y1+c21u1+l′2
α

Λ(s)(u2−u1)+f ′2
α

Λ(s)(y2−y1)+g2(y2−y1)

(2-62)
where the controller parameter vector l′21, l

′
2, f

′
21, f

′
2, g21, g1, and c21 are the estimates

for l∗′21, l∗
′

2 , f∗′21, f∗
′

2 , g∗21, g∗1, and c∗21, respectively. First let us consider agent 2 with
dynamics

ẋ2 = A2x2 +B2u2 y2 = h
′
2x2. (2-63)

The closed-loop form allows us to write

˙̄x2 = Ā2x̄2 + B̄2c
∗
21ū2 + B̄2(u2 − θ∗

′
2 ω2) y2 = C̄2x̄2 (2-64)

where x̄2 =
[
x
′
2 ω

′
u1 ω

′
y1 ω

′
u21 ω

′
y21

]′
and ū2 =

[
u1 y1

]′
.

Ā2 =


A2 +B2g

∗
2h
′

2 B2l
∗′
21 B2f

∗′
21 B2l

∗′
2 B2f

∗′
2

0 F 0 0 0
dh
′

2 0 F 0 0
dg∗

2h
′

2 dl∗21 df∗
21 F + dl∗2 df∗

2
dh
′

2 0 0 0 F

 , B̄2 =


B2

B2(g∗21−g∗2 )
c∗21

d
c∗21

0
0 d

c∗21

d(1− 1
c∗21

) d(g∗21−g∗2 )
c∗21

0 −−d
c∗21


C̄2 =

[
h
′

2 0 0 0 0
]
.

(2-65)

From Equation (2-61), we already know that agent 2 can match agent 1 or it can be
defined as C̄2(sI − Ā2)−1B̄2c

∗
21 = C̄1(sI − Ā1)−1B̄1c

∗
1. Therefore, agent 2 can match

the reference model C̄2(sI − Ā2)−1B̄2c
∗
21 = Cm(sI − Am)−1Bm. We can then take a

non-nominal state–space representation of agent 2:

˙̄x2 = Amx̄2 +Bmr +Bmρ
∗
2(u2 − θ∗

′
2 ω2) y2 = Cmx̄2 (2-66)

where ρ∗2 = 1
c∗21

. By defining the state tracking error x̃21 = x̄2− x̄1, and the output error
e21 = y2 − y1, let us define the following error dynamics:

˙̃x21 = Amx̃21 +Bmρ
∗
2(u2 − θ∗

′
2 ω2)

= Amx̃21 +Bmρ
∗
2θ̃
∗′
2 ω2

e21 = Cmx̃21

(2-67)
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where θ̃∗2 = θ2−θ∗2. The following Theorem provides the leader-follower synchronization.
Theorem 6. Consider the unknown leader dynamics (2-35), the unknown follower
dynamics (2-36), controllers (2-62), and the adaptive laws

ω̇u1 = Fωu1 + du1 ω̇u21 = Fωu21 + d(u2 − u1) θ̇2 = −Γ2e21ω2sgn( k2
km

)

ω̇y1 = Fωy1 + dy1 ω̇y21 = Fωy21 + d(y2 − y1) u2 = θ
′
2ω2

(2-68)

where e21 = y2 − y1.

ω2 =



ω
′

u1

ω
′

y1

y1
u1
ω
′

u21

ω
′

y21

y2 − y1


F =

[
−λn−2 ... −λm

1ln−2 0

]
d =


1
0
...
0

 θ
′

2 =
[
l
′

21 f
′

21 g21 c21 l
′

2 f
′

2 g2
]

Λ(s) = sn−1 + λn−2s
n−2 + ...+ λ1s+ λm Γ2 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg}

(2-69)

where Γl,Γf ,Γg,Γc are the positive real numbers to be designed. Then all closed-loop
signals are bounded and the errors converge asymptotically to zero.

Proof. To show analytically the asymptotic converge of the synchronization error, the
Lyapunov-based approach will be used.

V2(θ̃2, x̃21) = x̃
′
21Px̃21

2 + θ̃
′
2Γ−1

2 θ̃2
2 |ρ∗2| (2-70)

where Γ2 = Γ′2 > 0 and P = P
′
> 0 such that (2-51) holds. The time derivative (2-70)

along the trajectory of (2-67) is given by

V̇2 = − x̃
′
21qq

′
x̃21

2 − v

2 x̃
′
21Lx̃21 + PBmx̃21ρ

∗
2θ̃
′
2ω2 + θ̃

′
2Γ−1

2
˙̃θ2|ρ∗2|. (2-71)

Since PBmx̃21 = C̄mx̃21 = e21 and ρ∗2 = |ρ∗2|sgn(ρ∗2), we can delete the indefinite term
by choosing

˙̃θ2 = −Γ2e21ω2sgn(ρ∗2) (2-72)
which leads to

V̇2 = − x̃
′
21qq

′
x̃21

2 − v

2 x̃
′
21Lx̃21. (2-73)

From (2-73), we obtain that V2 has a finite limit, so x̃21, θ̃2 ∈ L∞. Because x̃21 =
x̄2−x̄1 ∈ L∞ and x̄1 ∈ L∞, we have x̄2 ∈ L∞. This implies x2, y2, ωu1, ωy1, ωu21, ωy21,∈
L∞. From u2 = θ

′
2ω2 and θ2, ω2 ∈ L∞, we have u2 ∈ L∞. Therefore, all signals in the

closed-loop system are bounded. From (2-73) we can establish that V̇2 has a bounded
integral, so we have x̃21, e21 ∈ L2. Furthermore, using θ2, ω2, x̃21 ∈ L∞ in (2-67), we
have e21, ˙̃x21 ∈ L∞. This concludes the proof of the boundedness of all closed-loop
signals and convergence e21 → 0 for t→∞.
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32 Adaptive synchronization of uncertain linear systems

2-3-3 Synchronization of a follower to two neighbors

Before giving the main result, it is necessary to deal with the case in which a follower
(called agent 3) tries to synchronize two parent neighbors (called agents 1 and 2). Let
us assume a directed connection from 1 to 3 and from 2 to 3. The digraph is described
by N = {1, 2, 3}, E = {(1, 3), (1, 2), (2, 3)}. In addition, let us consider for simplicity
an unweighted digraph, i.e., a12 = a13 = a23 = 1, and the edges’ weights are equal to
1. The network under the consideration is presented in Figure 2-5. We have agent 3

Figure 2-5: A leader-follower directed communication graph with two followers (output-
feedback).

denoted with subscript 3 and dynamics expressed in the transfer function form:

y3 = G3(s) = k3
Z3(s)
R3(s)u3 (2-74)

where u3 ∈ R and y3 ∈ R are the input and the output of agent 3. Z3(s) and R3(s) are
unknown monic polynomials, and k3 is a constant referred to the high frequency gains.
Note that, possibly, Z3(s) 6= Z1(s), Z3(s) 6= Z2(s), and R3(s) 6= R1(s),R3(s) 6= R2(s)
(heterogeneous agents with unknown dynamics). We assume a directed connection from
agent 1 to agent 3 and a directed connection from agent 2 to agent 3. By using this
configuration, agent 3 can observe measurement from agent 1 and agent 2, respectively,
but not vice versa. By following an approach similar to that taken in the previous
subsection (cf. Proposition 2), the synchronization of agent 3 to agent 1 is possible via
the controller.

u3 = l
′
31

α

Λ(s)u1 + f
′
31

α

Λ(s)y1 + g31y1 + c31u1 + l
′
3
α

Λ(s)u31 + f
′
3
α

Λ(s)e31 + g3e31

= θ
′
31ω31

(2-75)

and the synchronization of agent 3 to agent 2 is possible via the controller

u3 = l
′
32

α

Λ(s)u2 + f
′
32

α

Λ(s)y2 + g32y2 + c32u2 + l
′
3
α

Λ(s)u32 + f
′
3
α

Λ(s)e32 + g3e32

= θ
′
32ω32

(2-76)

where u31 = u3−u1 and u32 = u3−u2, and the output error e31 = y3−y1, e32 = y3−y2.
In a more compact form, the controller for agent 3 can be defined as the addition of
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(2-75) and (2-76):

u3 = l
′
31

α

2Λ(s)u1 + f
′
31

α

2Λ(s)y1 + g31y1
2 + c31u1

2 + l
′
32

α

2Λ(s)u2 + f
′
32

α

2Λ(s)y2 + g32y2
2

+ c32u2
2 + l

′
3

α

2Λ(s)u321 + f
′
3

α

2Λ(s)e321 + g3e321
2

= θ
′
3ω3
2

(2-77)

where u321 = u31 + u32, e321 = e31 + e32, θ3 = θ31 + θ32, and ω3 = ω31 + ω32. The
following Theorem provides the synchronization of a follower to two neighbors.

Theorem 7. Consider the unknown leader dynamics (2-35), the unknown follower dy-
namics (agent 2) (2-36), the unknown follower dynamics (agent 3) (2-74), the controllers
(2-77), and the adaptive laws

ω̇u1 = Fωu1 + du1 ω̇y1 = Fωy1 + dy1

ω̇u2 = Fωu2 + du2 ω̇y2 = Fωy2 + dy2

ω̇u321 = Fωu321 + du321 ω̇e321 = Fωe321 + de321

θ̇3 = −Γ3e321ω3sgn( k3
km

) u3 = θ
′
3ω3
2

(2-78)

where

ω
′
3 = [ωu1 ωy1 y1 u1 ωu2 ωy2 y2 u2 ωu321 ωe321 e321]
θ
′
3 = [l′31 f

′
31 g31 c31 l

′
32 f

′
32 g32 c32 l

′
3 f

′
3 g3]

F =
[
−λn−2 ... −λm
In−2 0

]
d
′ =

[
1 0 . . . 0

]
Λ(s) = sn−1 + λn−2s

n−2 + ...+ λ1s+ λm

Γ3 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg,Γc,Γl,Γf ,Γg}.

(2-79)

Then, all closed-loop signals are bounded and the errors converge asymptotically to zero.

Proof. To show analytically the asymptotic convergence of the synchronization error, the
Lyapunov-based approach will be used. Let us define the dynamics error x̃31 = x̄3 − x̄1,
x̃32 = x̄3 − x̄2, and x̃321 = x̄31 + x̄32. Following the same approach in the previous
section, let us derive the dynamics error e321:

˙̃x321 = Amx̃321 +Bmρ
∗
31(u3 − θ∗

′
31ω31) +Bmρ

∗
32(u3 − θ∗

′
32ω32)

= Amx̃321 + 2Bmρ∗321θ̃
∗′
3 ω
∗′
3

e321 = Cmx̃321

(2-80)
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where θ̃∗31 = θ31 − θ∗31, θ̃∗32 = θ32 − θ∗32, θ̃∗3 = θ̃∗31 + θ̃∗32, and ρ∗321 = ρ∗31 + ρ∗32. One can
take the Lyapunov function:

V3(θ̃3, x̃321) = x̃
′
321Px̃321

2 + θ̃
′
3Γ−1

3 θ̃3
2 |ρ∗321| (2-81)

where Γ3 = Γ′3 > 0 and P = P
′
> 0 such that (2-51) holds. The time derivative (2-81)

along (2-80) is given by

V̇3 = − x̃
′
321qq

′
x̃321

2 − v

2 x̃
′
321Lx̃321 + PBmx̃321ρ

∗
321θ̃

′
3ω3 + θ̃

′
3Γ−1

3
˙̃θ3|ρ∗321|. (2-82)

Since PBmx̃321 = Cmx̃321 = e321 and ρ∗321 = |ρ∗321|sgn(ρ∗321), we can delete the indefinite
term by choosing

˙̃θ3 = θ̇3 = −Γ3e321ω3sgn(ρ∗321) (2-83)

which leads to
V̇3 = − x̃

′
321qq

′
x̃321

2 − v

2 x̃
′
321Lx̃321. (2-84)

From (2-84), we obtain that V3 has a finite limit, so x̃321, θ̃3 ∈ L∞. Because x̃321 =
x̄31 + x̄32, x̃31 = x̄3 − x̄1 ∈ L∞, x̃32 = x̄3 − x̄2 ∈ L∞, x̄1 ∈ L∞, and x̄2 ∈ L∞,
we have x̄3 ∈ L∞. This implies x3, y3, ωu1, ωu2, ωy1, ωy2, ωu321, ωe321 ∈ L∞. From
u3 = θ

′
3ω3 and θ3, ω3 ∈ L∞, we have u3 ∈ L∞. Therefore, all signals in the closed-

loop system are bounded. From (2-84), we can establish that V̇3 has bounded integral,
so we have x̃321, e321 ∈ L2. Furthermore, using θ3, ω3, x̃321 ∈ L∞ in (2-80), we have
e321, ˙̃x321 ∈ L∞. This concludes the proof of the boundedness of all closed-loop signals
and convergence e321 → 0 for t→∞.

2-3-4 Extension to acyclic graphs

In this subsection, we show the extension of our proposed approach to the acyclic graphs
MASs synchronization. Let us first consider a set of N agents

yi = Gi(s) = ki
Zi(s)
Ri(s)

ui, i ∈ {1, ..., N} (2-85)

where agent 1 is the leader that can access the reference signal r. It is not difficult to
extend the results of Theorems 5, 6 and 7 to acyclic communication graph. Except for
the leaders, which use controller (2-41) and adaptive laws (2-47), the following controller
is proposed for the other agents

uj =
∑N
i=1 aijl

′
jiω
′
ui∑N

i=1 aij
+
∑N
i=1 aijf

′
jiω
′
yi∑N

i=1 aij
+
∑N
i=1 aijgjiyi∑N
i=1 aij

+
∑N
i=1 aijcjiui∑N
i=1 aij

+
∑N
i=1 aijl

′
jω
′
uji∑N

i=1 aij
+
∑N
i=1 aijf

′
jω
′
yji∑N

i=1 aij
+
∑N
i=1 aijg

′
jeji∑N

i=1 aij

(2-86)
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where the terms aij indicate the entries of the adjacency matrix. One can verify that,
with the appropriate adjacency matrices, the adaptive controller (2-86) reduces to the
special case (2-62) and (2-77). The following result holds.
Theorem 8. Consider the unknown linear agents (2-85) with reference model (2-34),
controllers (2-41), (2-86), adaptive laws (2-47) and

ω̇ui = Fωui + dui ω̇uji = Fωuji + d(uj − ui) θ̇j = −Γjejiωjsgn(kj
ki

)

ω̇yi = Fωyi + dyi ω̇yji = Fωyji + d(yj − yi) uj = θ
′
jωj

(2-87)

where lji, fji, gji, cji, lj , fj , gj are the estimate of l∗ji, f∗ji, g∗ji, c∗ji, l∗j , f∗j , g∗j respectively.
Then, all closed-loop signals are bounded and, for any (i, j) such that aij 6= 0, we have
eji = yj − yi → 0 as t→∞. In addition, for every agent j we have ej = yj − ym → 0 as
t→∞.

Proof. Let us adopt similar tools as Theorems 5,6, and 7 by considering the distributed
Lyapunov function

Vj =
N∑
j=1

[
N∑
i=0

aij x̃ji

]′
P

2

[
N∑
i=0

aij x̃ji

]
+

N∑
j=1

aij

[
θ̃′jΓ−1

j θ̃j

2

]
(2-88)

where the index i = 0 is used for the reference model, i.e. x̃j0 = x̃j = xj − xm, and
aj0 6= 0 only for the root node. Then, from (2-85) and (2-86), we obtain the following
error dynamics

˙̃xji = Amx̃ji +Bmρ
∗
j (uj − θ∗

′
j ωj)

= Amx̃ji +Bmρ
∗
j θ̃
∗′
j ωj

eji = Cmx̃ji.

(2-89)

Clearly, we have a similar structure as in the previously developed two-agent and three-
agent case. Then, it is possible to verify that

V̇j = −
N∑
j=1

[
N∑
i=0

aij x̃ji

]′
qq′
[
N∑
i=0

aij x̃ji

]
−

N∑
j=0

N∑
i=1

aij

[
vx̃
′
jiLx̃ji

]
+

N∑
j=1

[
θ̃′jΓ−1

j
˙̃θj |ρj |

]

+
N∑
j=0

N∑
i=1

aij

[
PBmx̃jiρ

∗
j θ̃
′
jωj

]

= −
N∑
j=1

[
N∑
i=0

aij x̃ji

]′
qq′
[
N∑
i=0

aij x̃ji

]
−

N∑
j=0

N∑
i=1

aij

[
vx̃
′
jiLx̃ji

]
.

(2-90)

This can be used to derive boundedness of all closed-loop signals and convergence of eji
to zero, which can be proved by using the Barbalat’s Lemma procedure already adopted
in Theorems 5, 6, and 7. This concludes the proof.
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36 Adaptive synchronization of uncertain linear systems

2-3-5 Summary

The distributed adaptive controls based on state-feedback MRAC and output-feedback
MRAC have been derived in this chapter under the matching condition assumptions.
The asymptotic convergence of the synchronization error has been analytically proven
by introducing an appropriately defined distributed Lyapunov function. It is known
that the proposed control laws and adaptive laws work under DAG condition and fixed
communication topology. The next chapter provides the approach that relaxed those
conditions.
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Chapter 3

Adaptive synchronization with cyclic
communication network

This chapter is organized as follows: Section 3-1 provides the parameter projection
assumptions to be used under a graph with cycle or undirected graph.

3-1 Well-posedness of the input

The proposed distributed adaptive control based on MRAC assumes the communication
graph is DAG. In this section, we will discuss the well-posedness of the agents’ input by
introducing the parameter projection that will be applied on state-feedback MRAC case
only. In output-feedback, such a well-posedness is unknown due to the presence of the
filter. So that we only consider the state-feedback case. In order to support the main
result, let us rewrite the dynamics of the reference model

ẋm = Amxm + bmr (3-1)

where xm ∈ Rn is the state of the reference model, r ∈ R is its reference input, and Am
and bm are known matrices of appropriate dimensions, with Am being Hurwitz so as to
have bounded state trajectories xm. Then, we have three agents that have the dynamics

ẋ1 = A1x1 + b1u1

ẋ2 = A2x2 + b2u2

ẋ3 = A3x3 + b3u3 (3-2)

where x1, x2, x3 ∈ Rn is the state, u1, u2, u3 ∈ R is the input, and A1, A2, A3 and b1,
b2, b3 are unknown matrices of appropriate dimensions, with possibly A1 6= A2 6= A3
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38 Adaptive synchronization with cyclic communication network

and b1 6= b2 6= b3. Then we have introduce the communication graph with a cycle as in
Figure 3-1.

Figure 3-1: A communication graph with a cycle

The inputs to the three vehicles can be written as

u1(t) = k′1(t)x1(t) + l1(t)r(t)
2u2(t) = k′21(t)x1(t) + k′2(t)(x2(t)− x1(t)) + l21(t)u1(t)

+ k′31(t)x3(t) + k′2(t)(x2(t)− x3(t)) + l23(t)u3(t)
2u3(t) = k′31(t)x1(t) + k′3(t)(x3(t)− x1(t)) + l31(t)u1(t)

+ k′32(t)x2(t) + k′3(t)(x3(t)− x2(t)) + l32(t)u2(t).

(3-3)

or, in a more compact matrix form 1 0 0
−l21 2 −l23
−l31 −l32 2


︸ ︷︷ ︸

U

u1
u2
u3

 =

 k1 0 0
k21 − k2 2k2 k31 − k2
k31 − k3 k32 − k3 2k3

x1
x2
x3

+

l10
0

 r.
(3-4)

In order to be able to say that u1, u2, and u3 are well-posed at all time steps, we
need to guarantee that the matrix U is invertible. To this purpose, let us calculate the
determinant of U , so as to obtain

det

 1 0 0
−l21 2 −l23
−l31 −l32 2

 = 4− l23l32. (3-5)

In the ideal case (with the actual parameters from Proposition 1) l∗23l
∗
32 = 1, so that the

determinant of the ideal U∗ is equal to 3. However, in the actual case with the estimated
parameters, the determinant of U can take arbitrary values and even result equal to 0.
This would make the inputs u1, u2, and u3 not well-posed at all time steps. A simple
approach to guarantee well-posedness of the inputs at all time steps is to allow vehicle
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3-1 Well-posedness of the input 39

2 and vehicle 3 to exchange their estimates l23(t) and l32(t). This way it is possible
to project the estimates in such way that l23(t)l32(t) 6= 4 and the matrix U is always
invertible. The following assumption is made.

Assumption 5. The actual parameters l∗23 and l∗32 are known to reside in convex
compact set Ωl that does not contain the set l∗23l

∗
32 = 4.

Among infinite choices, we can choose an example of Ωl satisfies l∗23 ≥ 0, l∗32 ≥ 0,
l∗23 + l∗32 ≤ 3.99 as represented in Figure 4.

Figure 3-2: Singular set (red curve) and projection set (shaded blue area)

In general, the set Ωl can be written as

Ωl = {l23, l32|g(l23, l32) ≤ 0} (3-6)

for some appropriate vector function g(l23, l32). The following theorem follows

Theorem 9. Consider a communication graph with cycle described by communication
graph in Figure 3-1. The reference model described by (3-1) and for the three agents
described by (3-2), the controllers (3-3), and the adaptive laws

k̇
′
31(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))x1(t)′

k̇
′
32(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))x2(t)′

k̇
′
3(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))(e31(t) + e32(t))′

l̇31(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))u1(t)
l̇32(t) = −sgn(l∗3)γb′mP (e31(t) + e32(t))u2(t)
k̇
′
21(t) = −sgn(l∗2)γb′mP (e21(t) + e23(t))x1(t)′

k̇
′
23(t) = −sgn(l∗2)γb′mP (e21(t) + e23(t))x3(t)′

k̇
′
2(t) = −sgn(l∗2)γb′mP (e21(t) + e23(t))(e21(t) + e23(t))′

l̇21(t) = −sgn(l∗2)γb′mP (e21(t) + e23(t))u1(t)
l̇23(t) = −sgn(l∗2)γb′mP (e21(t) + e23(t))u3(t)

(3-7)
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40 Adaptive synchronization with cyclic communication network

with the following modifications

l̇23(t) = P
[
−γlb′mP (e21(t) + e23(t))u3(t)

]
=
{
δl23(t) if l23(t) ∈ Ωl or l23(t) ∈ δ(Ωl) with δl23∇g ≤ 0
0 otherwise

l̇32(t) = P
[
−γlb′mP (e31(t) + e32(t))u2(t)

]
=
{
δl32(t) if l32(t) ∈ Ωl or l32(t) ∈ δ(Ωl) with δl32∇g ≤ 0
0 otherwise

(3-8)

where P indicates the projection operator in the set Ωl, as arising from (3-5). In par-
ticular, δ(Ωl) is the border of Ωl and ∇g is the derivative of g with respect to l23 or
l32. Then, we guarantee synchronization of the three agents (3-2) to the reference model
(3-1), and the convergence e1, e21, e23, e31, e32 → 0 for t→∞.

Proof. Let us consider the following Lyapunov function

V1(e1, k1, l1) = e
′

1Pe1 + tr( k̃
′

1k̃1

γ|l∗1|
) + l̃21

γ|l∗1|

V2(e231, k21, k23, k2, l21, l23) = e
′

231Pe231 + tr( k̃
′

21k̃21

γ|l∗2|
) + tr( k̃

′

23k̃23

γ|l∗2|
) + tr( k̃

′

2k̃2

γ|l∗2|
) + l̃221

γ|l∗2|
+ l̃223
γ|l∗2|

V3(e321, k31, k32, k3, l31, l32) = e
′

321Pe321 + tr( k̃
′

31k̃31

γ|l∗3|
) + tr( k̃

′

32k̃32

γ|l∗3|
) + tr( k̃

′

3k̃3

γ|l∗3|
) + l̃231

γ|l∗3|
+ l̃232
γ|l∗3|
(3-9)

, and follows the same lines as classical adaptive control designs in the presence of
parameter projection. In fact, we have

V̇1 + V̇2 + V̇3 ≤ −e
′
1Qe1 − e

′
231Qe231 − e

′
321Qe321 + Vp (3-10)

where

Vp(t)


= 0 if l23(t), l32(t) ∈ Ωl or l23(t) ∈ δ(Ωl) with δl23∇g ≤ 0 or l32(t) ∈ δ(Ωl)

with δl32∇g ≤ 0
≤ 0 otherwise

(3-11)

i.e Vp is a term that due to convexity of the projection set Ωl verifies Vp ≤ 0. Therefore,
Vp can only make the derivative of the Lyapunov function more negative [32, Sect 6.6
and 8.5]. Hence,

V̇1 + V̇2 + V̇3 ≤ −e
′
1Qe1 − e

′
231Qe231 − e

′
321Qe321 (3-12)

and stability follows from Barbalat’s lemma as in Theorem 9.

Remark 7. Theorem 9 basically states that the structure of the network can be ex-
ploited to implement appropriate projection laws that make the input well-posed at
every time instant, even in the presence of cycles.
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3-2 Summary 41

3-2 Summary

In this chapter, we have exploited the graph structure to implement appropriate pa-
rameter projection and guarantee well-posedness of the actual inputs. The next chapter
provides the approach to synchronize the EL systems.
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Chapter 4

Adaptive synchronization of
uncertain Euler-Lagrange system

This chapter is organized as follows: Section 4-1 introduces the Euler-Lagrange (EL)
Systems and inverse dynamic based control. Section 4-2 presents the synchronization
of the leader to the reference model. Section 4-3 provides the synchronization of the
follower to a neighbor. Please note that the agents are described as EL systems.

4-1 Preliminaries results

4-1-1 Euler-Lagrange systems

The dynamics of a network of EL agents can be described by

Di(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = τi, i = {1, ..., N} (4-1)

where the term Di(qi)q̈ is proportional to the second derivatives of the generalized co-
ordinates, the term Ci(qi, q̇i)q̇ is the vector of centrifugal/Coriolis forces, proportional
to the first derivatives of the generalized coordinates, and the term gi(qi) is the vector
of potential forces. Finally, the term τi represents the external force applied to the sys-
tem. Throughout this work the following assumptions, standard in literature [33], will
be adopted:

Assumption 6. The inertia matrix Di(qi) is symmetric positive definite, and both
Di(qi) and Di(qi)−1 are uniformly bounded.
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44 Adaptive synchronization of uncertain Euler-Lagrange system

Assumption 7. There is an independent control input for each degree of freedom
of the system.

Assumption 8. All the parameters of interest such as link masses, moment inertias,
etc. appears in the linear-in-the parameter form, i.e. as coefficient of known function of
the generalized coordinates.

Remark 8. For most EL agents of practical interests, like robotic manipulators and
mobile robots/vehicles, Assumptions 6 and 8 hold [33]. Assumption 7 implies that the
system is fully actuated, which is not always the case in practice. For under-actuated
EL systems, a control allocator should be put in place to transform the input τi into
the actual inputs to the system: this will introduce some unmodelled dynamics which
can be handled using a modification of the proposed methodology in a robust adaptive
sense [34]. While this is a relevant practical aspect, in this work we focus for compactness
on fully-actuated EL dynamics.

4-1-2 Inverse dynamic based control

Inverse dynamic based control is a typical control method for EL systems [33], which
is here recalled for completeness. Given the dynamics (4-1), the objective of inverse
dynamic based control is to cancel all the non-linearities in the system and introduce
simple PD control so that the closed-loop system is linear. In the known parameter case,
the cancellation of non-linearities can be achieved via the controller

τi = Di(qi)ai + Ci(qi, q̇i)q̇i + gi(qi) (4-2)

where the term ai is defined as

ai = q̈d −Kv ėi −Kpei (4-3)

with ei = qi − qd and Kp, Kv being the proportional and derivative gains of the (multi-
variable) PD controller. Note that qd, q̇d,and q̈d are desired trajectories, velocities, and
accelerations to be specified by the user. Substituting (4-2) into (4-1) gives us

Di(qi)(q̈i − q̈d +Kv ėi +Kpei) = 0
ëi +Kv ėi +Kpei = 0.

(4-4)

The resulting second-order error equation can be written as[
ėi
ëi

]
=
[

0 1l
−Kp −Kv

] [
ei
ėi

]
(4-5)

or equivalently, [
q̇i
q̈i

]
=
[

0 1l
−Kp −Kv

] [
qi
q̇i

]
+
[
0
1l

]
(q̈d +Kv q̇

d +Kpq
d). (4-6)
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4-2 Adaptive synchronization of a leader to a reference model 45

Remark 9. The closed-loop systems (4-6) is a second-order state-space system whose
state matrix must be Hurwitz by construction (by appropriately selecting Kp and Kv).
Two things must be noted about (4-2): the first is that the control law (4-2) requires the
dynamics to be perfectly known, so as to operate a perfect inversion; the second is that
the control law (4-2) requires agent i to know qd, q̇d, and q̈d. It clear that in practice the
dynamics are not known due to parametric uncertainty, leading to imperfect inversion. In
addition, in a multi-agent setting, the desired positions, velocities and accelerations may
not be available to all systems. In fact, due to communication constraints, it might be
impossible to communicate qd, q̇d, and q̈d to the entire formation, except for a few agents,
e.g. the leading agents. Therefore, one cannot implement (4-3) in a distributed way and
in the presence of uncertainty. In Section 3, we will design an adaptive distributed
version of the inverse dynamic based control, which can be implemented in the presence
of uncertainty and use local measurements from neighboring agents.

4-2 Adaptive synchronization of a leader to a reference model

Before giving the main result, let us first consider the communication graph depicted in
Figure 4-1. Figure 4-1 provides a simple communication graph where V = {1, 2, 3, 4},
E = {(1, 2), (3, 4)}, and T = {1, 3}. Note that the target nodes will be referred to as
leaders in this work, because they can access the information of the pinner: with this
directed connection, follower 2 can observe the measurement from leader 1, and follower
4 can observe the measurement from leader 3, but not vice versa. The adjacency matrix

Figure 4-1: Example of multi-agent system communication graph for EL systems.

corresponding to the example in Figure 4-1 is

A =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 .
In the example of Figure 4-1, we haveM = [1, 0, 1, 0]′. In this chapter we will consider
hierarchical networks containing a directed spanning tree with the pinner as the root
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46 Adaptive synchronization of uncertain Euler-Lagrange system

node. The following problem can be stated.

Problem 1. Given a hierarchical network Ḡ of EL heterogeneous uncertain agents (4-1),
a pinner with state (q0, q̇0), find a distributed strategy for the inputs τi that respects
the communication graph, that does not require knowledge of the EL matrices, and that
leads to synchronization of the network, i.e. (qi, q̇i)→ (q0, q̇0) as t→∞, for every agent
i.

In this section, we will focus on the control for a leading agent. Because the leading
agent has access to qd, q̇d, and q̈d, the main problem for this agent is to cope with
uncertainty. Without loss of generality we denote a leading agent with the index 1: in
addition, we focus on a single leading agent because the presence of multiple leaders is a
trivial extension of the proposed control law. Let us start by formulating some reference
model dynamics [

q̇0
q̈0

]
=
[

0 1l
−Kp −Kv

]
︸ ︷︷ ︸

Am

[
q0
q̇0

]
︸ ︷︷ ︸
xm

+
[
0
1l

]
︸︷︷︸
Bm

r (4-7)

where q0, q̇0 ∈ Rn is the state of the reference model and r = q̈d + Kv q̇
d + Kpq

d is a
user-specified reference input. The reference dynamics (4-7) basically represent some
homogeneous dynamics all agents should synchronize to. Any leader dynamics in the
form (4-2) can be written in the state-space form[

q̇1
q̈1

]
=
[
0 1l
0 −D−1

1 C1

]
︸ ︷︷ ︸

A1

[
q1
q̇1

]
︸ ︷︷ ︸
x1

+
[

0
−D−1

1 g1

]
+
[

0
D−1

1

]
︸ ︷︷ ︸
B1

τ1 (4-8)

where the dependence of the matrices on q1, q̇1 will be omitted whenever obvious. The
main idea is to formulate a nonlinear version of the model reference adaptive control
method [34, 35], by designing a controller to match the leader dynamics (4-8) to the
reference model dynamics (4-7). To this purpose, we propose a controller in the form

τ∗1 =
[
K̄∗′1

¯̄K∗′1

]
︸ ︷︷ ︸

K∗′1

[
q1
q̇1

]
+G∗′1 + L∗′1 r (4-9)

where the superscript * indicates an ideal controller whose gains possibly require the
knowledge of the system dynamics. The following proposition tells how to find such
matching gains.
Proposition 3. There exists an ideal control law in the form of (4-9) that matches the
leader dynamics (4-8) to the reference model dynamics (4-7), and whose control gains
K̄∗1 ,

¯̄K∗′1 , L
∗′
1 , and G∗′1 are

K̄∗′1 = −D1Kp L∗′1 = D1
¯̄K∗′1 = −D1Kv + C1 G∗′i = g1.

(4-10)
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4-2 Adaptive synchronization of a leader to a reference model 47

Proof. By direct substitution of (4-9) into (4-8), we have the leader closed-loop dynamics[
q̇1
q̈1

]
=
[

0 1l
D−1

1 K̄∗′1 D−1
1 ( ¯̄K∗′1 − C1)

] [
q1
q̇1

]
+
[

0
−D−1

1 (g1 −G∗′1 )

]
+
[

0
D−1

1 L∗′1

]
r. (4-11)

We see that Proposition 3 is verified for the ideal control law

τ∗1 = −D1Kpq1 −D1Kv q̇1 + C1q̇1 + g1 +D1r (4-12)

from which we derive the control gains in (4-10). This concludes the proof.

Being the system matrices in (4-8) unknown, the controller (4-12) cannot be imple-
mented, and the synchronization task has to be achieved adaptively. Then, inspired by
the ideal controller (4-12), we propose the controller

τ1 = Θ′D1ξD1︸ ︷︷ ︸
D̂1

(−Kpq1 −Kv q̇1 + r) + Θ′C1ξC1︸ ︷︷ ︸
Ĉ1

q̇1 + Θ′g1ξg1︸ ︷︷ ︸
ĝ1

(4-13)

where the estimates D̂1, Ĉ1, ĝ1 of the ideal matrices have been split in a linear-in-the-
parameter form. In fact, in view of Assumption 8, an appropriate linear-in-the-parameter
form D1 = Θ∗′D1

ξD1 , C1 = Θ∗′C1
ξC1 and g1 = Θ∗′g1ξg1 can always be found. A specific form

of regressand Θ and regressor ξ will be derived later in numerical simulation for the
example of Unmanned Aerial Vehicles. Let us define the error e1 = x1 − xm , whose
dynamics are

ė1 = Ame1 +B1( ˜̄K ′1q1 + ˜̄̄
K ′1q̇1 + G̃′1 + L̃′1r)

= Ame1 +B1(Θ̃′D1ξD1(−Kpq1 −Kv q̇1 + r) + Θ̃′C1ξC1 q̇1 + Θ̃′g1ξg1)
(4-14)

where ˜̄K1 = K̄1−K̄∗1 ,
˜̄̄
K1 = ¯̄K1− ¯̄K∗1 , L̃1 = L1−L∗1, Θ̃D1 = ΘD1−Θ∗D1

, Θ̃C1 = ΘC1−Θ∗C1

and Θ̃g1 = Θg1−Θ∗g1 . The following theorem provides the synchronization result between
the leader and the reference model.
Theorem 10. Consider the reference model (4-7), the unknown leader dynamics (4-8),
and controller (4-13). Under the assumption that a matrix S1 exists such that

L∗1S1 = S′1L
∗′
1 > 0 (4-15)

then, the adaptive laws

Θ̇′D1 = −S1B
′
mPe1(−Kpq1 −Kv q̇1 + r)′ξ′D1

Θ̇′C1 = −S1B
′
mPe1q̇

′
1ξ
′
C1

Θ̇′g1 = −S1B
′
mPe1ξ

′
g1

(4-16)

where P = P ′ > 0 is such that

PAm +A′mP = −Q, Q > 0 (4-17)

guarantee synchronization of the leader dynamics (4-8) to the reference model (4-7), i.e.
e1 → 0.
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48 Adaptive synchronization of uncertain Euler-Lagrange system

Proof. To analytically show the asymptotic convergence of the synchronization error
between the leader and the reference model, let us introduce the following Lyapunov
function

V1(e1, Θ̃D1 , Θ̃C1 , Θ̃g1) = e′1Pe1 + tr(Θ̃′D1S
−1
1 L∗−1

1 Θ̃D1) + tr(Θ̃′C1S
−1
1 L∗−1

1 Θ̃C1)
+ tr(Θ̃′g1S

−1
1 L∗−1

1 Θ̃g1).
(4-18)

Then it is possible to verify

V̇1(e1, Θ̃D1 , Θ̃C1 , Θ̃g1) = e′1(PAm +A′mP )e1 + 2e′1PB1(Θ̃′D1ξD1(−Kpq1 −Kv q̇1 + r)

+ Θ̃′C1ξC1 q̇1 + Θ̃′g1ξg1) + 2tr(Θ̃′D1S
−1
1 L∗−1

1
˙̃ΘD1)

+ 2tr(Θ̃′C1S
−1
1 L∗−1

1
˙̃ΘC1) + 2tr(Θ̃′g1S

−1
1 L∗−1

1 Θ̃g1)

= −e′1Qe1 + 2(B′mPe1(−Kpq1 −Kv q̇1 + r)′ξ′D1 + ˙̃Θ′D1S
−1
1 )L∗−1

1 Θ̃D1

+ 2(B′mPe1q̇
′
1ξ
′
C1 + ˙̃Θ′C1S

−1
1 )L∗−1

1 Θ̃C1

+ 2(B′mPe1ξ
′
g1 + ˙̃Θ′g1S

−1
1 )L∗−1

1 Θ̃g1

= −e′1Qe1.

(4-19)

Here we used the property a′b = tr(b′a). From (4-19), we deduce that V1 has a finite
limit, so e1, Θ̃D1 ,Θ̃C1 ,Θ̃g1 ∈ L∞. Because e1 = x1 − xm ∈ L∞ and xm ∈ L∞, we
have x1 ∈ L∞. This implies x1, Θ̃D1 , Θ̃C1 , Θ̃g1 ∈ L∞. Consequently, we can deduce
τ1 ∈ L∞. Therefore, all signals in the closed-loop systems are bounded. From (4-19),
we can establish that V1 has a bounded integral, so that we have e1 ∈ L2. Then by using
Θ̃D1 , Θ̃C1 , Θ̃g1 , e1 ∈ L∞, we have ė1 ∈ L∞. This concludes the proof of the boundedness
of all closed-loop signal and convergence e1 → 0 as t→∞.

Remark 10. Condition (4-15) is mutuated from the well-known condition of multivari-
able MRAC [36]: even though such condition might sound restrictive because it involves
a possibly unknown matrix L∗1, it can be easily satisfied in most EL systems of practical
interests. In fact, in most EL systems like robotic manipulators and mobile robots, the
matrix Di is symmetric in view of some symmetrical geometry of the robot: this implies
that L∗i , even if unknown, is symmetric. Therefore, (4-15) is satisfied by simply selecting
Si = γI, for any positive scalar γ.
Remark 11. It is now clear that in the presence of multiple leaders it suffices for each
one to implement a control law in the form (4-12) to achieve synchronization to the
reference model dynamics (4-7).

4-3 Adaptive synchronization of a follower to a neighbor

In this section we explain how a follower agent that has no access to the desired tra-
jectories qd, q̇d, and q̈d can still synchronize to the reference model dynamics (4-7) by
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4-3 Adaptive synchronization of a follower to a neighbor 49

exploiting the signals of a neighboring agents for adaptation. By looking at Figure 4-1
and without loss of generality, the follower dynamics are denoted with subscript 2, while
the dynamics of the neighboring (hierarchically superior) agent are denoted with sub-
script 1. The dynamics of any follower in the form (4-2) can be written in the state-space
form [

q̇2
q̈2

]
=
[
0 1l
0 −D−1

2 C2

]
︸ ︷︷ ︸

A2

[
q2
q̇2

]
︸ ︷︷ ︸
x2

+
[

0
−D−1

2 g2

]
+
[

0
D−1

2

]
︸ ︷︷ ︸
B2

τ2. (4-20)

Analogously to the previous section, we aim to find a matching controller for agent 2:
however, since the reference model signals are not available to this agent, we assume the
dynamics of the neighboring agent 1 to act as a reference model. Then, let us propose
the following controller to match the follower dynamics (4-20) to the leader dynamics
(4-8)

τ∗2 =
[
K̄∗′21

¯̄K∗′21

]
︸ ︷︷ ︸

K∗′21

[
q1
q̇1

]
+
[
K̄∗′2

¯̄K∗′2

]
︸ ︷︷ ︸

K∗′2

[
q2 − q1
q̇2 − q̇1

]
︸ ︷︷ ︸

e21

+G∗′2 + L∗′21τ1. (4-21)

The following proposition explains how to find the matching control gains in (4-21).

Proposition 4. There exists an ideal control law in the form (4-21) that matches the
follower dynamics (4-20) to the leader dynamics (4-8), and whose gains K̄∗′2 , ¯̄K∗′2 , K̄∗′21,
¯̄K∗′21, L∗′21, and G∗′2 are

K̄∗′2 = −D2Kp K̄∗′21 = 0 G∗′2 = g2
¯̄K∗′2 = −D2Kv + C2

¯̄K∗′21 = C2 −D2D
−1
1 C1 L∗′21 = D2D

−1
1 .

(4-22)

Proof. By direct substitution of (4-21) into (4-20), we have the leader closed-loop dy-
namics[
q̇2
q̈2

]
=
[

0 1l
D−1

2 K̄∗′2 D−1
2 ( ¯̄K∗′2 − C2)

] [
q2
q̇2

]
+
[

0 0
D−1

2 (K̄∗′21 − K̄∗′2 ) D−1
2 ( ¯̄K∗′21 −

¯̄K∗′2 )

] [
q1
q̇1

]

+
[

0
−D−1

2 (−g2 +G∗′2 )

]
+
[

0
D−1

2 L∗′21

]
τ1

(4-23)

from which we see that matching is achieved for the ideal control law

τ∗2 = C2q̇1 −D2D
−1
1 C1q̇1 −D2Kpē21 −D2Kv ¯̄e21 + C2 ¯̄e21 + g2 +D2D

−1
1 τ1

= C2q̇2 +D2D
−1
1 τ1 −D2D

−1
1 C1q̇1 −D2(Kpē21 +Kv ¯̄e21) + g2

(4-24)

where we have defined ē21 = q2− q1, ¯̄e21 = q̇2− q̇1. From (4-24) we find the control gains
(4-22). This concludes the proof.
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Remark 12. Differently from Proposition 4, which gives us matching conditions be-
tween an agent and the reference model dynamics, Proposition 2 gives us matching
conditions among neighboring agent. In fact, it is easy to show how (4-24) implies the
existence of coupling gains K̄∗′21,

¯̄K∗′21, L
∗′
21 satisfying

K̄∗′21 = K̄∗′2 − L∗′21K̄
∗′
1

¯̄K∗′21 = ¯̄K∗′2 − L′21
¯̄K∗′1

L∗′21 = L∗′2 (L∗′1 )−1

(4-25)

where L∗2 = D2. Therefore, Proposition 2 can be interpreted as a distributed matching
condition among neighboring agents.

Being the system matrices in (4-20) unknown, the control (4-24) cannot be implemented,
and the synchronization task has to be achieved adaptively. Then, inspired by the ideal
controller (4-24), we propose the controller

τ2 = −Θ′D2ξD2︸ ︷︷ ︸
D̂2

(Kpē21 +Kv ¯̄e21) + Θ′C2ξC2︸ ︷︷ ︸
Ĉ2

q̇2 + Θ′D2D1ξD2D1︸ ︷︷ ︸
D̂2D1

τ1 −Θ′D2D1C1ξD2D1C1︸ ︷︷ ︸
̂D2D1C1

q̇1

+ Θ′g2ξg2︸ ︷︷ ︸
ĝ2

(4-26)

where the estimates D̂2, Ĉ2, D̂2D1, D̂2D1C1, ĝ2 of the ideal matrices have been split
in a linear-in-the-parameter form, in view of Assumption 8. In fact, Assumption 8
guarantees D2 = Θ∗′D2

ξD2 , C2 = Θ∗′C2
ξC2 , g2 = Θ∗′g2ξg2 , D2D1 = Θ∗′D2D1

ξD2D1 and
D2D1C1 = Θ∗′D2D1C1

ξD2D1C1 : again, a specific form of regressand Θ and regressor ξ
will be revealed in Section 5 for the example of Unmanned Aerial Vehicles. Let us define
the error e21 = x2 − x1, whose dynamics are

ė21 = Ame21 +B2(K̃2
′
e21 + K̃21

′
x1 + L̃′21τ1 + G̃′2)

= Ame21 +B2( ˜̄K ′2ē21 + ˜̄̄
K ′2 ¯̄e21 + ˜̄K ′21q1 + ˜̄̄

K ′21q̇1 + L̃′21τ1 + G̃′2)
= Ame21 +B2(Θ̃′C2ξC2 q̇2 + Θ̃′D2D1ξD2D1τ1 − Θ̃′D2D1C1ξD2D1C1 q̇1

− Θ̃′D2ξD2(Kpē21 +Kv ¯̄e21) + Θ̃′g2ξg2)

(4-27)

where K̃2 = K2−K∗2 , K̃21 = K21−K∗21, L̃21 = L21−L∗21, Θ̃D2 = ΘD2−Θ∗D2
, Θ̃C2 = ΘC2−

Θ∗C2
, Θ̃g2 = Θg2 − Θ∗g2 , Θ̃D2D1 = ΘD2D1 − Θ∗D2D1

and Θ̃D2D1C1 = ΘD2D1C1 − Θ∗D2D1C1
.

The following theorem provides the follower-leader synchronization.

Theorem 11. Consider the reference model (4-7), the unknown leader dynamics (4-8),
the unknown follower dynamics (4-20), and controller (4-26). Provided that there exists
a matrix S2 such that

L2S2 = S′2L
′
2 > 0 (4-28)
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then, the adaptive laws

Θ̇′C2 = −S2B
′
mPe21q̇

′
2ξ
′
C2 Θ̇′D2 = S2B

′
mPe21(Kpē21 +Kv ¯̄e21)′ξ′D2

Θ̇′D2D1 = −S2B
′
mPe21τ

′
1ξ
′
D2D1 Θ̇′g2 = −S2B

′
mPe21ξ

′
g2

Θ̇′D2D1C1 = S2B
′
mPe21q̇

′
1ξ
′
D2D1C1

(4-29)

where P = P ′ > 0 is such that (4-17) holds, guarantee synchronization of the follower
dynamics (4-20) to the leader dynamics (4-8), i.e. e21 → 0.

Proof. To analytically show the asymptotic convergence of the synchronization error
between the follower and the leader, let us introduce the following Lyapunov function

V2 = e′21Pe21 + tr(Θ̃′C2S
−1
2 L∗−1

2 Θ̃C2) + tr(Θ̃′D2D1S
−1
2 L∗−1

2 Θ̃D2D1)
+ tr(Θ̃′D2D1C1S

−1
2 L∗−1

2 Θ̃D2D1C1) + tr(Θ̃′D2S
−1
2 L∗−1

2 Θ̃D2) + tr(Θ̃′g2S
−1
2 L∗−1

2 Θ̃g2).
(4-30)

Then it is possible to verify

V̇2 = −e′21Qe21 + 2e′21PB2(Θ̃′C2ξC2 q̇2 + Θ̃′D2D1ξD2D1τ1 − Θ̃′D2D1C1ξD2D1C1 q̇1

− Θ̃′D2ξD2(Kpē21 +Kv ¯̄e21) + Θ̃′g2ξg2) + 2tr(Θ̃′C2S
−1
2 L∗−1

2
˙̃ΘC2) + 2tr(Θ̃′D2S

−1
2 L∗−1

2
˙̃ΘD2)

+ 2tr(Θ̃′D2D1S
−1
2 L∗−1

2
˙̃ΘD2D1) + 2tr(Θ̃′D2D1C1S

−1
2 L∗−1

2
˙̃ΘD2D1C1) + 2tr(Θ̃′g2S

−1
2 L∗−1

2
˙̃Θg2)

= −e′21Qe21 + 2(B′mPe21q̇
′
2ξ
′
C2 + ˙̃Θ′C2S

−1
2 )L∗−1

2 Θ̃C2 + 2(B′mPe21ξ
′
g2 + ˙̃Θ′g2S

−1
2 )L∗−1

2 Θ̃g2

+ 2(B′mPe21τ
′
1ξ
′
D2D1 + ˙̃Θ′D2D1S

−1
2 )L∗−1

2 Θ̃D2D1

− 2(B′mPe21q̇
′
1ξ
′
D2D1C1 + ˙̃Θ′D2D1C1S

−1
2 )L∗−1

2 Θ̃D2D1C1

− 2(B′mPe21(Kpē21 +Kv ¯̄e21)′ξ′D2 + ˙̃Θ′D2S
−1
2 )L∗−1

2 Θ̃D2

= −e′21Qe21.

(4-31)

Following similar steps as in the proof of Theorem 10, from (4-31) we deduce that V2 has
a finite limit, so e2, Θ̃C2 , Θ̃D2D1 , Θ̃D2D1C1 , Θ̃D2 , Θ̃g2 ∈ L∞. Because e21 = x2−x1 ∈ L∞
and x1 ∈ L∞, we have x2 ∈ L∞. This implies x2, Θ̃C2 , Θ̃D2D1 , Θ̃D2D1C1 , Θ̃D2 , Θ̃g2 ∈
L∞. Consequently, we can deduce τ2 ∈ L∞. Therefore, all signals in the closed-loop
systems are bounded. From (4-31), we can establish that V2 has a bounded integral, so
that we have e21 ∈ L2. Then by using Θ̃C2 , Θ̃D2D1 , Θ̃D2D1C1 , Θ̃D2 , Θ̃g2 , e21 ∈ L∞, we
have ė21 ∈ L∞. This concludes the proof of the boundedness of all closed-loop signal
and convergence e21 → 0 as t→∞.

Remark 13. It is worth remarking that the controller (4-26) and the adaptive law
(4-29) do not require the knowledge of the desired trajectories qd, q̇d, and q̈d. On the
other hand, local information from the neighboring agent 1 is needed to agent 2, namely
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52 Adaptive synchronization of uncertain Euler-Lagrange system

the state q1, q̇1 and the input τ1. Now, comparing controller (4-26) with [37, 38] or
similar approaches, we see that the proposed protocol is essentially simpler, because it
does not require an extra dynamical system to exchange in a distributed manner the
observer variables and reconstruct the leader’s signal: therefore, the distributed observer
mechanism has been replaced with local exchange of input information among neighbors.

4-3-1 Extension to acyclic graphs

At this point we have shown that the proposed theory is consistent, modulo the nonlinear
setting, with the theory in [25]. Therefore, it is not difficult to extend the results of
Theorems 10 and 11 to hierarchical communication graphs. Only the main points are
given for lack of space. Except for the leaders, which use controller (4-13) and adaptive
laws (4-16), the following controller is proposed for the other agents

τj = −
∑N
i=1 aijD̂j(Kp(qj − qi) +Kv(q̇j − q̇i))∑N

i=1 aij
+
∑N
i=1 aijĈj q̇j∑N
i=1 aij

+
∑N
i=1 aijD̂jDijτi∑N

i=1 aij

−
∑N
i=1 aijD̂jDiCij q̇i∑N

i=1 aij
+
∑N
i=1 aij ĝj∑N
i=1 aij

(4-32)

where the terms aij indicate the entries of the adjacency matrixA and of the target vector
M, as explained in Section 2.3 (one can verify that, with the appropriate adjacency
matrices, the adaptive controller (4-32) reduces to the special case (4-26)). The following
result holds.

Theorem 12. Consider the unknown EL agents (4-1), with reference model (4-7),
controllers (4-13), (4-32), and adaptive laws (4-16) and

Θ̇′Dj
= SjB

′
mP

[
N∑
i=1

aij(xj − xi)
][

N∑
i=1

aij(Kp(qj − qi) +Kv(q̇j − q̇i)′ξ′DjDi

]

Θ̇′DjDi
= −SjB′mP

[
N∑
i=1

aij(xj − xi)
][

N∑
i=1

aijτ
′
iξ
′
DjDi

]

Θ̇′Cj
= −SjB′mP

[
N∑
i=1

aij(xj − xi)
]
q̇′jξ
′
Cj

Θ̇′DjDiCi
= SjB

′
mP

[
N∑
i=1

aij(xj − xi)
][

N∑
i=1

aij q̇
′
iξ
′
DjDiCi

]

Θ̇′gj
= −SjB′mP

[
N∑
i=1

aij(xj − xi)
]
ξ′gj

(4-33)

where ΘCj , ΘDjDi , ΘDjDiCi , ΘDj , Θgj are the estimate of the regressand of Cj , DjDi,
DjDiCi, Dj , gj respectively. Then, all closed-loop signals are bounded and, for any (i, j)
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such that aij 6= 0, we have eji = xj − xi → 0 as t → ∞. In addition, for every agent j
we have ej = xj − xm → 0 as t→∞.

Proof. Let us adopt similar tools as Theorems 10 and 11 by considering the distributed
Lyapunov function

Vj =
N∑
j=1

[
N∑
i=0

aijeji

]′
P

[
N∑
i=0

aijeji

]
+

N∑
j=1

aijtr

[
Θ̃′Cj

S−1
j L∗−1

j Θ̃Cj

]

+
N∑
j=1

N∑
i=1

aijtr

[
Θ̃′DjDi

S−1
j L∗−1

j Θ̃DjDi

]
+

N∑
j=1

N∑
i=1

aijtr

[
Θ̃′DjDiCi

S−1
j L∗−1

j Θ̃DjDiCi

]

+
N∑
j=1

N∑
i=1

aijtr

[
Θ̃′Dj

S−1
j L∗−1

j Θ̃Dj

]
+

N∑
j=1

N∑
i=1

aijtr

[
Θ̃′gj

S−1
j L∗−1

j Θ̃gj

]
(4-34)

where the index i = 0 is used for the reference model, i.e. ej0 = ej = xj − xm. Let
us define ēji = qj − qi and ¯̄eji = q̇j − q̇i. Then, from (4-1) and (4-32), we obtain the
following error dynamics

ėji = Ameji +Bj(K̃j
′
eji + K̃ji

′
xi + L̃′jiτi + G̃′j)

= Ameji +Bj(Θ̃′Cj
ξCj q̇j + Θ̃′DjDi

ξDjDiτi − Θ̃′DjDiCi
ξDjDiCi q̇i

− Θ̃′Dj
ξDj (Kpēji +Kv ¯̄eji) + Θ̃′gj

ξgj ).
(4-35)

Clearly, we have a similar structure as in the previously developed two-agent case. Then,
it is possible to verify that

V̇j = −
N∑
j=1

[
N∑
i=0

aijeji

]′
Q

[
N∑
i=0

aijeji

]
+ 2

[
N∑
i=0

aijeji

]′
Pbj

[
N∑
j=1

aijΘ̃′Cj
ξCj q̇j

+
N∑
j=1

aijΘ̃′DjDi
ξDjDiτi −

N∑
j=1

aijΘ̃′DjDiCi
ξDjDiCi q̇i −

N∑
j=1

aijΘ̃′Dj
ξDj (Kpēji +Kv ¯̄eji)

+
N∑
j=1

aijΘ̃′gj
ξgj

]
+ 2

N∑
j=1

aijtr

[
Θ̃′Cj

S−1
j L∗−1

j
˙̃ΘCj

]
+ 2

N∑
j=1

aijtr

[
Θ̃′gj

S−1
j L∗−1

j
˙̃Θgj

]

+ 2
N∑
j=1

N∑
i=1

aijtr

[
Θ̃′DjDiCi

S−1
j L∗−1

j
˙̃ΘDjDiCi)

]
+ 2

N∑
j=1

aijtr

[
Θ̃′Dj

S−1
j L∗−1

j
˙̃ΘDj

]

+ 2
N∑
j=1

N∑
i=1

aijtr

[
Θ̃′DjDi

S−1
j L∗−1

j
˙̃ΘDjDi

]

= −
N∑
j=1

[
N∑
i=0

aijeji

]′
Q

[
N∑
i=0

aijeji

]
.

(4-36)
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This can be used to derive boundedness of all closed-loop signals and convergence of eji
to zero, which can be proved by using the Barbalat’s Lemma procedure already adopted
in Theorems 10 and 11. Convergence of xj − xm to zero follows according to [29] by
using the hierarchical structure of the graph. This concludes the proof.

Remark 14. All the synchronization results have been given for errors in the form
eji = xj − xi. This implies that upon synchronization all the agents will converge to
a common trajectory depending on the desired trajectories qd, q̇d, and q̈d, and on the
reference model dynamics Kp and Kv. It is not difficult to show that the proposed
synchronization protocol can be extended to include formation gaps, provided that the
error

eji = xj − xi + dji =
[
qj
q̇j

]
−
[
qi
q̇i

]
+
[
d̄ji
0

]
(4-37)

is considered, where dji contains the desired formation displacement d̄ji among agents j
and i. Crucial to this extension is the fact that[

0 1l
0 −D−1

i Ci

] [
d̄ji
0

]
=
[
0
0

]
(4-38)

implying that the added displacement does not contribute to the error dynamics. Defin-
ing the formation as a desired set of displacements is the standard way most formations
are defined, e.g. vehicle formations or other robotic formations [39,40].

4-3-2 Summary

The proposed distributed adaptive control have been derived to synchronize uncertain
heterogeneous Euler-Lagrange systems. The proposed control algorithm is distributed
among the agent and utilizes local state and input information, without any extra aux-
iliary variables nor sliding modes. The stability of the proposed controlled was derived
analytically by introducing an appropriately defined distributed Lyapunov function.
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Chapter 5

Numerical simulations

This chapter is organized as follows: Section 5-1 presents the simulation of output-
feedback MRAC with switching topologies restricted to DAG. Section 5-2 presents the
simulation of state-feedback MRAC with switching topologies and the capability to
handle a cycle. Section 5-3 presents the simulation of a formation of Unmanned Aerial
Vehicles (UAVs).

5-1 Output-feedback MRAC: Yaw attitude control of multi
UAV

Before giving the numerical simulation, it is functional to discuss the switching adaptive
control scheme. communication losses between agents and a certain purpose of the MASs
may lead to the changing of topology. By using the proposed adaptive distributed control
based on MRAC, one can handle the switching topologies via multiple switched adaptive
control. The switching algorithm is based on the number of the predecessor of an agent.
Let us consider the switching adaptive controller scheme for the agent k ∈ {2, 3, ..., N}
where N is the last agent in the graph and i ∈ Nk, where Nk is the neighbors of the
agent k as in Figure 5-1. The activation of one or of the other controller depends on
the switching logic σ which is based on the number of neighbors. Also, note that the
learning process should be stopped when the controller is inactive and reinitialized once
the controller is active.
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56 Numerical simulations

Figure 5-1: The switching adaptive control for agent k

However, such a dwell time is unknown in the output-feedback case. Therefore, in this
work we are proposing an adaptive switching scheme and evaluating its effectiveness in
simulations. The switching scheme resembles the multiple model adaptive control, e.g.,
as discussed in [41–43]. In line with [44, 45], some simplified quadcopter dynamics are
used as a numerical example. The simplified quadcopter attitude dynamics is given as
follows:

ψ̈ = I−1
y τψ (5-1)

where ψ, Iy, and τψ are the yaw angle, the rotational moments of inertia on the y-axis,
and the rotating torque on yaw angle, respectively. The yaw angle output will be utilized
to synchronize the yaw angle for all the agents. The state–space representation of the
quadcopter i with attitude dynamics:

ẋψi =
[
0 1
0 0

]
xψi +

[
0
I−1
yi

]
τψ

yψi
=
[
1 0

]
xψi

(5-2)

where the state vector, xψi = [ψi, ψ̇i], comprises the yaw angle and the yaw rate, i ∈
{1, .., N}, where N is the total number of the quadcopter. Note that (5-2) has relative
degree 2 (n∗ = 2). Index 1 indicates the leader quadcopter, which is the only quadcopter
that has direct access to the reference model. The reference model is indicated as
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fictitious Agent 0, which can communicate the reference signal to Agent 1. The reference
model dynamics in state–space formulation is given as follows:

ẋψm =
[

0 1
α1 α2

]
xψm +

[
0
I−1
ym

]
τψ

yψm =
[
1 0

]
xψm

(5-3)

where the model reference parameters are taken as: α1 = −0.5, α2 = −1, Iym = 1,
and the initial condition of the reference model [ψi, ψ̇i] = [1,−1]. Each quadcopter has
different and unknown rotational moments of inertia Iy, and the initial state is also
unknown. Therefore, the network is composed of heterogeneous and unknown agents.
Table 5-3 shows the parameters of each quadcopter that are used only to simulate the
network.

Table 5-1: Quadcopter parameters and initial conditions.

Iyi [ψi, ψ̇i]
Quadcopter 1 1 [1, 1]
Quadcopter 2 3 [−1, −1]
Quadcopter 3 2 [−1, 0]
Quadcopter 4 4 [0, 1]
Quadcopter 5 0.5 [1, 0]
Quadcopter 6 0.75 [−1, 1]

The simulations for multi-agent output-feedback MRAC with switching topology are
carried out on the directed graph shown in Figure 5-2. The communication between
Node 4 and Node 1 varies with time, e.g., due to communication losses. It must be
noted that Agent 4 only has one parent neighbor if the edge is inactive and has two
parents if the edge is active.

Figure 5-2: The directed communication graph output-feedback scheme with switching
topology.
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The design parameters are taken as F = −0.7, ρ = 0.3, and all coupling vector gains are
initialized to be 0. Let us define the adaptive gain Γi for each agent i as follows:

Γ1 = diag{Γl,Γf ,Γg,Γc}
Γ2 = Γ3 = Γ5 = Γ6 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg}
Γ4 = diag{Γl,Γf ,Γg,Γc,Γl,Γf ,Γg,Γc,Γl,Γf ,Γg}

(5-4)

Γ have been selected to give a smooth response and acceptable input action where
Γl = 0.2, Γf = 0.05, Γg = 0.1, and Γc = 0.025. In our case, two reference inputs are
considered:

1. a constant reference input with an amplitude of 1.

2. a sinusoidal reference input with a frequency of 0.2 rad/s and an amplitude of 1.

The activity or inactivity of the edge is defined by the switching edge of Figure 5-2
(σ = 1, edge is active and σ = 0, edge is inactive). The switching edge signal is shown
in Figure 5-3. If the controller is not switching, Agent 4 continues to use the controller
for two neighbors instead of only one. Note that the parameters of Agent 1 are equal to
zero when there is no connection.

Figure 5-3: Switching edge σ.

The output response of synchronization with a constant reference input and a sinusoidal
reference input are shown in Figures 5-4 and 5-5, respectively.
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(a) Agent 4 without a switching controller

(b) Agent 4 with a switching controller
Figure 5-4: Output response of the output-feedback MRAC with a constant input reference
where the controller is not switching (a) and the controller is switching (b).

(a) Agent 4 without a switching controller

(b) Agent 4 with a switching controller
Figure 5-5: Output response of the output-feedback MRAC with a sinusoidal input refer-
ence where the controller is not switching (a) and the controller is switching (b).
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It can be observed in Figures 5-4a and 5-5a that the output of Agent 4 does not converge
to the output of the leader, while in Figures 5-4b and 5-5b all the outputs converge
asymptotically to the output of the leader. It can be concluded that, in the case of
switching topologies, the switching adaptive controller must be implemented.

5-2 Cyclic state-feedback MRAC: Platooning merging maneu-
ver

The platooning merging maneuver will be used as a numerical example of adaptive syn-
chronization based on state-feedback MRAC. In this case, we have time-varying topolo-
gies and communication graph with a cycle. First, let us consider the model derived
by [46] is used to represent the vehicles in the platoonḋiv̇i

ȧi

 =

 vi
ai

− 1
τi
ai + 1

τi
ui

 , i ∈ SM (5-5)

where ai and ui are respectively the acceleration (m/s2) and external input (m/s2) of
the ith vehicle. Moreover, τi (s) represents each vehicle’s driveline time constant.

It is now possible to define the spacing error (m) between the jth and the ith vehicle as:

eji(t) =

dj(t)vj(t)
aj(t)

−
di(t)vi(t)
ai(t)

+

rji(t)0
0

 (5-6)

where rij depends on time because it is allowed to change during the merging manuever.
Substituting (5-6) in (5-5) we obtain the linear time-invariant state space systemḋiv̇i

ȧi

 =

0 1 0
0 0 1
0 0 − 1

τi


︸ ︷︷ ︸

Ai

divi
ai


︸ ︷︷ ︸
xi

+

 0
0
1
τi


︸ ︷︷ ︸
bi

ui. (5-7)

Furthermore, the leading vehicle’s model is defined asḋ0
v̇0
ȧ0

 =

0 1 0
0 0 1
0 0 − 1

τ0


d0
v0
a0

+

 0
0
1
τ0

u0

ḋ0
v̇0
ȧ0

 =

 0 1 0
0 0 1
a01 a02 a03


︸ ︷︷ ︸

Am

d0
v0
a0


︸ ︷︷ ︸
xm

+

 0
0
b00


︸ ︷︷ ︸
bm

r

(5-8)
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Fig. 5-6 shows the switching topologies for the merging maneuver. The merging maneu-
ver starts with network 1, with a platoon consisting of vehicle 1 and vehicle 2: before
attempting the merging manuever, vehicle 3 aligns to vehicle 2. When the merging starts
(network 2), a communication graph with a cycle appears (due to safety reasons an undi-
rected edge between agent 2 and agent 3 is created): vehicle 2 increases its distance from
vehicle 1, and vehicle 3 tries to stay in the middle of the two vehicles. The undirected
edge between vehicle 2 and vehicle 3 is used by vehicle 2 to watch the behavior of vehicle
3 and vice versa (as it happens in merging manuevers operated by humans). Finally, in
network 3, the merging is complete and a new acyclic directed network is established
between the three vehicles.

Figure 5-6: The communication graphs before, during and after merging ( Platooning
Merging Maneuver Case)

The following CDH spacing policies apply to the three networks:

• Network 1
r32 = 0 and r21 = ρ for a certain design parameter ρ;

• Network 2
r21 increases linearly from ρ to 2ρ, r32 decreases linearly from 0 to −ρ, and r31 = ρ;

• Network 3
r31 = ρ and r23 = ρ;

while e10 = e1 = x1 − xm for all three networks.
The parameters of the reference model are taken as: a01 = −4, a02 = −6, a03 = −4, and
b00 = 1, while the dynamics of the vehicles in (5-7) are unknown. Table 5-2 shows the
parameter for each vehicle i, together with their initial conditions. These parameters
are used only to simulate the unknown heterogeneous agents.
The reference signal r is taken to be a ramp. Please note that all the simulations
are carried out at low speed (around 2.5m/s) so that the gaps between vehicles can
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Table 5-2: Vehicles parameters and initial
conditions

Vehicle i τi xi(0)
Vehicle 0 - [0,0,0]
Vehicle 1 0.5 [-2,1,0]
Vehicle 2 0.33 [-15,2,1]
Vehicle 3 0.2 [-20,2,1]

be better visualized in the plots. Please note that we have verified that the proposed
approach would work also at higher speeds. The other design parameter are taken as:
Q = diag(1, 1, 5), ρ = 7m, the adaptive gains γk = 0.005, γl = 0.001, and all coupling
gains, ki, kij , li, lij , are initialized to 0. The merging maneuver is organized as follows

˘ 0-30 s: vehicle 3 aligns with vehicle 2, while vehicles 1 and 2 achieve the initial
formation.

˘ 30-50s: vehicle 2 creates an increasing gap for vehicle 3, while vehicle 3 starts the
merging.

˘ 50-60s: the final formation is achieved.

Figure 5-7: The position response (Platooning Merging Maneuver Case)

Figs. 5-7, 5-8, 5-9, and 5-10 show the response of pi, vi, ai, and ui, respectively. In
Fig. 5-7, we can observe in the interval 0-30 seconds (network 1), the distance of vehicle
2 and vehicle 3 are at a distance ρ from vehicle 1, at the same time vehicle 1 synchronize
to reference model. Then, in the interval 30-50 seconds (network 2), vehicle 2 makes
a gap by increasing the distance with vehicle 1 in order to allow vehicle 3 to merge
in between vehicle 1 and vehicle 2. Finally, in the interval 50-60 seconds (network 3),
vehicle 3 is located at a distance ρ from vehicle 1 and vehicle 2 is located at a distance
2ρ from vehicle 1.
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Figure 5-8: The velocity response (Platooning Merging Maneuver Case)

Figure 5-9: The acceleration response (Platooning Merging Maneuver Case)

Figure 5-10: The input response (Platooning Merging Maneuver Case)
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5-3 Euler-Lagrange systems MRAC: Formation control for multi-
aircraft systems

Simulations are performed using the following reference model dynamics and parame-
ters:

Am =
[

0 1l
−kp1l −kv1l

]
Bm =

[
0
1l

]
r =



kpx
d + kvẋ

d + ẍd

kpy
d + kvẏ

d + ÿd

kpz
d + kv ż

d + z̈d

kpφ
d + kvφ̇

d + φ̈d

kpθ
d + kv θ̇

d + θ̈d

kpψ
d + kvψ̇

d + ψ̈d


Q = 1001l kp = 50 kv = 50 S1 = · · · = S4 = 1001l

(5-9)

where, for each agent j, the state is xj =
[
q′j q̇′j

]′
, being qj the generalized UAV

coordinates in the body frame. In addition, qd, q̇d, and q̈d are obtained from an UAV
flying in a windy environment and implementing a vector field approach as in [47]: this
UAV represents the pinner UAV. We consider constant airspeed Va = 15 m/s, constant
altitude hm = 50 m, and slowly-varying wind with amplitude A(t) = 3sin(0.01t) and
slowly-varying wind angle ψw(t) = πsin(0.01t). The control parameters of the vector
field approach are κ = π

2 , k = 0.1, ε = 1, Γ = 0.1, and σ = 0, whose exact meaning can
be retrieved from [47].

In line with most UAV path generation approaches, the path is composed of straight lines
and orbits. For these simulations we take a path consisting of a straight line followed
an orbit with radius R = 50 m and orbit center c = [500 m, 250 m]. The simulations
of the multi-UAV formation are carried out for 4 UAVs and a pinner UAV under the
same communication graph shown in Figure 1. Table 5-3 shows the parameters of the
fixed-wing UAVs, which are used only for the sake of simulations and are unknown for
the purpose of control design.

Figures 5-11 and 5-12 show the state synchronization for all UAVs, where it is immediate
to see that all states converge to the reference model. The states are reported in the
inertial frame for an easier interpretation of the results. Figure 5-13 shows how the
UAVs behave in the inertial xy plane. It can be seen that by synchronizing to the
reference model, all the agents perform the path consisting of the straight line and the
orbit.

Clearly, in Figure 5-13, the UAVs converge to the same point (rendezvous) due to the
fact that we did not implement any desired formation (no formation gaps). In order
to do so, we provide the desired gaps among agents, in such a way to describe a V
formation. For convenience, we introduce first the gaps d̄eji in the inertial frame: d̄e10,
d̄e21 = [50,−100, 0, 0, 0, 0], and d̄e30, d̄e43 = [50, 100, 0, 0, 0, 0]. These gaps describe the V
formation: obviously, it is possible to introduce more complex gaps in the x, y, z space
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Table 5-3: Fixed-wing UAVs parameters and initial conditions

Mass
(kg)

Initial cond.
[x, y, z,φ, θ, ψ]’(0)

Initial cond.
[ū, v̄, w̄, p̄, q̄, r̄]’(0)

Moment
of Inertia (kg m2)

Agent 0
(Trajectory
Generator)

10 [-50,500,-50,0,0,0]’ [15,0,0,0,0,0]’
[ 0.02 0 −0.01

0 0.026 0
−0.01 0 0.053

]

Agent 1
(Leader 1) 20 [-50,750,-75,0.5,0.05,0.5]’ [25,0,0,0,0,0]’

[ 0.1 0 −0.01
0 0.05 0

−0.01 0 0.1

]

Agent 2
(Follower 1) 30 [-100,-1000,-100,1,0.1,1]’ [5,0,0,0,0,0]’

[ 0.2 0 −0.02
0 0.1 0

−0.02 0 0.2

]

Agent 3
(Leader 2) 40 [-50,250,-150,-0.5,-0.05,-0.5]’ [20,0,0,0,0,0]’

[ 0.4 0 −0.04
0 0.2 0

−0.04 0 0.4

]

Agent 4
(Follower 2) 50 [-100,0,-200,-1,-0.1,-1]’ [10,0,0,0,0,0]’

[ 0.8 0 −0.08
0 0.4 0

−0.08 0 0.8

]

Figure 5-11: Adaptive state synchronization for states (x, y, z, ū, v̄, w̄) (Synchronization
of Multi-Aircraft System)
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Figure 5-12: Adaptive state synchronization for states (φ, θ, ψ, p̄, q̄, r̄) (Synchronization of
Multi-Aircraft System)

Figure 5-13: Adaptive state synchronization in the inertial xy plane without formation
gaps (Synchronization of Multi-Aircraft System)

to perform more complicated flight formations. The error eeji in inertial frame is

eeji = xej − xei + d̄eji. (5-10)

Then, we translate the error to the body frame by introducing the rotation matrix R

eji = Reeji (5-11)
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where

R(φ, θ, ψ) =

 cosθcosψ cosθsinψ −sinθ
−cosφsinψ + sinφsinθcosψ cosφcosψ + sinφsinθsinψ sinφcosθ
sinφsinψ + cosφsinθcosψ −sinφcosψ + cosφsinθsinψ cosφcosθ


(5-12)

so as to implement control and adaptive laws in the body frame. Figure 5-14 shows, in
the inertial xy plane, that the V-formation of fixed wing UAVs can be achieved, which
demonstrates the effectiveness of the proposed adaptive formation algorithm.

Figure 5-14: Adaptive formation control in the inertial xy plane for V formation flight
(Synchronization of Multi-Aircraft System)
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Chapter 6

Conclusion and future work

6-1 Conclusion

In this work, it was shown that the output synchronization of a heterogeneous MASs
with unknown dynamics can be achieved through extended version of output-feedback
MRAC. In contrast with standard MRAC, where the adaptive gain is scalar-valued, in
this proposed approach, the adaptive gain is a diagonal matrix. By using the proposed
control law, the agents only require the output and the control input of its neighbors.
The effectiveness of the proposed methodology has been illustrated using multi-UAV
attitude control. Then, we have shown that it is possible to exploit the graph structure to
implement appropriate parameter projection and guarantee well-posedness of the actual
inputs. The effectiveness of the proposed methodology has been illustrated by using a
platoon of three vehicles during merging maneuver. Finally, this work has shown the
possibility to synchronize uncertain heterogeneous agents with Euler-Lagrange dynamics.
A distributed model reference adaptive control is used to synchronize the Euler-Lagrange
systems, which utilizes local states and input information, without any extra auxiliary
variables nor sliding modes. The effectiveness of the proposed methodology has been
verified via numerical simulations of a formation of Unmanned Aerial Vehicles.

In our proposed approaches, the presence of uncertainty is handled first by showing that
distributed matching gains exist between neighboring agents, and then by developing
adaptive laws to estimate these gains. Such distributed matching conditions and adaptive
laws allow all agents to converge to same homogeneous reference model dynamics and
thus synchronize. The stabilities of the proposed controllers have derived analytically
by introducing an appropriately defined distributed Lyapunov function.
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6-2 Future work

Future work will consider the presence of under-actuated Euler-Lagrange dynamics where
a control allocator technique should be introduced to transform the input, forces and
moments, into the actual input to the system i.e. for fixed-wing UAV we have aileron
deflection, rudder deflection, elevator deflection, and propeller thrust. In the simula-
tions, it has been shown that the switching topologies could be handled by introducing
the switching controller. However, the stability proof is an open problem and might
be proven using the adaptive switched tools [26, 27]. Future work could include the
possibility to handle non-hierarchical networks of Euler-Lagrange systems. Another in-
teresting problem is how to deal with networked-induced constraints. In [39] it is shown
that communication losses can be possibly managed. Similarly, we believe that limited
communication, e.g. quantization can be handled in line with [48]. Another relevant
direction is, in line with [49, 50], to consider practical constraints such as input con-
straints and actuator saturation. Finally, in the implementation, capabilities such as
obstacle-avoidance and collision-avoidance is necessary.
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