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A B S T R A C T

Lattice models have been used to simulate mass transport to predict durability of cementitious materials.
In particular, the use of dual lattice meshes allows for the coupling of fracture and transport processes,
which commonly occur at the same time in these materials. Literature has shown good agreement between
simulations and experimental results. Nevertheless, work regarding relevant computational aspects of the
numerical model are scarce. In this study, a Voronoi-discretized lattice model is used to simulate unsaturated
moisture transport in cement-base materials through the Richards equation. First, investigations regarding
the choice of elemental volume approximation, time-stepping procedure and quadrature are evaluated . After
validation of the approximations, simulated moisture transport in sound concrete was compared to experiments
and mesh and time step sensitivity were discussed. A new approach to model capillary absorption of water
in cracked concrete was also proposed and its advantages with respect to existing approaches are discussed
by comparing to experimental measurements. The results confirm that the model can accurately predict the
transport processes for the earlier stage of capillary absorption. Furthermore, moisture ingress in cracked
concrete is simulated for different crack configurations and the use of different approaches is suggested
accordingly. Finally, guidelines regarding the approximations used for optimization of the computations are
presented.
1. Introduction

Mass transport in concrete is a significant factor in determining
the durability and service life of concrete structures. The transport of
fluids containing agents of deterioration can cause degradation of ce-
mentitious material and corrode the steel reinforcement. Mass transport
mechanisms may influence durability of concrete structures indirectly
by controlling penetration rate of aggressive agents [1]. Water acts as
the major fluid that is transported within (reinforced) concrete and it
can act as a carrier of chloride ions, sulphates, carbonates, or other
aggressive agents that have severe unfavourable effects on concrete.
Hence, it is important to understand mass transport phenomena in
concrete and the various factors affecting these phenomena.

In practice, concrete is mostly unsaturated and contains cracks of
different widths. These cracks are caused either by mechanical load-
ing [2,3] or time-dependent processes such as e.g. drying shrinkage [4,
5]. Cracking accelerates the penetration of fluids and aggressive agents
within the concrete which subsequently leads to faster corrosion of steel
and reduces the service life of the structure [6]. Hence, studying the
coupling of cracking and transport phenomena is important to predict
the durability and the service life of structures. If concrete is treated

∗ Corresponding author.
E-mail address: c.romerorodriguez@tudelft.nl (C.R. Rodríguez).

as uncracked and saturated, its service life cannot be realistically
evaluated and hence, mass transport mechanisms should be considered
in cracked and unsaturated concrete.

Lattice models have been used in fracture mechanics of concrete
and concrete structures for several decades [7,8]. In mechanical lat-
tice models, the continuum is discretized as a set of one-dimensional
spring, truss or beam elements which transfer the load [9,10]. Such
models allow simulating cracking by ‘‘removal’’ of broken elements
in the system. This removal methodology mimics the real redistri-
bution of stresses caused by microcracking and crack propagation in
brittle materials. Such fracture model has been used with success to
study all length scales in concrete and corresponding heterogeneities
from hydrated cement paste [11,12], to mortar [13], to concrete [9].
Furthermore, the effect of mechanically relevant admixtures on the
fracture processes of cementitious materials has been also investi-
gated, like in reinforced concrete [14], fibre reinforced concrete [15],
capsules-based self-healing concrete [16,17], etc. Moreover, different
loading configurations can be simulated, as well as special boundary
conditions, resulting in realistic crack paths and post-peak behaviour
(i.e. compression [18], uniaxial tension [13], four-point shear [18,19],
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etc. Analogously, tools for simulating transport processes in concrete
based on the lattice modelling concept have been developed in the past
two decades. In lattice transport models, the continuum is discretized as
a set of one-dimensional ‘‘pipe’’ elements or conduits through which the
transport takes place [20,21]. A two- or a three-dimensional assembly
of such elements enables 2D or 3D simulation of transport in concrete,
respectively. In the past, lattice transport model has been used to simu-
late chloride diffusion [22,23], saturated rapid chloride migration [24],
saturated carbonation [25], unsaturated moisture transport [21], etc.
The results of the aforementioned applications indicated the accuracy
of the model to reproduce experimental results under the limited
boundary and initial conditions studied.

The coupling of mechanical and transport processes in the lattice
model context has been applied to the investigation of common degra-
dation mechanisms in cementitious materials. Drying shrinkage has
been simulated under certain assumptions that allow the one way cou-
pling without including the influence of cracking on the transport [4,
26,27]. Similarly many authors have used lattice model to simulate hy-
draulic fracture on cementitious materials, without resorting to update
the transport properties as consequence of the fracture [28]. The role
of cracking in transport processes such as chlorides diffusion and mi-
gration and unsaturated moisture transport have been also investigated
as a decoupled problem, first cracking is simulated on the sound mesh,
then the transport on the damaged mesh [22].

While the mechanical and the transport simulations are analogous,
their coupling is non-trivial. In terms of coupling of mechanical and
transport simulations, two approaches are possible mesh-wise. The first
approach uses the same lattice mesh, in general based on Delaunay
triangulation, to simulate transport and fracture phenomena. The cou-
pling process is computationally simple, as the effects of transport
processes (such as e.g. fluid pressure or differential drying) from the
transport lattice can easily be converted to loads/forces acting on the
mechanical lattice [27,29] thanks to concurrent node sets in both
lattices. An issue arises if the effects of cracking on the transport
process are to be taken into account: because the same lattice is used
to simulate cracking and the transport, a transport element affected
by a crack becomes perpendicular to the ‘‘real’’ crack, which is not
physically sound. To mitigate this issue, a so-called dual-lattice ap-
proach has been proposed [30–32]. In this approach, two different but
geometrically dual discretizations are used: Delaunay triangulation for
the mechanical simulation, and Voronoi tessellation for the transport
simulation. The dual-lattice approach allows one to naturally take the
effects of cracking on transport into account, since transport elements
corresponding to the cracks follow the crack geometry due to the dual
nature of Delaunay and Voronoi discretizations. The main issue in the
dual lattice approach arises from the non-concurrent nature of the
two meshes (i.e. the mechanical and the transport mesh, respectively),
resulting in a more tedious coupling procedure compared to the single-
lattice approach [33]. Nevertheless, the dual-lattice approach remains
very attractive.

The dual-lattice approach for simulating moisture flow in cracked
concrete has shown excellent agreement with the experimental data
[33]. However, since the use of a domain discretization based on
Voronoi tessellation for modelling of transport processes is relatively
new, comparatively little work has been done to assess computational
aspects of this approach. The aim of this study is to numerically verify
the effectivity of such discretization procedure to simulate transport
in sound and cracked cement-based materials. First, the basics of the
model, such as the spatial discretization and the weak form of the gov-
erning equation, are presented. Then, simulations of moisture transport
in sound and cracked concrete are performed. Different approximations
2

and their (numerical) implications are discussed.
2. Modelling approach

2.1. Lattice mesh generation

In the context of lattice model discretization, the domain is first
divided into a number of cubic cells – voxels – with a cell size of
𝐿 (Fig. 1(a)). The choice of 𝐿 is determined problem by problem,
taking into account the size of the smallest heterogeneities that need
to be explicitly simulated, the entailed computational effort and the
quality of the simulated result. Usually a mesh sensitivity analysis is
performed, evaluating the results of the same problem for different L
values [24,34]. Within each voxel, a sub-cell with a side length of 𝑙 =
2𝑟𝐿 is defined, where 𝑟 is the randomness of the mesh (see Fig. 1(b)).

his sub-cell defines the region within which a node can be randomly
laced. The length ratio of the sub-cell to the cell defines the degree of
andomness of the lattice. The degree of randomness can vary between
and 0.5. When it is 0, the node is placed at the centre of each cell.
hen it is 0.5, the sub-cell is identical to the cell. However, in that case,
small probability exists that nodes in adjacent cells could overlap.

o avoid this, the parameter 𝑟 has been set to 0.2 for all simulations
performed herein.

A node is then placed within each voxel. These nodes are used
to define the discretization of the domain. A Delaunay triangulation
and a Voronoi tessellation are performed on the nodes to partition the
domain, as described in [35]. Note, again, that the two meshes are
geometrically dual (see Fig. 2).

2.2. The problem of capillary moisture transport in cement-based materials

In this work, capillary moisture transport in sound concrete is
simulated using the Richards equation [36]. It has been shown that
the saturation form of Richards equation is convenient for describing
capillary flow in unsaturated cementitious materials [23,37–39]:
𝜕𝜃
𝜕𝑡

= ∇(𝐷(𝜃) ⋅ ∇𝜃) (1)

here 𝜃 is the pore water saturation [-] and 𝐷(𝜃) the hydraulic
iffusivity[𝐿2𝑇 −1]. For undamaged cementitious materials, the hy-
raulic diffusivity can be approximated as [40]:

(𝜃) = 𝐷0𝑒
𝑛𝜃 (2)

here 𝑛 is an empirical constant and has been demonstrated to be
etween 6–8, with small variability between different mix formula-
ions [37]. Parameter 𝐷0 can be reliably estimated from water absorp-
ion experiments as [38]:

0 =
𝑛2𝑆2

0

(𝛩𝑠 − 𝛩𝑖)2[𝑒𝑛(2𝑛 − 1) − 𝑛 + 1]
(3)

In Eq. (3), (𝛩𝑠 − 𝛩𝑖) represents the difference between volumetric
ater content at saturation and at the start (related to the porosity
ccessible to water), while the sorptivity 𝑆0 can be determined as the
lope of the curve of cumulative water absorption vs.

√

(𝑇 ) measured
experimentally.

The initial and boundary conditions of the described problem are as
follows:
𝜃 = 1 on 𝛤1
𝜕𝜃
𝜕𝑛

= 0 on 𝛤2

𝜃(𝑡 = 0) = 𝜃0 in 𝛺 (4)

In Eq. (4), 𝛺 represents the complete domain while 𝛤1 and 𝛤2 are two
boundaries of 𝛺. In addition, 𝜃0 is the initial moisture content in the
concrete.

Eq. (1) can be discretized in space using the standard Galerkin
approach [41], resulting in:

𝑀 𝜕𝜃 +𝐾𝜃 = 𝐹 (5)

𝜕𝑡
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Fig. 1. (a) Division of domain into voxels; (b) Region of occurrence within a voxel with a randomness of 0.25.
Fig. 2. (a) Meshing procedure (shown in 2D for simplicity). Solid — lattice mesh; dashed — Voronoi tessellation (adapted from [22]); (b) (in 3D) Voronoi element (1–2), connecting
nodes in two adjacent Delaunay tetrahedra.
In Eq. (5), 𝑀 and 𝐾 are the mass and diffusivity matrices, respec-
tively, while 𝐹 is the forcing vector capable of handling boundary
conditions of Neumann type (which are nil in the studied problem
and thus are directly satisfied). For generic boundary conditions each
element 𝑖 − 𝑗, mass and diffusivity matrices and the forcing vector are
defined as:

𝑚𝑖𝑗 =
𝐴𝑖𝑗 𝑙𝑖𝑗
6

[

2 1
1 2

]

(6)

𝑘𝑖𝑗 =
𝐴𝑖𝑗

𝑙2𝑖𝑗

[

1 −1
−1 1

]

∫𝐿
𝐷𝑖𝑗 (𝜃)𝑑𝑥 (7)

𝑓𝑖𝑗 =
[

𝑓𝑖
𝑓𝑗

]

(8)

Here, 𝐴𝑖𝑗 and 𝑙𝑖𝑗 are the cross-sectional area and the length of a
lattice element, respectively. In this work, Eq. (5) is discretized in time
using the Crank–Nicolson procedure [41]:

(𝑀 + 1
2
𝛥𝑡𝐾𝑛+1)𝜃𝑛+1 = (𝑀 − 1

2
𝛥𝑡𝐾𝑛)𝜃𝑛 + 𝛥𝑡𝑓 (9)

2.3. Approximations

In modelling the capillary absorption of moisture in concrete we
have resorted to simplifications with the aim of reducing the compu-
tational demand. Such approximations are introduced in this section.
The evaluation of the errors incurred on as a consequence of the
aforementioned simplifications are addressed later in the following
sections.
3

2.3.1. Volume approximation
The correct assessment of the volume of the discrete elements is

necessary for respecting the law of mass conservation. Using the dual
Delaunay tetrahedra as auxiliary mesh, it is possible to define the exact
volume ascribed to Voronoi elements within the lattice mesh. Each
Voronoi element passes through the common facet of two adjacent
Delaunay tetrahedra within which the two nodes of the element are lo-
cated, as shown in Fig. 2(b). Such element entails volume fractions from
both tetrahedra, resulting in a smaller Voronoi tetrahedron (Fig. 3(a)).
The latter are formed by joining the Voronoi nodes with the three
Delaunay nodes that form the common triangle.

Alternatively, the volume of a Voronoi element can be approxi-
mated by considering that the area of the common Delaunay triangle
extends throughout the length of the Voronoi element [30] as shown in
Fig. 3(b). In this case, an overlap between two corresponding Voronoi
elements occurs. This overlap can be accounted for by modifying the
element mass matrix (given by Eq. (6)) using a correction factor 𝜔 [20]:

𝑚𝑖𝑗 =
𝐴𝑖𝑗 𝑙𝑖𝑗
6𝜔

[

2 1
1 2

]

(10)

where:

𝜔 =
∑

𝐴𝑖𝑗 𝑙𝑖𝑗
𝑉

(11)

In Eq. (11), 𝑉 is the total volume of the considered domain.
Using the exact volume is comparatively complex to be included

in the numerical model as the volume of each sub-tetrahedra must be
calculated. Instead, the approximated volume is used for the analysis in
the numerical model. Herein, 𝜔 is taken to be equal to 3, as suggested
by Bolander and Berton [20] for 3 dimensional simulations.
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2.3.2. Linearization of the time-stepping procedure
It can be seen from Eq. (9) that, in order to compute the saturation

𝜃𝑛+1 at the end of each time interval 𝛥𝑡, the diffusivity matrix at the
end of the same time step (i.e. 𝐾𝑛+1) should also be known. This means
hat the time-stepping procedure is implicit, and in each time step, two
nknowns must be determined: 𝜃𝑛+1 and 𝐾𝑛+1. This can be done by
tilizing an iterative solution procedure such as a Newton–Raphson
cheme. Alternatively, a linear approximation can be used to solve
q. (9), which circumvents the need for an iterative procedure [3,27,
9]. In that case, instead of using the diffusivity matrix at the end of
he time-step (𝐾𝑛+1), the diffusivity matrix at the beginning of the time
tep (𝐾𝑛) is used. Therefore, Eq. (9) can be simplified as:

𝑀 + 1
2
𝛥𝑡𝐾𝑛)𝜃𝑛+1 = (𝑀 − 1

2
𝛥𝑡𝐾𝑛)𝜃𝑛 + 𝛥𝑡𝑓 (12)

Eq. (12) presents an explicit form of the time stepping scheme which
does not depend on information at time 𝑡𝑛+1. Therefore, it can be solved
directly.

Using an explicit time stepping scheme has consequences on the
stability and the accuracy of the results which are analysed later.
The Crank–Nicolson procedure, used for time discretization of the
semi-discrete form of the governing equation, is considered to be
unconditionally stable. The linearization procedure, as described above,
results in a loss of unconditional stability of the scheme. In each time
step, an error is induced in the solution, the magnitude of which
depends on the magnitude of the time step. This error can accumulate
with the accession of the time steps and the solution can diverge rapidly
from any realistic results causing instability. Hence, the magnitude of
the time step should be sufficiently small so that the error induced does
not cause instability.

2.3.3. Uniform mean diffusivity
Calculation of the diffusion matrix of an element requires the com-

putation of the integral of the diffusivity along the length of the element
as given by Eq. (7). The diffusivity varies exponentially with the
saturation level [23]. Using spatial discretization, the saturation level in
the domain is discretized and varies linearly along the element length.
Extending the discretization to diffusivity, it varies exponentially over
the element length as:

𝐷 = 𝐷𝑐𝑒
𝑛𝑐𝑥 (13)

where

𝐷𝑐 = 𝐷0𝑒
𝑛𝜃𝑖 (14)

𝑛 = 𝑛 (𝜃 − 𝜃 ) (15)
4

𝑐 𝐿 𝑗 𝑖
The integral of diffusivity, over the length of the element is evaluated
more accurately if the total area under the curve is considered as shown
in Fig. 4(a). The area can be estimated using 4-point Gauss-integration
as:

𝑘𝑖𝑗 =
𝐴𝑖𝑗𝐷0𝑒𝑛𝜃1 (𝑒

𝑛(𝜃𝑗−𝜃𝑖) − 1)
𝑛𝑙𝑖𝑗 (𝜃𝑗 − 𝜃𝑖)

[

1 −1
−1 1

]

(16)

he approach is commonly simplified by approximating the diffusivity
ntegral with a trapezoidal rule [3,27,39]. In that case, the diffusion
atrix of each element is calculated as:

𝑖𝑗 =
𝐴𝑖𝑗𝐷0𝑒

0.5𝑛(𝜃𝑖+𝜃𝑗 )

𝑙𝑖𝑗

[

1 −1
−1 1

]

(17)

he implications of using Eq. (17) instead of Eq. (16) are discussed
ater.

.4. Approach validation for constant diffusivity

To validate the moisture transport model, Eq. (9) was solved nu-
erically, as described before. Two benchmark problems, for which

onstant unitary diffusivity was assumed, were simulated and the out-
ome was compared to the analytical solution. The same cubic domain
f 10 × 10 × 10 mm3 was used in both benchmark cases with a voxel
ize of 0.5 mm. The boundary conditions of the problems are reported
n Fig. 5a and 6a for steady-state flow case and non-stationary flow,
espectively.

Regarding the steady-state benchmark case, it is expected that a
inear change of the moisture potential between 0 and 1 should be
btained. The accuracy of the numerical solution is assessed through
wo error norms:

𝑟‖∞ = 𝑚𝑎𝑥|𝑟𝑛|, 𝑛 = 1...𝑁 (18)

𝑟‖2 =

√

√

√

√
1
𝑁

𝑁
∑

𝑛=1
|𝑟𝑛|

2 (19)

ere, 𝑁 is the total number of nodes in the domain and 𝑟𝑛 the
ifference between the theoretical and calculated moisture content for
ode i. The error norms have been calculated as 0.0153 and 0.0043 for
he ‖𝑟‖∞ and ‖𝑟‖2, respectively, which is considered acceptable for the

present application.
To validate the performance of the model in the case of non-

stationary flow, a problem presented in [30] is used with unitary time
step. The initial saturation of the nodes within the domain is given as:

𝜃 = 𝜃 𝑠𝑖𝑛(𝜋𝑥 ) (20)
𝑖 0 𝐿
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Fig. 4. Variation of diffusivity over the element: (a) 4-point Gauss integration of diffusivity; (b) 1-point Gauss integration of diffusivity.
Fig. 5. Cubic domain subjected to steady state flow: (a) Flow conditions in the domain; (b) Domain discretization using Voronoi elements.
Fig. 6. Cubic domain under non-stationary flow. (a) boundary conditions; (b) comparison between the numerical and the analytical solution.
The analytical solution of the problem is given as [20]:

𝜃(𝑥, 𝑡) = 𝜃0𝑠𝑖𝑛(
𝜋𝑥
𝐿

)𝑒(
𝜋2

𝐿2
𝑡) (21)

A comparison between the analytical and the numerical solution is
given in Fig. 6b. It can be seen that the results of the model match
the analytical solution very well.
5

2.5. Coupling of mechanical and transport models

The main benefit of using the dual-lattice approach, compared to the
single lattice approach, is for simulating transport in cracked concrete.
When a single lattice approach is used, the same lattice mesh is used
to simulate both the mechanical problem and the transport problem. In
sound concrete, this is not an issue: the Delaunay approach correctly
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Fig. 7. Approaches for simulating moisture transport in cracked concrete using the lattice approach. (a) single lattice approach using Delaunay elements, where the damaged
elements (1–9) from the mechanical problem are also used to simulate moisture transport in cracks; (b) dual lattice approach, in which transport in cracks in simulated using
Voronoi elements (a–h) dual to the Delaunay elements damaged in the mechanical problem.
Fig. 8. Description of the numerical model for simulating the non-steady state flow.
discretizes the complete domain and preserves the volume. If a crack
occurs, however, a problem arises: in the lattice approach, this is
simulated by damaging or removing the Delaunay elements. If the
same mesh is used to simulate transport, then the transport elements in
cracks are positioned perpendicular to the simulated crack, which is not
physically correct (see Fig. 7a). On the other hand, if the dual Voronoi–
Delaunay lattice approach is used, the transport elements in the crack
region naturally follow the crack path due to the duality between the
Delaunay triangulation and the Voronoi tessellation (see Fig. 7b). In
Section 4, the use of the dual-lattice approach for simulating moisture
transport in cracked concrete is presented.

3. Moisture transport in sound concrete

3.1. Experiment and model

The model was used to simulate the experiment performed by Zhang
et al. [42]. In the experiment, moisture transport in an uncracked
mortar sample of dimensions 100 × 50 × 20 mm3 was monitored by
means of neutron radiography. A water–cement ratio of 0.6 and a
mortar mix proportion of 1:3.3:0.6 (cement:sand:water) by volume was
used. After curing for 14 days, the specimens were dried in an oven
for 4 days at a temperature of 50◦, until attaining constant weight.
6

Unidirectional moisture flow was ensured by sealing all surfaces except
the exposed surface with self-adhesive aluminium foil. The exposed
surface (dimensions 100 × 20 mm2) was submerged in water, and
moisture distribution was measured for 8 h using neutron radiography.
The immersion depth was around 5 mm

The required input 𝐷0 was calculated using a theoretical formu-
lation derived by Wang [43], in which the capillary coefficient 𝑘 is
related to the sorptivity 𝑆0 and to the porosity of the material 𝛩𝑠
considering an initially nearly dry material (𝜃0 = 0.01) as shown in
(22):

𝑘 = 1.294
𝑆0
𝛩𝑠

(22)

Where 𝑘 is the slope of the moisture penetration depth vs. square
root of time curve [44]. This can be experimentally measured if the
wet front position is known over time or calculated if the coefficient of
capillary suction and the water capacity of the material are known, as
detailed in [45]. As in [23], by substituting 𝑆0 from Eq. (22) in Eq. (3),
the following relationship is obtained between 𝑘 and 𝐷0:

𝐷0 =
(𝑘∕1.294)2

123.131
(23)

Note that in performing this substitution, the 𝛩𝑠 is eliminated and
thus 𝑘 (which depends on the porosity and sorptivity of the material)
carries over this information for the calculation of 𝐷 .
0
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Fig. 9. The influence of mesh size on simulated moisture profiles.

Table 1
Parameters used in the default simulation of flow in non-saturated mortar.

Parameter Symbol Value

Diffusivity of dry mortar [mm2∕s] 𝐷0 1.5467 × 10−4

Empirical constant [-] 𝑛 6
Initial saturation [-] 𝜃𝑜 0
Porosity [-] 𝑝 0.0462
Time step [s] 𝛿𝑡 6

Based on the reported value of the capillary coefficient 𝑘 = 10.714
mm∕h1∕2 for the studied mortar [23,42], the diffusivity is estimated as
𝐷0 = 1.54676 × 10−4 mm2∕s.

For the simulations, a Volume of Interest (VOI) of 40 × 4 × 4
m3 was used to limit the computational effort (Fig. 8a). The domain
as discretized using Voronoi elements and uni-directional flow was

imulated (Fig. 8b). All input parameters are given in Table 1.

.2. Mesh sensitivity analysis

Using the flow parameters, boundary and initial conditions as men-
ioned above, the analyses were carried out using four different charac-
eristic mesh element sizes, described in Table 2. The simulation results
nd the experimental moisture profiles after 60 min of capillary water
bsorption are shown in Fig. 9.

It can be seen that the simulated results using meshes 1 to 3, are
elatively similar to the experimental ones. Instead, for the coarsest
esh, 4, the simulated moisture profiles deviated substantially from

he experiments. The same trend holds for all time intervals. In further
nalyses, mesh 3 is therefore used.

In Fig. 10, a comparison between the simulation results (with Mesh
) and the experimental data for different times is given. It can be
een that, at 15 min, the numerical results underestimate the moisture
enetration depth and content compared to the experiment. The reason
or the mismatch at early stages of capillary water absorption is that
xperimental samples often have a so called wall effect. This effect
lludes to the presence of air voids and the decrease of aggregates
olume fraction in proximity of cast mortar surfaces which correlates
reatly with initial fast uptakes of water during sorptivity tests as
lucidated [40]. In fact after 30, 60 and 120 min the numerical results
ompare well with the experimental results. Then again at 480 min the
oisture penetration depth is overestimated by the numerical model.
7

here can be various hypotheses that explain this discrepancy. First
Fig. 10. Comparison between experimental and numerical moisture profiles at different
time intervals (for mesh 3).

Fig. 11. Error vs elapsed time graph for volume approximation.

of all, in this work the diffusivity is considered uniform throughout
the domain, but in reality mortar is heterogeneous in nature and the
influence of impermeable aggregates is not constant in different parts
of the domain. With the advancement of flow, the influence of mortar
heterogeneity increases. This heterogeneity is not accounted for in
the numerical model and instead, a uniform diffusivity throughout
the domain is considered which may cause a deviation between the
experimental and the numerical results. Secondly, it has been discussed
in previous studies [46] that the sorptivity curves, from which the
diffusivity values are derived, present a marked plateau at later stages
during capillary moisture absorption, especially in large and/or highly
porous samples, where the effects of gravity may dampen those of
the capillarity forces. Finally, other researches [47] have reported
progressive decrease of water uptake due to the swelling of cement
hydrates during experimental capillary absorption of moisture in mor-
tar. The latter two hypotheses cite phenomena that are not taken into
consideration when the hydraulic potential is solely described by the
value of the diffusivity at early stages and therefore, their effect cannot
be captured in the numerical simulations.
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Table 2
Properties of meshes used for studying the effects of mesh size dependency.
Mesh Number of nodes [-] Number of elements [-] Mean element length [mm]

Mesh 1 62028 112878 0.1757
Mesh 2 30859 54786 0.2231
Mesh 3 3333 5208 0.4792
Mesh 4 280 329 1.1306
Fig. 12. Error vs Time graph for explicit vs. implicit solver.
3.3. Validity of approximations

3.3.1. Approximate volume
Simulations performed using the exact volume (Fig. 3a) were com-

pared to the results simulated using the approximated volume (Fig. 3b)
by calculating the error between the saturation levels for the two
analyses at each time step using the L-2 error norm which is given
by Eq. (19). The analyses were carried out on the 4 meshes given in
Table 2, and the results are reported in Fig. 11.

It can be seen that for all meshes, the global behaviour is such
that the error decreases with time, showing the stability of the volume
approximation considered. Generally, at a given time, the magnitude
of the error is smaller for a finer mesh, although this trend does not
hold when comparing meshes 1 and 2. The latter is due to the fact
that the number of elements in mesh 1 is higher than in mesh 2. When
the volumetric capacity of the domain (𝑀 matrix) is computed for all
elements using the approximate (mean correction factor) and the exact
approach, the error per element is lower for mesh 1 as it is the finer
mesh. However, as the error norm is calculated as sum of nodal errors,
the finer mesh, having more nodes, shows a larger error. Hence, further
mesh refinement might not lead to more accurate results when the
approximated model is used.

The local and global behaviour of the error vs time graph (Fig. 11)
can be explained by the transitional behaviour of the flow in the
discretized domain. The global behaviour of the graph is such that
the error is reducing with time. The approximate volume model uses
the average correction factor 𝜔 (Eq. (11)) on all individual elemental
volumes, because of which, the volume of individual elements is not
accurate but the total volumetric capacity is the same as the exact
volume of the domain. During the initial time stages, the predominant
flow in the domain is limited to a relatively small fraction of elements.
When the approximate volume of such small amount of elements is
used for the simulations, it gives a higher error because such volume is
being computed using a correction factor based on a much bigger data
set comprising all the elements in the domain. As the flow continues,
the water front travels in the direction of the flow, involving more
elements. Consequently, the error in saturation level decreases as the
approximated cumulative volumetric capacity approaches the exact
8

volume.
It can be observed in Fig. 11 that the error does not decrease
gradually but there are local peaks. The frequency of these peaks
becomes higher and the magnitude of the local maximum becomes
lower as the mesh becomes finer, which suggests that the behaviour
of these local peaks is highly mesh-dependent. The nature of flow in
the domain is such that the moisture is not spread uniformly over the
entire domain but it accumulates in the nodes that are enveloped by
the wetting front. After the accumulation of moisture, it then spreads
over to the adjacent nodes in the direction of the flow. As the water
front moves forward in this direction, it continually involves more
elements and leaves saturated elements behind. The elements at the
penetration front have one node whose saturation is close to fully-
saturated condition and the second node saturation closer to the initial
saturation. Local peaks in the error vs time graph occur when new
elements are being introduced in the flow. The time at which the error
starts increasing is that at which one of the nodes of the penetration
front elements is close to complete saturation and the second node is
close to the initial saturation. As these elements are enveloped by the
penetration front, the saturation of the second node gradually increases.
Notwithstanding, due to a difference in the volumetric capacity of the
elements computed from both the models, the two saturation levels
of the second node will differ. Globally the error is reduced in time,
but due to the former difference in saturation of the second node
in different models, the variation of diffusivity over the element for
each model is different. As flow progresses, the difference of saturation
levels of the second node increases further and the error increases
(local peaks). At a certain point, as the second node becomes more
and more saturated, the difference in the diffusivity decreases and,
eventually, the increase in error due to local differences in diffusivity
is compensated by the decrease in the global error. After this point,
the decrease in error because of volume approximation becomes the
predominant factor. The whole process is then repeated in the next set
of elements in the proximity of the penetration front. The frequency of
the peaks is higher in a fine mesh because there are more elements.
Moreover, the amplitude of the peaks decreases as the mesh is refined
because the magnitude of the difference in volumetric capacity and the

diffusivity variation decreases, thus the error in the saturation levels.
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Fig. 13. Error vs Time graph for diffusivity approximation.

3.3.2. Linearization of the time-stepping procedure
Herein, an implicit time stepping scheme is used to more accu-

rately solve the discretized equation. The biconjugate gradient stabi-
lized method (BiCGSTAB) [48] was used to solve the equation itera-
tively. The tolerance of the scheme is set to 10−6 and the L-2 error norm
s used to compute the error in the saturation levels between the explicit
nd implicit time stepping schemes results. Fig. 12a shows the error
s elapsed time graph at six different time steps during the simulated
apillary absorption of water. It is clear that the error increases with
arger time steps. The graph is similar for different time steps, the only
ifference being the magnitude of error at different time stages.

As can be seen in Fig. 12a, the error (for all time steps) is decreasing
ith time showing that the explicit model is stable. But it can be

een in Fig. 12b that the error increases for larger time steps, thereby
ecreasing the accuracy of the explicit model.

.3.3. Estimated diffusivity
Four-point Gauss quadratures are used in the numerical integration

f the diffusivity (see Fig. 4). The model using such approach is run on
different meshes as presented in Table 2. The L-2 error norm vs. time

s given in Fig. 13.
Clearly, the finest mesh produced the most stable and accurate

esults. The overall behaviour is similar to the one observed for volume
pproximation (Fig. 13), and can be explained in a similar fashion.
lobally, the error decreases with time. This is due to the fact that
s time progresses and the water front moves forward in the direction
f the flow, more nodes become completely saturated. In an element
here both of its nodes are completely saturated, the diffusivity re-
ains constant over the length of the element and the numerical

ntegration of the diffusivity approaches its exact integral. Eventually,
hen all nodes are completely saturated, the diffusivity of the entire
omain for both methods will be equal. It should be noted also that a
moother decrease of the error with time is observed for finer meshes,
s expected.

Overall, it can be said that if a sufficiently fine mesh and time step
re used in the analyses, the error due to the use of 4-point gauss
uadrature discussed above is acceptable.
9

4. Moisture transport in cracked concrete

4.1. Capillary moisture uptake in cracks

The capillary suction in the crack happens in a matter of seconds in
which the equilibrium height is obtained, while the process of moisture
transport in the adjoining matrix is slower. Because of this, the coupling
of these two phenomena in a single numerical model is complex.
Therefore, herein, first the capillary suction in the crack is modelled,
then considering the crack walls as additional submerged boundaries,
the transfer of moisture in the adjoining cement matrix is simulated
using a separate numerical model. Moisture rise in a capillary can be
simulated using a modified Lucas–Washburn equation, as proposed by
Gardner et al. [49]:

(
2𝛽𝑚
𝑟

+ 𝑧
𝑟𝛽𝑤
2 + 𝑟2

8𝜇

)�̇� = 𝑝𝑐0(1 − 𝛽𝑠) − 𝜌𝑔𝑧𝑠𝑖𝑛(𝜙) (24)

where 𝛽𝑚 is the correction factor for dynamic contact angle, 𝑟 is the
adius of the capillary, 𝑧 is the capillary rise, 𝛽𝑤 the correction factor
or the wall slip, 𝜇 the dynamic viscosity, 𝛽𝑠 the correction factor for
he stick–slip behaviour, 𝜌 the density of the liquid (water), 𝜙 the
nclination angle of the capillary, 𝑔 the acceleration due to gravity, 𝑝𝑐0
he capillary pressure, determined as:

𝑐0 =
2𝛾𝑐𝑜𝑠(𝛼0)

𝑟
(25)

where 𝛾 is the surface tension and 𝛼0 is the liquid–solid contact angle.
Eq. (24) gives the expression for the rate of capillary rise in a

capillary. This equation is discretized in time using the Crank–Nicolson
procedure as:

𝑧𝑛+1 = 𝑧𝑛 +
𝛥𝑡
2
(�̇�𝑛 + �̇�𝑛+1) (26)

or simplicity, we can define the following constants:

1 =
2𝛽𝑚
2

(27)

𝑘2 =
𝑟𝛽𝑤
2

+ 𝑟2

8𝜇
(28)

3 = 𝑝𝑐𝑜(1 − 𝛽𝑠) (29)

4 = 𝜌𝑔𝑠𝑖𝑛(𝜙) (30)

Now, substituting Eq. (26) into Eq. (24) and eliminating the time
erivatives, the discretized form of Lucas–Washburn equation is ob-
ained as:
2
𝛥𝑡

𝑧2𝑛+1 + ( 2
𝛥𝑡

𝑘1𝑘2 −
2
𝛥𝑡

𝑧𝑛 −
𝑘2𝑘3 − 𝑘2𝑘4𝑧𝑛
𝑘1𝑘2 + 𝑧𝑛

+ 𝑘2𝑘4)𝑧𝑛+1 − ( 2
𝛥𝑡

𝑘1𝑘2𝑧𝑛 +

𝑘1𝑘2(𝑘2𝑘3 − 𝑘2𝑘4𝑧𝑛)
𝑘1𝑘2 + 𝑧𝑛

+ 𝑘2𝑘3) = 0 (31)

When the surface of concrete is in contact with water, the crack
acts as a capillary tube. Due to surface interactions with the moisture
present at the submerged boundary, the water rises up in the capillary,
and stops when the capillary attains equilibrium height. The height
up until which the crack gets filled up acts a boundary with constant
saturation and the moisture starts spreading into the adjoining matrix
through the crack walls as shown in Fig. 14.

For the case of a planar crack (Fig. 14a), capillary suction is simu-
lated directly using the modified Lucas–Washburn equation (Eq. (24))
as the crack width is uniform throughout the depth of the crack. Once
the equilibrium height is attained, the moisture starts spreading into
the adjoining matrix. On the other hand, when the crack width is not
uniform, but varies with the crack depth, i.e. a wedge-shaped crack
as shown in Fig. 14b, the crack is divided into a number of discrete
elements. The crack width is assumed to be constant for each discrete

element and the capillary suction is modelled using the discretized form
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Fig. 14. Capillary suction in the crack: (a) planar crack; (b) V-shaped (tapered) crack.
Fig. 15. Equivalent crack properties of the Voronoi element: (a) Voronoi element surrounded by three cracked Delaunay elements; (b) Voronoi element surrounded by two crack
Delaunay elements.
of the Lucas–Washburn equation. Due to capillary suction, the water in
the crack reaches an equilibrium height but if the crack depth is greater
than the equilibrium height, a part of the crack is left which is not filled
with water. This part is considered to have the moisture transport being
dependent on the crack width through the so-called cubic law [23]:

𝐷𝑐𝑟
𝑤 (𝜃) = (

𝑛
∑

𝑖=1
𝑤3

𝑖 𝑙𝑖)
𝜉𝑝𝑟(1 − 𝑚)
12𝜇𝐴𝑚

√

𝜃[1 − (1 − 𝜃1∕𝑚)𝑚]2𝜃−1∕𝑚−1(𝜃−1∕𝑚 − 1)−𝑚

(32)

where 𝑤𝑖 is the equivalent crack width, 𝑙𝑖 the equivalent crack length, 𝑛
the number of cracked Delaunay elements, 𝐴 the cross-sectional area of
the Voronoi element, 𝜉 the tortuosity factor, 𝑝𝑟 the reference pressure
(experimentally determined as 18.6237 N∕mm2, 𝑚 the van Genuchten
parameter (0.4396) and 𝜇 the viscosity of water. For the Voronoi
elements that are in the crack but beyond the area of capillary rise,
Eq. (32) is used to calculate the diffusion coefficient for assembling the
diffusivity matrix.

The equivalent crack widths and the equivalent crack lengths can
be computed for a Voronoi element as shown in Fig. 15a [31]. The
Voronoi element a-b is surrounded by three Delaunay elements 1–
10

2, 2–3 and 3–1 that form the common triangle. When the Delaunay
elements are cracked, the crack widths 𝑤1, 𝑤2 and 𝑤3 are assumed
to be present in the middle of the corresponding elements. The crack
lengths 𝑙1, 𝑙2 and 𝑙3 are obtained by calculating the distance from
the centre of the corresponding Delaunay elements to the centroid of
the common triangle 1-2-3. The cross-sectional area 𝐴 of the Voronoi
element is the area of the triangle 1-2-3. When cracking is simulated
in three dimensions, the Delaunay elements lying in the cracked plane
are considered to be cracked. Due to the fact that these elements are
lying in a plane, it is never the case that a Voronoi element passes
through three cracked Delaunay elements as shown in Fig. 15a. Instead,
the maximum number of cracked Delaunay elements that pass through
a Voronoi element is two, as shown in Fig. 15b. In such a case, the
Voronoi element lies partly in the crack and partly in the uncracked
region and its’ diffusivity should be considered as the weighted average
of the diffusivity of the cracked and the uncracked region. But the con-
tribution of the uncracked region towards the diffusivity is considerably
smaller as compared to that of the cracked region and only the cracked
Delaunay elements (1–2 and 2–3 as shown in Fig. 15b) are used to
assign the diffusivity of the Voronoi element.

Note that from this point on to simulate moisture transport in
cracked concrete a numerical model using approximate volume of



Construction and Building Materials 320 (2022) 125826A. Singla et al.
Fig. 16. Schematic of the sample and the crack [50].
Fig. 17. Description of the numerical model: (a) Voronoi mesh for transport, together with Delaunay elements in the crack; (b) geometry and boundary conditions.
the Voronoi elements, explicit time stepping technique and diffusivity
evaluated for the mean saturation of the element is adopted.

4.2. Moisture transport in parallel-walled cracks of uniform width

4.2.1. Experimental details
The experiment used in [50] is used as a reference to simulate

horizontal moisture distribution in cracked mortar. In the experiment,
a cylindrical specimen of 16 mm diameter and 32 mm height was used.
The mortar cylinder was provided with two grooves of 2 mm width and
2 mm height placed diametrically opposed, as shown in Fig. 16. The
water–cement ratio was 0.45 and the cement to sand ratio was 3.27.

At 28 days of age, the sample was put in an oven at 40◦ until
constant weight was achieved. The sample was then split in a Brazil-
ian tensile test configuration. Metallic inserts with nominal width of
2.3 mm were used to steer a nominal crack width of 0.3 mm in
the split sample, which was glued back together by means of two-
component glue. The resulting crack had an average width of 0.37 mm.
The samples had a uniform initial saturation at the time of testing. X-
ray Micro Tomography was used to monitor the moisture distribution
at different time stages during a capillary water absorption test [50].
Although the sample crack was rough and tortuous, the 3D data has
been arranged to have the centre of the crack for each depth and height
in the same position. This results in a planar crack where the crack
width could be considered constant.
11
Fig. 18. Capillary rise in the crack.

4.2.2. Numerical analysis
For the numerical analysis, a cracked domain was generated to

simulate the moisture distribution as given in the experiment. A dual
mesh with domain sizes and mesostructure as reported in Fig. 17a
was first modelled on the Delaunay elements. The average Delaunay
element size was taken as close to the crack width as possible to be
representative of the actual crack width as used in the experiment. The
mesh characteristics are reported in Tables 3 and 4 as well as the flow
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Fig. 19. Experimental and numerical moisture profiles perpendicular to the crack for parallel walled cracks: (a) full profiles including crack moisture content and (b) zoom in on
the mortar phase moisture content.
Table 3
Mesh Properties.
Parameter Value

Number of nodes [-] 26225
Number of elements [-] 37456
Mean element length [mm] 0.1
Crack width [mm] 0.3719
Crack depth [mm] 10

Table 4
Flow Parameters.
Parameter Symbol Value

Diffusivity of dry mortar [mm2∕s] 𝐷0 3.5 × 10−5

Empirical constant [-] 𝑛 6
Initial saturation [-] 𝜃0 0.2119
Porosity [-] 𝑝 0.1471
Time step [s] 𝛥 t 6

parameters used to simulate moisture transport in the sound mortar
domain. The flow parameters were available from unpublished mea-
surements1 (sorptivity, porosity accessible to water and initial moisture
content) on the same samples used in [50].

First, capillary rise was simulated for the crack characteristics of the
analysed problem using Eq. (24) as shown in Fig. 18. The equilibrium
capillary rise was 51 mm, which was larger than the height of the crack
and therefore complete saturation was used as boundary condition
on the crack surfaces. The same boundary condition is applied at
the plane 𝑥 = 0 to simulate the capillary absorption experiment. The
experiment was then simulated. In order to compare the horizontal
moisture distribution, only the volume of the domain located between
𝑥 = 8 mm and 𝑥 = 10 mm is considered. This volume is further
divided into small representative volumes (running along the z- axis) of
dimensions 2×0.4×0.175 mm (one such representative volume is shown
in Fig. 17b). The saturation level and the z-coordinate of all Voronoi
nodes located in a particular representative volume are averaged and
plotted in order to compare the results with the experiments.

The results of the analysis, for a total time period of 60 min, con-
sidering the capillary suction in the crack are presented in Fig. 19. The
experimental horizontal moisture profiles were available from unpub-
lished data [51] available from the same experiment described in [50].
Fig. 19a shows the horizontal moisture distribution while Fig. 19b
highlights a part of Fig. 19a to better show the moisture distribution

1 Raw data will be made available upon request.
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in the mortar matrix surrounding the crack. The penetration depth
of the water around the crack for the different time stages obtained
from the model are in close agreement with the experimental values.
However, the horizontal moisture distribution curves for the different
time stages have a somewhat different shape in the model compared
to the experiments. The reason for this is that, in the simulations, the
material is treated as homogeneous and the crack as planar of uniform
width. In reality, non-porous inclusions (i.e. aggregates) are present
in the material. In addition, the crack has not an ideal (i.e. parallel
walled) shape constant crack width. Because of these approximations,
the results in the numerical model show slight deviations from the
experimental results.

4.3. Moisture transport in cracks of varying width

4.3.1. Experimental details
The experiment conducted in [52] is used as a reference to validate

the model horizontal moisture distribution in cementitious materials
with varying crack width. Prismatic specimens of dimensions 100 ×
100 × 300 mm cast with 6 steel bars of 8 mm diameter acting as
reinforcements were studied in the experiments. A water–cement ratio
of 0.6 and mortar mix-proportion of 1:3.3:0.6 (cement:sand:water) by
volume was used. After curing for 14 days, the prisms were sliced along
the long axis and smaller samples of size 25×100×300 mm were obtained
as shown in Fig. 20. The latter samples were subjected to three-point
bending under controlled conditions to induce a single crack in the
centre with maximum crack width of 0.35 mm. From the centre part of
all the cracked specimens, slices of width 100 mm were cut as shown
in Fig. 20 to obtain the samples of dimension 25 × 100 × 100 mm with
centred cracks. At the age of 28 days, these slices were dried for 4 days
in a ventilated oven at 50◦ until constant weight was achieved.

All surfaces of the sample except the exposed (i.e. bottom) sur-
face were sealed with self-adhesive aluminium foil to promote uni-
directional moisture penetration. The specimen was then placed in a
container and positioned in the path of the neutron beam. After the
first radiograph on the dry sample, the container is filled with water
so that only the bottom surface of the block is exposed, as shown in
Fig. 20. Water starts penetrating into the crack and the surrounding
porous matrix and the water distribution is monitored through neutron
imaging at different time intervals. The diffusivity of the sound mortar
was 𝐷0 = 1.54676 × 10−4 mm2∕s, as determined by [52].

4.3.2. Numerical analysis
The cracked specimen used in the experiment was formed through

three point bending and because of that the crack is wedge-shaped.
In the numerical model, a triangular crack is implemented in the
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Fig. 20. Formation of a centre crack under three point bending (left) and detached centre part in contact with water for observation of water penetration (right) [52].
Fig. 21. Description of the numerical model, V shaped crack: (a) Voronoi mesh for transport, together with Delaunay elements in the crack; (b) geometry and boundary conditions.
Fig. 22. Capillary rise in the V-shaped crack.

discretized domain in order to reproduce the nature of the crack used
in the experiment as shown in Fig. 21b. The crack was generated using
the Delaunay elements and the moisture transport in the crack and
the surrounding elements is simulated through the Voronoi elements.
The bottom surface is subjected to Dirichlet boundary condition of
saturation level equal to 1, while the null flux across the rest of the
13
Table 5
Mesh Properties.
Parameter Value

Number of nodes [-] 43536
Number of elements [-] 62214
Mean element length [mm] 0.4039
Crack width [mm] 0.35
Crack depth [mm] 75

domain surfaces are directly satisfied. The domain of dimensions 90 ×
1.6 × 30 mm3 is generated with maximum crack width of 0.35 mm at
the bottom and linearly decreasing width until a crack depth of 75 mm.
The mesh properties of the discretized domain are given in Table 5 and
the flow parameters used in the numerical model to simulate moisture
transport are taken from precious given in Table 6. The later parameters
were derived from a previous study performed by the same authors on
the same material in [52], namely the previous study was published
in [42].

The crack considered in this case does not have a uniform crack-
width along its depth but varies linearly. For this case, the capillary
suction in the crack is modelled using the discretized form of the
modified Lucas–Washburn equation (Eq. (32)). The crack is divided
into a number of discrete elements and the crack width for each discrete
element is considered to be constant. Due to capillary suction, the crack
becomes completely saturated in less than 10 s (see Fig. 22). As a result,
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Fig. 23. Comparison between experimental [45] (greyscale images) and numerical (colour images) moisture profiles of a cracked specimen subjected to capillary water absorption.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 6
Flow Parameters.

Parameter Symbol Value

Diffusivity of dry mortar [mm2∕s] 𝐷0 1.547 × 10−4

Empirical constant [-] 𝑛 6
Initial saturation [-] 𝜃0 0
Porosity [-] 𝑝 0.0462
Time step [s] 𝛥 t 6

by the time the moisture starts spreading into the surrounding concrete,
the crack is already completely saturated and the crack faces act as
additional submerged boundaries.

The experimental and numerical 2D moisture distribution of the
studied sample is reported in Fig. 23 for the time stages of 1, 5, 30
and 60 min. It can be seen that the moisture profiles around the
crack are similar to the ones obtained in the experiment. Note that
the interface zone surrounding the reinforcement, which is known to
present higher porosity and diffusivity [53], is not simulated, and
therefore its influence cannot be observed in the numerical model.
Furthermore, the activation of the reinforcement during loading may
have altered the afore mentioned interface zone thus further modifying
the diffusivity locally. Analogously, the influence of microcracking at
the fracture process zone (at the tip) on the local transport properties
of the concrete are also not modelled herein. The latter effect is evident
in the experiments, as at the tip of the crack a small moisture profile
bump can be more clearly observed at the radiograph acquired after
30 min of water absorption.

For quantitative comparison, the experimental and simulated hori-
zontal moisture profiles (perpendicular to the crack) are also presented
in Fig. 24. The profiled saturation from simulations was computed as
an average for every distance from the crack in a sample height range
from 20 to 50 mm. It can be noticed, that as in the case of water
absorption in uncracked mortar presented in Section 3, at initial stages
of the capillary absorption the simulated results seem to lag behind
the experimental ones, while already at 30 and 60 min the compliance
14
Fig. 24. Experimental and simulated horizontal moisture profiles for a crack of varying
width.

seems to improve dramatically. The latter similarity was not found in
Section 4.2, where the imaging was carried out through X-ray micro
Computed Tomography and therefore information along the depth of
the sample was also available.

4.4. Moisture transport in deep cracks

In the examples studied in Sections 4.2 and 4.3 , the depth of the
capillary water rise was sufficient to fill up the complete crack with
water within seconds. Furthermore, the crack widths were small so the
cracks could act as capillaries. In wider cracks, this might not be the
case. In such a case capillary rise will be only limited to a fraction of
the crack depth and the rest of the crack surface cannot be considered
as an additional submerged boundary. The moisture transport in the
remaining part of the crack is simulated by considering it a porous
phase in mortar and the diffusivity is obtained through the cubic law
(Eq. (32)). In this section, an example of a hypothetical crack in which
the capillary water rise is not sufficient to fill up the crack is simulated.
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Fig. 25. Schematic of the sample and the trapezoidal crack.
The crack geometry as shown in Fig. 25a is used to simulate mois-
ure transport. The crack width is decreasing from 1 mm to 0.2 mm over
he crack depth, giving it a trapezoidal shape. The other parameters for
he simulation are the same as given in Tables 5 and 6.

The crack is divided into discrete elements and the discretized form
f the Lucas–Washburn equation gives the equilibrium height of the
apillary rise as 26 mm shown in Fig. 25b. The crack surfaces until a
epth of 26 mm will be completely submerged under capillary suction
nd act as additional submerged boundaries.

The horizontal and vertical moisture distribution of the crack are
hown in Figs. 25 and 26, respectively. The crack is only partially
aturated due to capillary suction and its effect is shown in the vertical
oisture distribution for the initial time stages of 1 and 5 min (Fig. 26a,

ig. 26b). Until a crack depth of 26 mm, the water penetration into the
urrounding matrix is uniform but for depths between 26 and 75 mm,
he water penetration is higher where the crack width is wider and
educes as the crack width decreases, showing the dependence of the
iffusivity of the crack on the crack width. Once the crack becomes
aturated, the penetration of water from the crack to the adjoining
atrix is uniform. The horizontal moisture distribution and the vertical
oisture distribution for the later time stages is similar to the ones

btained in the numerical models used to simulate the experiments.
The rates and magnitudes of the capillary rise computed using

he modified Lucas–Washburn equation proposed in [49] Figs. 18, 22
nd 25(b) for parallel-walled, narrow-wedged and wide-wedged cracks,
espectively) present marked differences. Namely, for similar crack
outh openings 0.35 and 0.37 mm (Figs. 18 and 22) the equilibrium
eight of the capillary rise results notably higher for wedged crack,
hen compared to parallel-walled crack. In the model this is due to

he decreasing crack width in the wedge crack for which capillarity
orces overcome the gravitational effects beyond 50 mm (the capillary
ise of the parallel-walled crack). Furthermore, it could be observed
hat the height vs. time curve does not reach a plateau in the case of
he wedged crack as the radius of the capillary tends to zero towards
he fracture process zone. For the hypothetical wedged crack reported
n Figs. 25(b), with a crack mouth width of 1 mm, the capillary
quilibrium height is found to be inferior to that of the narrower
edged crack in Figs. 22. In the model, this is again due to the lower

ounteraction to gravity by the capillary forces which are lower because
nversely proportional to the ‘‘capillary radius’’.

. Conclusions

In this work, various numerical aspects of using a dual-lattice ap-
15

roach for simulating capillary moisture flow in sound and cracked
concrete are presented. The influence of different possible approxima-
tions, commonly used to reduce computational time, on the accuracy
of the obtained simulation results are discussed in detail. Furthermore,
an approach for simulating of capillary moisture uptake in cracked ce-
mentitious materials is presented and discussed. Based on the obtained
results, the following can be concluded:

• When the diffusivity is constant, the transport model based on
the Voronoi discretization of the domain is able to simulate both
the steady-state and the non-steady state diffusion process, and
shows an excellent comparison with the analytical solutions of
benchmark cases. No spurious oscillations were observed in the
numerical model as a result of the mesh randomness.

• The transport model based on the Voronoi discretization is able
to reproduce the experimental capillary moisture ingress in sound
mortar. Some deviation between the numerical and the exper-
imental results appears at later stages of the process. A cause
for such discrepancies could be attributed to additional physical
phenomena not included in the model such as: (i) non-uniform
distribution of flow parameters due to heterogeneities in the
concrete, (ii) longer-term flow anomalies due to the effect of
capillary imbibition [47] and/or gravity [46].

• Approximations commonly used in (dual) lattice models when
simulating moisture flow, such as the simplified calculation of
the elemental diffusivity and volumetric capacity and the explicit
time stepping scheme resulted in enough accuracy of the numeri-
cal solution for the studied problems. This sufficient accuracy was
achieved by selecting appropriately small time steps and mesh
sizes.

• Capillary moisture uptake in cracks can successfully be simulated
by considering two phenomena: (i) capillary uptake in the ex-
posed part of the crack until the equilibrium height is achieved,
and (ii) increased moisture diffusion in the part of the crack which
is above this equilibrium height. The occurrence and predomi-
nance of these two mechanisms depends on the geometry of the
crack, i.e. the height and the width. The obtained results show
good correspondence with experimental data.

In this work, most of the simulations and their analyses are carried
out for relatively short time frames up to 8 h of moisture absorption.
Whereas short moisture exposures are characteristic in concrete struc-
tures exposed to wet and dry cycles, longer exposures to rain or partial
submersion are not extremely rare. Therefore, in the future further
investigations of the numerical framework presented herein for longer
times need to be performed to maximize its applicability to a vast array

of exposure conditions.
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Fig. 26. Vertical moisture distribution in the trapezoidal crack after (a) 1 min, (b) 5 min, (c) 30 min and (d) 60 min and horizontal moisture distribution in the trapezoidal
crack (e).
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