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Figure 1: D360 is a tool that enables designers to utilize 360° video in their user research process through a web based viewing and
annotation tool (the D360 Viewer). Annotations made with this tool are automatically inserted into Miro, enabling designers to
collaboratively analyze the 360° video material. The annotations in Miro include a back-link to the D360 viewer, which lets
designers re-inquire past insights as the scope and focus of the design process change.

Abstract
Designers can immerse themselves into the world of users by using
360° video leading to richer insights and better solutions. However,
360° video is challenging to share and incompatible with exist-
ing tools, preventing designers from effectively integrating it into
their iterative and collaborative workflows. To address these chal-
lenges, we developed D360, a tool that enables designers to view,
annotate, and collaboratively analyze 360° video. D360 features a
web-based 360° video viewing and annotation tool, a database, and
Miro integration to analyze 360° video using a familiar collaborative
process. We evaluated D360 using walk-throughs with six profes-
sional designers that verified its utility and identified improvements
to creating and presenting annotations. By providing both design
directions for future 360° video tools for designers and our open
source tool, we enable practitioners and researchers to leverage the
rich interaction and visual context of 360° video for more impactful
insights.
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1 Introduction
Designers probe into the world of their users to inform the devel-
opment of better products [33, 37, 46]. While designers use many
different sources of information in their research, video specifi-
cally offers visually and temporally rich data, capturing complex
interactions and behaviors over time [61, p.26]. However, video
provides a limited window into the world of users - cameras have
a limited Field of View (FoV) which can omit critical contextual
information [49].

A technological solution for this shortcoming is 360° video [22,
32, 55]. 360° video provides a complete view of the visual context
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around users [18] and enables more thorough analysis of how users
act and interact in their environment [56]. For example, Neubauer
et al. [34] explore how designers can use 360° video to understand
the context of astronauts on the International Space Station to
develop an empathic understanding of a context that is literally a
different world than that of the designers. Despite its advantages,
360° video introduces new challenges. Conventional tools for video
analysis lack support for spherical video, making it difficult to share
and analyze 360° content [32]. Furthermore, existing 360° video
tools are aimed at “flattening” 360° videos by selecting specific
viewpoints, which does not support iterative exploration of 360°
videos and encourages users to discard the 360° nature of the video
for the convenience of conventional video.

To overcome these challenges, we developed the D360 system.
First we used existing literature and first-hand experience to syn-
thesize six design requirements that address challenges 360° video
introduces during the stages of viewing, sharing, and re-inquiring
that are crucial to Video Design Ethnography. D360 provides a web-
based 360° video viewer where users can annotate 360° video. These
annotations are then stored in a database along with information
about the 360° video and users. Finally, to support collaborative
analysis, D360 integrates with widely used online white-boarding
tools such as Miro1.

We evaluated the utility of the D360 system with an example
scenario and walk-through sessions with 6 professional designers.
The results demonstrate that the D360 system effectively facilitates
the analysis of 360° video by giving designers a low-threshold inter-
face for viewing and annotating 360° video, bringing those insights
into a familiar interface (Miro), and providing a simple method to
re-engage with the 360° video. Our analysis also indicates a number
of additional design considerations for 360° video analysis tools
for designers that will be integrated into a future version of D360.
Furthermore, we discuss how tools like D360 can support the use of
360° video outside of design in use cases such as education which
also focus on iterative engagement with material. However, our
evaluations only explored artificial uses of D360 - in order to facili-
tate the study of D360 as used (or not) by designers in practice, as
well as to support the extension or use of D360 for other purposes,
we have open sourced D360 at [redacted for review].

By describing and evaluating the design considerations behind
D360 as well as giving access of the tool to anyone, we aim to sup-
port the exploration and use of 360° video by designers, educators,
laypeople, and researchers in order to better understand the actions,
reactions, and contexts of users, professionals, and the subjects of
ethnographic study.

2 Background
2.1 Design Ethnography
Nova [37, p.34] state that designers work with “the assumption [...]
that documenting people’s practices and products used in their natu-
ral habitat could be helpful for design”. This assumption is the basis
for approaches such as Contextual Design [5] – understanding the
context of a user and use is an important factor inmeaningful design
decisions – or design probes [29] — inviting self-documentation

1https://miro.com/

Figure 2: A generalized model for Video Design Ethnogra-
phy adapted from Meijer et al. [32] that shows the iterative
nature of viewing and annotating videos, collaboratively an-
alyzing these annotations, and re-engaging with the material
to challenge assumptions in the design process.

of users and their context to understand what elements of a de-
sign are important to them. This process of documenting people’s
practices is generalized as “design ethnography” [33, 37, 46], and
centers around the goals of developing insights into the user, their
context, and their behavior [11, 37, 45], inspiration for design
concepts [14, 15], and empathy for (or understanding the internal
state of) the user [17, 21, 53].

Importantly, the process of design ethnography is “abductive,
constructivist, and reflexive” [33, p.21] meaning that the purpose
and outcomes of analysis co-evolve with the interpretation of de-
signers and the goals of the design process. Thus designers re-
engage with user research multiple times with different levels of de-
tail and intention. Because designers (often) work in teams [37, 61],
this process happens both individually and between team members,
with designers engaging in “...negotiation, collaboration, debate,
conflict, and other social action” [61, p.34]. Therefore designers en-
gage in “shared sense-making” [61, p.106], using bits of the research
material that represent specific insights and are used, known as
boundary objects [51], as a way to “negotiation of opinions in the
team” [28]. These boundary objects often take the form of “stand-
off annotations” [52] – annotations (usually text or drawings [31])
that exist outside of the media (e.g., videos, photos, etc.) they are
annotating.

2.2 Video Design Ethnography (VDE)
There are many types of data that can be collected for Design
Ethnography - interviews, observations, generative sessions, pho-
tos, videos, audio recordings, sketches, probes, etc. In this paper, we
focus on the use of video as material for design ethnography, known
as Video Design Ethnography (VDE). Video enables prolonged and
unobtrusive observation of complex interactions [61, p.19], thereby
enabling designers to develop insights into situations that would
otherwise be too difficult, dangerous, or time consuming to observe.
Beyond convenience, video also captures the temporal dynamics of
interactions and contexts [61, p.26] which gives designers a window
to understand not only a specific moment of a user’s experience but
how that moment came about and how those moments change over
time. Video enables designers to continually re-engage with this
rich and dynamic data, supporting an iterative process of discover-
ing insights, negotiating the meaning of these insights, and then
re-inquiring in the video to see if the new understanding of the
insights matches the context [7]. Finally, designers use the visual
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richness of individual frames of video to embody and share their
insights [28]. These frames are then used to represent a shared un-
derstanding, often using online white-boarding tools that support
remote and asynchronous collaboration [27]. This combination of
visual richness, share-ability, and unobtrusiveness means video is
well suited for design ethnography.

2.3 360° Video for Design Ethnography
While video provides rich and temporal information, it only pro-
vides a limited field of view into the world of users. This crucial
limitation means that interactions and events happen “off camera”,
preventing designers from understanding all the actions and in-
teractions in a context, for example not being able to understand
where the users is looking during complex actions [49].

Fortunately, 360° action cameras2 enable casual users of cameras
to easily capture the full visual context around the camera [18].
Beyond simply capturing the context, the immersive nature of 360°
video allows viewers to take the perspective of different actors in a
scene, for example the view of a conductor or of an orchestra [56],
and actively explore the video by moving their viewpoint, leading
to greater immersion and empathy [2–4]. This additional context
and immersion has been used to study a diverse set of contexts
such as the International Space Station [34], firefighter training [47],
dyeing practices [39], and diving [57, 58]. Thus demonstrating that
360° video not only eliminates the issue of framing the camera cor-
rectly, but it also gives designers the ability to engage and immerse
themselves in contexts that they are totally unfamiliar with [32],
enabling them to engage in what Westmoreland [58] calls “spa-
tially aware analysis” which provides a richer understanding of the
context and events within it.

However, Meijer et al. [32] discusses how the tools and tech-
niques used for 360° video ethnography might not transfer readily
to the use of 360° video by designers. This presents itself in two
major ways, unlike conventional ethnography, designers collabora-
tively view [55] and analyze 360° videos, and they rapidly re-engage
with the original material during discussions [7]. Meijer et al. [32]
identified the need for a easily accessible, multi-device (i.e., VR head-
set, computer, and phone), tool that enables designers to annotate
and view 360° video iteratively. This is distinct from the few tools
developed for conventional ethnography using 360° video, such as
AVA360VR [30] or CAVA360VR [41] used by Vatanen et al. [56],
these focus on largely on VR headsets, which is how users both
view and analyze 360° video – however, analysis in design ethnog-
raphy is crucially an in-person collaborative discussion [61] that is
hampered by participants needing to engage with technology [9].

2.4 Challenges Introduced by 360° Video
To dive deeper into the challenges 360° video introduces for design
ethnography, it is important to understand that its spherical nature
makes 360° content more difficult to view and share using the same
techniques as conventional (flat) video [18, 32]. One approach to
this challenge is to flatten 360° video by using any number of map
projections 3. However, this results in distorted images that are
difficult for to understand [59] - especially the spatial relations

2Such as the GoPro Max or Insta360 X4.
3For additional examples see: https://en.wikipedia.org/wiki/Map_projection

between different actors in the video [20]. Therefore, many 360°
video players show a conventional subset of the 360° video and
let the viewer change that perspective, eliminating the impact of
distortion.

However, this approach means that the viewer is responsible
for controlling the view, which adds a new challenge of sharing
or combining control when two or more people view collabora-
tively [18, 23] as well as introducing a fear of missing out on certain
moments or areas of the video [1, 60]. The addition of a specific
subset of the 360° video also adds an extra element to keep track of
when viewers want to re-visit a specific moment – requiring the
user to not only find the correct video and timestamp, but also the
correct perspective [32, 35].

Finally, in order to share insights from 360° video, designers
either need to present the full frame (introducing distortion), crop
the frame (removing the visual context), or use a digital tool that
lets the viewer change the perspective (which requires designers to
disengage from discussions during collaborative workshops, which
is undesirable [9]).

3 Design Goals

Figure 3: The six Design Goals used in the creation of D360
mapped onto a simplified version of the VDE process de-
scribed in Section 2.2.

Based on the challenges that 360° video introduces to the process
of VDE (Section 2.4), examples of 360° video tools from literature,
as well as first hand experience using 360° video for design ethnog-
raphy we synthesized six primary Design Goals (DGs) for tools that
aim to support the use of 360° video by designers. While these could
support other users of 360° video, designers especially consume 360°
video collaboratively (unusual for conventional ethnography [55]),
engage in collaborative sense-making [10, p.154], and often re-
engage with the original (360°) video [7, 9] – the importance of
these unique aspects are highlighted in Figure 3, which shows how
these design goals link to the different stages of VDE.
DG1 Multi-Device Viewing: Different methods of viewing 360°

video offer different annotation experiences, such as the
more immersive but cumbersome VR headset or the more
analytical view of a laptop [32, 36]. Tools should support
viewing 360° content using multiple devices to give users
the freedom to select the appropriate tool.

DG2 Provide Overview: Since users often only see a small area
of a 360° video, which lead to stress about missing specific
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moments [32, 60]. Tools should enable users to maintain an
overview of the full visual context to reduce this stress and
increase contextual understanding.

DG3 Conventional Workflow: Designers have a workflow that
they use in VDE to aid in engaging with collaborative analy-
sis. Tools for 360° video analysis should integrate with work-
flows designers are familiar with [40] to simplify the process
of adopting 360° video [32].

DG4 Preserve Context: One of the challenges with sharing in-
sights from 360° video is the loss of the entire visual context
when converting to flat screenshots [32]. Tools should rep-
resent annotations in a way that preserves both the visual
context and orientation within the 360° view [23, 36].

DG5 Rapid Review: Finding the moment of a 360° video captured
by a screenshot requires users to identify the correct video,
time, and orientation, which is cumbersome [32, 36]. Tools
should create “backlinks” that allow users to automatically
return to the video, time, and orientation of annotations.

DG6 Asynchronous Annotation: Tools should support asyn-
chronous collaboration (i.e., annotation by multiple design-
ers) by attributing annotations to their creator, along with
other meta-data [16, 54] (e.g., who used the tool, when, and
what they created with the tool).

3.1 Existing 360° Video Tools
In the preceding sections we reference a few 360° video tools that
help articulate and demonstrate the importance of some of the De-
sign Guidelines, however these tools were made for other purposes
than to support the unique process of 360° video design ethnogra-
phy [32], and therefor it is logical that none of them fulfill all of the
design goals. In this section we will discuss five 360° video tools that
achieve some of the Design Goals – Vremiere [36], CollaVR [35],
Tourgether360 [23], AVA360VR [30], and CACA360VR [41] – and
discuss how none meet all the design goals set out for a tool to
support 360° Video Design Ethnography.

The first two – Vremiere [36] and CollaVR [35] – are both aimed
at collaborative editing of 360° video. Therefor they both implement
the ability to view, annotate, and re-view 360° video. Specifically,
Vremiere enables multi-device viewing (3, VR headset and com-
puter), provides an overview and preserves context using the little
planet projection (3 & 3), and enables rapid review with markers (3)
– however, its focus on editing means it does not fit into the conven-
tional workflow, with their evaluation finding a preference towards
the participants own workflows over that of the tool. CollaVR is
aimed at asynchronous annotation and viewing of 360° video (3),
it enables collaborative viewing of 360° video only in VR headsets
(thus not meeting 3), but does support thumbnails that preserve
some of the context of an annotation (3). More importantly, both
tools are not publicly available, which reduces their utility for de-
signers more-so than the fact they not meet all the Design Goals
described above.

Tourgether360 [23] is a tool that lets two participants collabora-
tively explore 360° videos, which indicates that it could be used to
collaboratively analyze 360° video by designers. It allows the two
viewers to see each other in the 360° video, as well as to indicate an

interesting area of the 360° video. Additionally, it provides a “mini-
map” that shows an overhead view of the path of the 360° video (3).
However, while these features are great for a rich, real-time collab-
orative viewing experience, it fails to support the iterative process
of annotating 360° videos, using those annotations elsewhere, and
then returning to the 360° video if necessary. It also only supports
VR headsets (not meeting 3), does not preserve context in annota-
tions (not meeting 3), and does not integrate into the workflow of
designers (not that it was designed to, but not meeting 3).

Finally, AVA360VR [30], and CACA360VR [41] are tools made
by the BigSoftVideo group4 for the purpose of analyzing 360° video
in conventional ethnography (as demonstrated by Vatanen et al.
[56]). Both tools are capable, they enable viewers to merge multiple
materials (360° video, conventional video, multiple audio sources,
transcripts) into a project, enable annotation by drawing on the
360° video, offer different 2D representations (3), and even enable
viewers to record a presentation using the 360° video. However,
this wide range of features comes at a cost – running the software
requires a powerful computer, and more importantly, much of the
work that designers would normally do in-person, can now be done
only in a VR headset (not meeting 3 and 3). Thus, while AVA360VR
and CAVA360VR are powerful tools for the more rigorous and
solitary [55] methods of ethnography, they do not support the
workflow and specifically in-person collaboration [8, 9] that is
found in design ethnography.

Therefore, while there are a lot of tools that support some of the
Design Guidelines that we synthesized, we have demonstrated that
none of the tools we discussed fulfill all of them – as well as why
these tools are not easily adaptable to the workflow of designers.

4 The D360 System
Based on the opportunities for a 360° video analysis tool for video
design ethnography, we created D360, which consists of three pieces
of software: (1) the D360 viewer, (2) a database for storing anno-
tation sessions, and (3) Miro 5 integration. Figure 4 shows how
annotations taken using the D360 viewer are saved on the database
and then placed in a timeline on a Miro board. These annotations
provide “back links” to the D360 viewer at the moment they were
taken- enabling designers to quickly re-view the full 360° video.

4.1 The D360 Viewer
The D360 Viewer features a landing page which provides the user
with an ID and allows them to to join a team; giving them access
to an overview of a set of the 360° videos. When the user selects
a 360° video to annotate, they are presented with the main D360
Viewer interface (Figure 5a). This interface provides a large window
to view and navigate the 360° video with a conventional FoV (5a-A).
The entire 360° frame of the video is included in a mini-map (5a-B)
in order to give an overview of the full 360° context (3 Provide
Overview). The bottom bar (5a-C) allows the user to pause the
video, create new annotations (using the “+” button) and features a
timeline that shows the progress in the video and gives an overview
of annotations. These annotations are also shown on a scrolling

4See https://github.com/BigSoftVideo.
5While there are other online white-boarding tools available Miro was used at the
companies participants 1,2, 4, and 6 work for.
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Figure 4: An overview of the D360 system consisting of the D360 viewer (left), the database (middle), and the integration into
Miro (right).

sidebar (5a-D) which shows the annotation image and time and
allows the user to add text to the annotation and return to that
moment (time and perspective) of the 360° video. Finally, the D360
Viewer is built using A-Frame 6 which enables users to view and
navigate 360° video on multiple devices (3 Multi-Device Viewing):
computers (with mouse controls), phones (using touch and tilt
controls), and VR headsets (using head tracking).

4.2 The Database
D360 uses a relational database to store information about the
videos, users, annotations, and annotation sessions. Specifically, we
used Supabase7 which provides Javascript APIs, authentication, and
file storage. The database stores the video ID, timestamp, orienta-
tion, and user ID of each annotation (3 Rapid Review). Additionally,
the database creates an “annotation session” when a user starts
annotating a video. This enables other viewers to view not just a
singular annotations but contextualize how annotations from one
user connect together (3 Asynchronous Annotation). Finally, the
database enables annotations to act as back-links to the annotation
session they were created in. This means that the annotation objects
in Miro act as links to the full 360° video at the time and orientation
of that annotation (3 Rapid Review).

4.3 Miro Integration
The data sent to the database can be integrated into a variety of
tools (both for use by designers and for potential analysis of the
annotating behavior of designers). Based on early input from the
practitioners we engaged with, we opted to integrate the output
of the D360 Viewer with Miro 8 - a popular online white-boarding
tool that supports asynchronous and remote collaborative analysis.
We created a small Miro plug-in that allows designers to quickly
insert annotation objects (that include the full 360° visual context 3
Preserving Context) into Miro boards (3 Conventional Workflow).
These annotation objects also contain the “back links” that connect
the annotation back to the D360 viewer (to enable 3 Rapid Review).

The representation of annotations in Miro (Figure 5b) consists
of three items grouped together as one object:

6https://aframe.io/
7https://supabase.com/
8https://miro.com/

A The screenshot of the view when the annotation was cre-
ated. With a link9 that redirects the user to the D360 Viewer
with the same video, timestamp, perspective, and annota-
tion session as the associated annotation (enabling 3 Rapid
Review).

B An overview of the full 360° frame to preserve the entire
visual context of the annotation (enabling 3 Preserving Con-
text).

C A sticky note with the text of the annotation that enables
two way editing with the annotation object in the database.
It is also tagged with the user that created the annotation
and the name of the session the annotation was created in
(to support 3 Asynchronous Annotation).

5 Evaluation
The goal of our evaluation is to understand the conceptual clarity,
ease of use, and value to the intended audience of D360 (experienced
designers using 360° video) [25]. Since VDE is a complex process
with goals that vary with design team, context, and stage of the
design process [61, p. 91], attempting to create standardized tasks
in order to evaluate the real world usage of the D360 system would
fall into the “usability trap” discussed by Olsen [38]. Therefore, we
studied the usage of the D360 tool by designers with 360° video
experience in a walk-through setting approaches, as recommended
by Ledo et al. [25] to evaluate D360 for “utility, not usability”. Ad-
ditionally, we provide an example usage scenario (Appendix A) to
help further illustrate the utility of D360 for design practitioners.
We demonstrate both “. . .what the tool can do” [25] and the util-
ity of D360 for its intended users. In other words, we address the
following research questions:
RQ1 How do the Design Goals defined in Section 3 align with the

experiences of designers?
RQ2 How well are designers able to utilize the D360 tool to con-

duct VDE activities?

5.1 Participants
We conducted a walk-through evaluation [25, 44] with 6 design-
ers who have experience working with 360° video for professional

9Additionally, the image URL acts as a redirect, ensuring that the image - annotation
link remains in the event of someone deleting the Miro link.
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(a) The D360 Viewer web interface, showing (A) the 360°
video view, (B) the mini-map, (C) the timeline and “+”
button to create a new annotation, and (D) the scrollable
list of annotations.

(b) An example of how D360 presents an annotation in Miro, composed of (A)
the screenshot of the annotation, (B) an overview of the 360° frame, and (C) the
text of the annotation.

Figure 5: (a) D360 Viewer interface, and (b) D360 annotation in Miro.

projects (Table 1). Participants were recruited through a combina-
tion of open calls on social media and snowball sampling. Partici-
pants were screened for experience with 360° video and engaged
with 360° content10 in their professional work - rejecting 2 potential
candidates. The number of candidates was limited, mainly due to

360° Experience Design Context
P1 1 year Robotics and Automation
P2 3 years Urban Design
P3 3 years Water Sports
P4 2 years Urban Design
P5 4 years ICU and Hospitals
P6 3 years Robotics and Automation

Table 1: An overview of the participants, their experience
with 360° photos and/or video, and the context of their pro-
fessional work.

the novel nature of 360° video in ethnographic practice [32, 55].
We elected to use a smaller number of participants who represent
the actual target audience of the tool, rather than a larger group of
“stand-ins” to avoid the issues of transferability discussed by Ledo
et al. [25].

5.2 Sessions
The sessions were conducted one-on-one and lasted approximately
one hour11, and participants were remunerated with coffee, tea,
and snacks.

To demonstrate the abilities of D360 for asynchronous and it-
erative collaboration we selected an example design task of the
10Either 360° photos or 360° video.
11An unfortunately brief period since, limited by the availability of the participants. In
many cases the discussion could have gone longer or the tool could have been used in
multiple sessions.

lead researcher created a number of 360° videos of “identifying
challenges and opportunities to integrate AI technology onto e-
bikes”. This design task was chosen as it aligned with participants
experience with automation and urban environments. To avoid
issues with privacy the lead researcher recorded a number of 360°
videos of themselves cycling using a GoPro Max 360° action camera.
These 360° videos were then annotated in order to pre-populate a
Miro board that was used during the sessions. The sessions were
structured in five phases:

(1) Introduction: the lead researcher introduces themselves
to the participant, who then reads and signs an informed
consent form.

(2) Understanding the Participant’s use of 360° Video: The
participant is asked to describe their workflow when using
360° video and discuss the benefits of 360° video as well as
the challenges it presents.

(3) Demonstrating the D360 viewer: The D360 viewer inter-
face is demonstrated for the participant, showing the features
described in Figure 5a. The participant is asked to use the
D360 viewer to annotate a brief segment of an example 360°
video while being encouraged to think out loud.

(4) Demonstrating the D360 Miro integration: The partici-
pant is shown how the D360 tool integrates into Miro (Fig-
ure 5b), and is able to explore the Miro board with example
annotations. The participant is encouraged to use the back
link feature to see example annotations in the D360 viewer.

(5) Critiquing the Utility of D360: The participant is asked
to reflect on the utility of D360, specifically elements of their
process that are not addressed by the system or elements the
system addresses that are extraneous.

5.2.1 Data and Analysis. All sessions were documented by screen
recordings, an audio recorder, notes taken by the researcher, and
notes or sketches made by the participant. This data was used
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Figure 6: An amalgamation of sketches from P1, P5, and P6 describing how and when 360° video is used in their design process.

first analyzed to address the research questions by comparing the
participants’ descriptions of their process when using 360° video
and summarizing their feedback related to howwell D360 addresses
the six design goals defined in Section 3. Later the data was used in
an open, inductive process based on reflexive thematic analysis [6]
in order to elicit novel design goals and unaddressed uses of 360°
video in design. First the lead author familiarized themselves with
the data and conducted initial coding of participant feedback and
ideas. These initial codes then formed the basis of themes that
aimed to combine key elements of the codes. These themes were
then shared with the other authors who iteratively discussed and
refined them.

6 Results
In this section we present the results of the walk-through sessions
with professional designers. First, we describe how well the design
goals formulated in Section 3 alignwith the experiences of designers
(RQ1). Second, we describe three additional design goals elicited
from the input of participants that were not described by previous
work. Third, we describe participants’ impression of the utility of
the D360 system (RQ2). Finally, we define a number of additional
features participants described for future versions of D360.

6.1 RQ1: alignment of design goals
All participants conducted analysis in a process similar to the reflex-
ive VDE process described in Section 2.2, confirming the theoretical
grounding of D360. Figure 6 shows an amalgamation of the process
and how and when participants integrated 360° video.

For the specific design goals, participants described the impor-
tance and challenge of being able to find exact moments of 360°
video 3 (P1, P3, P4, P5, P6), annotating asynchronously 3 (P1, P2, P3,
P5), and frustration with integrating 360° content into their existing
workflows 3 (P1, P2, P3, P4, P5, P6) without discarding the full vi-
sual context 3 (P1, P3, P4). Most participants limit their interaction
with 360° video to laptops or phones due to limited availability of
VR headsets (P1, P2, P4), but most (P1, P4, P5, P6) appreciated that
different tools 3. Some participants expressed that they experienced
feeling overwhelmed by the amount of visual information in 360°
video 3 (P1, P3, P4), while the other participants did not mention it
as a specific challenge with 360° video.

6.2 Additional Design Goals
Based on our analysis of participants’ description of their workflow
with 360° video in Phase 1 of the sessions as well as reflections
during the critique of D360 in Phase 5, we extract three additional
design goals (AGs) for tools that seek to aid designers’ use of 360°
video:
AG1 Interaction Threshold: One of the main challenges iden-

tified by participants is that the increased file size (P1, P3,
P4, P6) of 360° videos and the need to use specific view-
ing software (P1, P2, P5, P6) presented significant friction
when engaging with 360° video. P1 indicated that “[they] can
only watch 360° videos on [their] coworker’s computer because
he has the software”. Similar logistical challenges include
footage lost because SD cards were being used to transfer
files from 360° cameras (P3, P6), incorrect camera settings
resulting in 360° videos not being recorded (P4, P6), and file
format issues (P1, P2). Largely this means that a lot of time
is spent on the logistics of 360° videos both in analysis and
when sharing the video with others during workshops (P6),
and that remote collaboration with 360° videos is “...limited
by the software and devices that [team members] have access
to” (P4).

AG2 Mixed Sources of Information: contrary to the video-lead
process described by literature [7, 61], participants expressed
a preference to use their own recollection (P1, P3, P6), field
notes (P2, P3, P6), voice recordings (P1, P4), conventional
video (P3, P6), or photos (P1, P2, P3, P4, P6) as an initial
resource in order to narrow down the “...things we’re inter-
ested in” (P1) before engaging with 360° video, since there
is “... never enough time” (P6) for analysis. This presented an
additional friction for participants, since they had to find the
relevant moments in 360° videos that were potentially stored
on different devices (P1, P3) or properly documented (P2).

AG3 Using 360° Video Beyond VDE: the D360 tool is designed
to support collaborative analysis between designers - how-
ever participants identified several ways they use 360° video
outside of analysis. These included using D360 to familiarize
new team members with a context during on-boarding (P1,
P3, P5, P6) and using 360° imagery in reports generated for
clients (P1, P4, P6). Additionally, participants discussed using
the D360 system to aid in using evaluating design ideas or

1621



DIS ’25, July 05–09, 2025, Funchal, Portugal Meijer, et al.

(a) A mock-up of the “in-frame” annotation
method described by P3.

(b) A mock-up of the map based overview for displaying annota-
tions described by P2, P3, and P4.

Figure 7: Examples of two suggestions for improving D360 provided by participants, in this case used to represent an analysis
of bicycle-traffic interactions.

prototypes. Examples given by participants include seeking
to understand the impression of urban spaces that people had
(P2, P3), asking others for feedback on sports performance
(P4), or analyzing a recorded interaction with a prototype
(P5).

6.3 RQ2: Utility of D360
Both when exploring the functionality in phases 3 and 4 as well
as during the critique in phase 5, participants expressed that the
D360 system provides additional utility for their use of 360° video.
Participants were enthusiastic about the speed and simplicity of
making annotations (P1, P2, P4, P6), especially compared with other
360° video software that “...just doesn’t let me note things down
quickly” (P1). The choice to integrate annotations with Miro was
also seen as a way to streamline analysis (P1, P2, P3, P6) and aid
with sharing insights from 360° video to other designers (P1, P2, P4,
P6) and even as a way to present results to clients (P1, P6). Finally,
participants pointed to the importance of quickly re-engaging with
the 360° video (P1, P3, P4, P5, P6) in order to “...really see the insight
in the context” (P5).

6.4 Additional Annotation Functionality
Throughout the sessions, participants provided a number of sug-
gestions for improvements or additional functions (AF) for D360.
Here we describe three such suggestions that focus on utility im-
provements12:
AF1 Refined Annotation Input: annotations created by D360

simply capture the viewpoint of the user in time, which pro-
vided enabled participants to quickly “...add and annotations

12We thank the participants for their input on improving the UI of D360, however
these are less transferable to other tools.

and just keep playing the video” (P5). Participants did suggest
more additional annotation functions such as drawing on
the screenshots (P1, P2, P4, P6), using voice input (P3, P4), or
providing quick numeric ratings (P2, P4). P3 expressed frus-
tration that the button to create an annotation was outside
the 360° video, and would prefer to directly add annotations
to the 360° frame rather than the sidebar (Figure 7a).

AF2 Meta-Frame Context: while participants appreciated the
addition of the mini-map in the annotation object (Figure 5b-
B, P1, P2, P4, P6), there were several suggestions for context
beyond single frame artifacts.
Some suggestions focused on improving the context around
time. For example by providing an overview of the entire
360° video along with specific annotations (P1, P3), adding
timestamps to annotations (P4), or providing a short ani-
mated sequence of frames before and after the annotation
(P2, P6).
Another direction was to use a different dimension to pro-
vide context by overlaying annotations onto an interactive
map of a city (P2, P3, P4 - Figure 7b) or a floor plan of the lo-
cation the 360° video (P1, P5, P6). Another suggestion was to
group annotations based on contextual elements (e.g., parks,
supermarkets, factories) close to the camera in the moment
of the annotation (P3, P4, P6).

AF3 Greater Focus on Time: Participants (P1, P3, P6) expressed
frustration about not having enough control over the time
of a 360° video video (e.g., frame by frame, playback speed,
rewinding) in order to quickly navigate the whole video and
then analyze specific moments in detail. When discussing
how D360 places annotations in Miro on a timeline, P3 ex-
pressed how “time is linear but not linear, you know?” – some
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periods of 360° video have few annotations while other mo-
ments have many (P1, P3). Another element of non-linearity
is the fact that some processes that are being redesigned
are not recorded in the correct sequence (P6) or in multiple
smaller 360° videos (P1, P3) – requiring the rearranging or
merging of different 360° videos, potentially from multiple
cameras (P1).

7 Discussion
In short, our results show that (1) the design goals used in the
development of D360 reflect the experiences of designers (RQ1),
and (2) designers are able to utilize D360 to conduct collaborative
360° video analysis (RQ2).

This means that D360 provides the utility necessary to help de-
signers actually leverage the benefits of 360° video in VDE [32] open-
ing the door to providing richer and more impactful insights [56]
in the messy, iterative, and collaborative workflows of design-
ers [7, 61].

Here we will discuss future directions for D360 or similar tools
to further support the use of 360° video in design, expand on the
concept of “linking” between different types of user research mate-
rial, and how these kinds of tools could be useful beyond design.
Then we discuss the limitations of this study and how future work
can overcome them. Finally, we discuss how designers can actively
engage with the important issue of privacy and 360° video.

7.1 Towards 360° Video as Designer Clay
Ylirisku and Buur [61] discuss the concept of video as “design clay”,
providing designers with material they can mold into another video
by editing, composing, or adding new footage in order to demon-
strate the importance of certain current interactions or envision
future ones that are enabled by their design. While the design goals
behind D360 focus on the analysis of 360° video for user research,
participants highlighted the value of using D360 to share insights
as an output. In this way D360 can provide a rudimentary ability for
designers to engage with 360° video as clay - molding by creating
a chain of annotations that together provide a new sequence. To
enable designers to truly use 360° video as “clay”, future tools should
provide designers with a simple way to edit 360° videos - quickly cre-
ating a series of clips which can be assembled together to illustrate
a specific concept and then “baked” into a 360° video provocation
that can be shared and serve as a new object of analysis. Moving
beyond editing existing videos, tools such as D360 could expand to
help designers further leverage 360° video for envisioning, proto-
typing, and sharing future interactions. For example, by enabling
them to quickly sketch 360° storyboards, such as those explored
by Henrikson et al. [16], which could be overlaid on the real context
using 360° videos. Another direction would be to dynamically link
clips together in 360° viewing software, giving designers the ability
to create “choose your own adventure” 360° experiences that can be
used to highlight or explore possible futures. By providing flexible
creative tools that integrate into the workflows used by designers,
360° video can truly become a clay that designers use throughout
the design process, from analysis, to prototyping, to deliverables.

7.2 Linking More Than Video
One of the main mechanisms of the D360 system is the “back-
links” created between annotations and the 360° video itself. This
helps reduce the complexity of returning to a moment of 360° video
described by both our participants and literature [35], which in
turn supports the iterative process of sense-making engaged in
by designers [33]. Moreover, these links ensure that the rich vi-
sual context of 360° video is at hand even when the insights are
represented in a simplified, static form – the annotation object –
which also enables insights from 360° video to be integrated with
user data from other sources. This blending of multiple sources of
information in analysis is a core part of design ethnography [37]
and is used by participants to reduce the amount of time required
to analyze 360° video (6.2).

Here we propose two new kinds of linking to support designers
when engaged with multi-modal user research (with or without
360° video) by improving switching between modalities (6.2) and
discover similar moments [37, p.54] respectively.

(1) Cross link: connecting moments (actions, descriptions, re-
sults) from different sources of user research material using
cross-modal information retrieval [19]. For example, linking
a moment described in field notes with the 360° video at that
moment as well as a reflection of the subject of the video in
a post-hoc interview.

(2) Automatic link: connecting similar moments together to
providemulti-modal recommendations [12] for user research
material that helps expand the understanding of the analysis
or suggesting connections between annotations that would
lead to new dimensions of analysis.

To implement these two types of linking in an easy to use and
scalable way requires tremendous technological effort. Fortunately,
previous research has already explored how to search videos using
text [26, 43] or even images of objects [50], which can form the
technological basis of both cross and automatic linking.

Crucially, we apply the lens of “linking” to frame the technologi-
cal development of these AI tools as ways to enable and enhance the
messy, iterative, and constructivist process designers [33, 37] rather
than automate the entire process. Future tool-kits can provide these
links to designers, enabling them to engage with vast amounts of
different types of user research material easily and switch between
different media to discover insights at the level of detail that fits
their analysis at the moment.

7.3 Uses of D360 Beyond Design
To reiterate, the design goals discussed in Section 3 are directly
aimed to support the highly iterative and flexible nature of Design
Ethnography [10, 33, 37]. However, these goals also overlap with
needs in more conventional ethnographic uses of 360° video, such
as the work of Vatanen et al. [56], as well as additional use cases
beyond ethnography, based on input from participants as well as
examples from literature, which we discuss here. One use case is
education, where 360° video is leveraged to help students engage
with environments they would otherwise not be able to access such
as construction sites [24] or operating rooms [42]. One example
discussed by [47] is how expert analysis of 360° video can support
firefighter training. By having an expert annotate a 360° video
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with “events of interest” and using the video with the annotations
to explain the event and the reasoning behind the importance to
students. Here, D360 would provide a number of advantages, by
being able to create an annotation session, an expert instructor
would be able to share all the events of interest in-situ with the 360°
video, enabling students to review these sessions asynchronously.
Students could also use D360 to self-annotate a 360° video, the
results of which are collected in Miro, providing the teacher with
an overview of the students work. The teacher could then analyze
their students annotations and quickly bring up the 360° video and
associated annotations when discussing with students. Another
example of supporting education would be by providing authoring
tools (Section 7.1), an easy to access viewer, and the ability to ask
questions or make remarks via annotations, D360 could support the
use of 360° video as a way to for students to engage with cultural
heritage [48].

7.4 Limitations of the Study
As recommended by Ledo et al. [25], our study focused on under-
standing the utility of the D360 tool for the specific target group,
rather than the usability. However, our study is limited by the num-
ber and diversity of designers we engaged with. The emergent
nature of 360° video technology [32, 55] restricted the pool of ex-
perienced designers we could recruit. Engaging with a larger and
more diverse group of designers in future studies could provide
more nuanced insights into the utility of the various functions of
D360, as well as uncover additional design considerations specific
to individual contexts. Nonetheless, our participants’ reflections
on the utility of D360 align with the activities of VDE described
by Ylirisku and Buur [61], suggesting that the utility of D360 is
generalizable to the overall practice of 360° VDE.

Additionally, due to the novelty of D360, we evaluated it using a
usage scenario and walk-through evaluation. While these evalua-
tion methods do give insights into the utility of D360, to provide a
deep understanding designers’ use of D360 – what annotations they
make, how they differ from those made with conventional video,
and how D360 specifically supports their workflow – requires de-
signers to be able to adopt D360 in the wild. By providing the tool
to designers everywhere and seeing the behavior of users, future
studies can truly understand the utility of D360 without participant
bias [13] and in real world scenarios [25]. This would provide rich
insights into the longitudinal evolution of the use of D360 (i.e., how
its utility changes over the life of the design process, as hinted at
in Figure 6) as well as how transferable the utility of D360 is to
designers from other backgrounds, working in other domains, and
with different experiences.

By providing D360 as an open and accessible tool, we aim to
enable future longitudinal studies to understand and expand on
how designers engage with 360° video and what utilities of D360
they do not use or are missing.

7.5 Privacy and 360° video
When it comes to user research, 360° video sits at a crossroads of
flexibility and privacy. While the ability to capture the full visual
context enables designers to reframe their analysis to fit “their in-
terests as a designer” [61] even as those interests shift and evolve

over course of a design project, it also strips the subjects (active
subject and passive ones such as bystanders) of 360° video of agency
in analysis as well as giving them no ability to hide from the cam-
era [55] and forces them to share everything. This presents a major
ethical concern for the use of 360° video by designers - how can
they respect the privacy of users when the advantage of 360° video
is contrary to principles like Data Minimization13. Based on this
friction, we call on designers who use 360° video to consider five
principles when working with 360° video from users:

(1) Restrain: only use 360° video when the additional context
is beneficial.

(2) Inform: ensure subjects understand that 360° video truly
captures both the full visual context and audio around the
camera.

(3) Empower: give subjects the ability to censor specific mo-
ments or areas of the 360° video.

(4) Restrict: limit what is available outside the design team
by only sharing relevant videos, limit access to relevant
stakeholders, and anonymize as much as possible.

(5) Forget: limit the retention time for 360° videos of individuals
to prevent it being used for purposes the subject did not
consent to originally.

While these principles are pragmatic guidelines, the larger discus-
sion of the ethics of 360° video remains an open question [55] that
intersects with ethics in user research in general. As the ones en-
gaged with understanding the user and their context, designers
and researchers should actively engage with this question, both
individually and collectively, both within and next to projects.

8 Conclusion
The D360 system was developed to support rapid, iterative, and
collaborative analysis of 360° video so that designers can leverage
the additional visual context it provides. The system consists of a
360° video viewing and annotation tool that exports the annotations
to Miro - enabling designers to engage with 360° video and integrate
it into their existing workflows.

Our evaluation of the D360 system through demonstration and
walk-through with experienced designers demonstrated its utility.
Designers are able to use the viewer to quickly explore and anno-
tate 360° video on multiple devices. The Miro integration enables
designers to use familiar tools for collaborative analysis and the
annotations generated by D360 maintain the full 360° context. Fi-
nally, the meta-data collected by the D360 system helps keep track
of attributing annotations to team members and provides “back-
links” that connect the annotations back to the complete 360° video.
Our analysis also elicited addition functions important to designers
engaged with 360° video: (1) lowering the threshold of interacting
with 360° content, (2) mixing multiple sources of information into
user context, and (3) using 360° video for on-boarding new team
members or to evaluate design ideas.

Participants indicated limitations in relation to how D360 creates
annotations as well as how to better represent the context and time
of annotations. Furthermore, there are limits in the scale and scope
of our study, in large part due to the novelty of 360° video in practice.
13Only collecting directly relevant personal information. https://www.edps.europa.eu/
data-protection/data-protection/glossary/d_en#:~:text=Data%20minimization

1624

https://www.edps.europa.eu/data-protection/data-protection/glossary/d_en#:~:text=Data%20minimization
https://www.edps.europa.eu/data-protection/data-protection/glossary/d_en#:~:text=Data%20minimization


D360 DIS ’25, July 05–09, 2025, Funchal, Portugal

In order to enable future work in addressing these limitations, we
have open sourced D360 at https://github.com/WoMeijerPhD/d360-
viewer. By providing D360 as an open and accessible tool, we enable
designers to immediately start using 360° video – laying the ground-
work for naturalistic case studies that can understand the utility
of D360 across different design teams. This also opens up D360 for
contexts beyond design such as education or crowd sourcing, and
as a research tool for understanding the use of 360° video in those
contexts.

In summary, the D360 system represents a significant advance-
ment in the tools available for video design ethnography. It provides
a simple, web-based interface for viewing and annotating 360° video
that feeds into existing workflows. As open source tool, D360 en-
ables designers to immediately adopt 360° video.
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A Usage Scenario
Based on our engagement with designers using 360° video before
and after the expert evaluation (Section 5), we describe how an
iterative Visual Design Exploration (VDE) process aimed at identi-
fying automation opportunities in industrial kitchens could benefit
from the capabilities of D360. This work is conducted by a team
of three designers — Alex, Ben, and Chloe — with support from
engineer David. This usage scenario demonstrates how D360 facili-
tates designers conducting VDE based on observations of designers
using 360° video for a VDE process. The design task and clusters
are illustrative and do not reflect the quality of insights generated
in a real process.
Initial Annotation. Alex and Ben independently annotate 360°
videos using the D360 viewer. Due to motion sickness, Alex prefers
the desktop interface, while Ben opts for the immersive VR headset
experience. To accelerate the process, they annotate different sets
of videos from various kitchen types. Each creates initial action
clusters for potential automation. Alex’s clusters are based on per-
ceived emotional responses to tasks, while Ben’s are grounded in
perceived automation difficulty.
Collaborative Sense-Making. Alex and Ben spend three hours in
a meeting room aligning their annotations. Alex begins by sharing
their overall video impressions, annotation method, and cluster
formation. Ben follows suit. They then use Miro to merge overlap-
ping clusters. However, Ben questions the relevance of the "creative
complex cutting" cluster as their videos lacked such actions. Alex
promptly demonstrates these moments using the D360 viewer. The
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session concludes with Alex and Ben agreeing to refine their an-
notation process by mapping tasks based on the "mundane-novel"
and "easy-complex" axes.
Onboarding Chloe. New designer Chloe joins the team and uses
the Miro board to understand the VDE process thus far. The D360
viewer clarifies ambiguous annotations. Chloe observes that the
"difficult to automate" cluster primarily contains early annotations
by Ben. They suggest Alex and Ben revisit relevant videos to re-
assess automation difficulty.
Sharing with David. To incorporate expert input on automation
feasibility, David joins the design team for a generative session
to create three functional concepts. Alex, Ben, and Chloe share
their evolving understanding of kitchen dynamics throughout the
VDE process. David proposes creating a task timeline, which Chloe
promptly implements using the D360 viewer and Miro. The session
results in three automation concepts outlined on the Miro board.

Post-session, David leverages the Miro board and D360 links to in-
form other automation engineers about the specific needs and goals
of the three concepts. Two concepts are subsequently prototyped
and evaluated in a test kitchen. For convenience, the evaluation is
recorded using 360° cameras but cropped to a conventional field of
view due to the designers’ familiarity with the context.
Importance of D360 This example highlights D360’s role in sup-
porting the iterative nature of VDE, particularly its ability to facili-
tate rapid video revisiting and collaboration – functions that are not
possible with current 360° video tools. Additionally, the example
illustrates how, by integrating annotations into conventional tools
(i.e., Miro), D360 enables design teams to use 360° video along with
other sources of information in collaborative. Finally, the example
underscores the value of screenshots and annotations for conceptu-
alizing and sharing 360° video insights, while D360 enables seamless
re-engagement with the full 360° view when needed.
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