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Preface

This thesis explores online manipulation from recommendation systems, a subject that has fascinated me due to
its interdisciplinary nature and the intersection of two topics that I feel passionate about: ethics and technology.
The decision to get involved with this area was triggered by a snowball effect of arbitrary events. After beginning
my masters studies at TU Delft, I applied for a part-time job position as AI Engineer at an Al start-up, after
being connected via a student jobs head-hunter. A few days before joining the company in January of 2023,
OpenAl released ChatGPT-3, their most advanced Large Language Model yet. Coincidentally, I began to work
with Generative Al on a daily basis and got to experience first-hand the benefits and perils of blindly developing
a technology that could have huge impacts for everyone. Later that year, I took a course on Ethics of AI which I
found extremely interesting. I had never studied ethics or philosophy formally and I became hooked right away.
After discussing with the course professor about doing my thesis on a related topic, he suggested Dr. Michael
Klenk’s research on online manipulation as a good starting point. Given that I am passionate about music,
I wanted to study something related to music recommendation systems. Again, I had never heard of online
manipulation before and I quickly decided to study more about its implications for music recommendation
systems. Despite my recent interest in philosophy, I wanted to use a technical methodology since my experience
as a software engineer would come in handy, which was the point where we decided to explore agent-based
modeling as a way to understand online manipulation empirically. Dr. Natalie van der Wal joined as chair and
second-supervisor and I began my journey to learn how online manipulation could affect user preferences. At
some point I had to pivot to a book recommendation system because of data availability and personal interest.

I'would like to express my deepest gratitude to Dr. Michael Klenk and Dr. Natalie van der Wal, whose invaluable
guidance and support played a crucial role in the completion of this work, not only from an academic perspective
but also from a personal one. Special thanks also go to my parents, sisters and friends for their support along
these past two years.

Reflecting on this journey, I have learned how to conduct academic research, as well as the challenges of finding
a subject that has not been studied and exploring an objective that contributes to the existing body of work. In
particular, I got to learn about a new topic to me and its operationalization under a methodology to which I was
exposed during my studies. This was significantly gratifying as it felt like a direct consequence of the knowledge
that T acquired at TU Delft.

I hope this work contributes to the understanding of manipulative recommendation systems from an empirical
point of view and provides a foundation for further studies in the field of online manipulation.

Javier Mondragon Brisesio

Delft, July 2024



summary

The emergence of social media and recommendation systems has profoundly transformed user interactions with
digital content, bringing in both opportunities and ethical challenges. This thesis scrutinizes the online manipu-
lation exerted by RS, which, while enhancing engagement and profitability, can guide user behavior subtly and
without their awareness. This definition is based on covert influence, a particular account of manipulation.

A critical examination of existing literature reveals a significant gap: while the conceptual framework for online
manipulation is well-discussed, empirical studies providing concrete evidence are scant. This research addresses
this deficiency by employing an agent-based model to simulate interactions between users and recommendation
systems, aiming to systematically analyze and quantify the effects of covert manipulation on user preferences.

This study contributes to the field by operationalizing the concept of manipulation within a controlled sim-
ulation of a book recommendation system, providing a clearer understanding of its mechanisms and effects.
This approach not only offers insights into the ethical implications of RS but also aligns with current legislative
movements, such as the European Union’s Artificial Intelligence Act, aimed at regulating and mitigating harm-
ful manipulative practices by intelligent systems. The findings are intended to guide the design and regulation
of RS to ensure they serve the user’s interests without compromising ethical standards.

The results show that book recommendation systems can modify user preferences by 9.79% when prioritizing
items covertly, while awareness of the intentions and social influence can diminish the effect of the manipulative
algorithm’s intention to 4.01% and 3.64%. When compared to the 2.58% change in the case of a non-prioritized
RS, the values provide a measurable estimation of the difference between manipulative and non-manipulative
book RS for the change of user preferences after interacting with it for some time.
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Introduction

The rise of social media platforms in the digital era has transformed how we interact with digital content, pro-
foundly impacting our society through phenomena such as globalization and the spread of misinformation.
Central to this transformation is the deployment of recommendation systems (RS), which use data gathered
from users to tailor content, thereby influencing user behavior. These algorithms, while designed to enhance
user engagement and platform profitability through advertisements or subscriptions’, have also raised signifi-
cant moral concerns due to their potential to manipulate users (Genovesi, Kaesling, and Robbins, 2023). How-
ever, such manipulation can be understood in multiple ways, even when most people have a general grasp of
its meaning. Therefore, the term has been researched from a philosophical perspective, as a way to properly de-
fine it and set it apart from other forms of influence, such as persuasion or coercion (Noggle, 2022). Moreover,
since the domain of its application can be quite vast, there have been numerous attempts to select the conditions
for which an action could be deemed manipulative (Noggle, 1996). Given that I am focusing on manipulation
from digital platforms, the scope of this study is “online” manipulation (Klenk, 2022). Although the prefix
mostly limits the type of system where manipulation arises, it can still be considered from different points of
view. One of these views is that manipulation arises when someone influences their target in a covert way, which
seems to be particularly appropriate for an algorithm that gives recommendations to users. Furthermore, online
manipulation in this context is defined as covert influence: the use of RS to exploit user biases without overtly
displaying their true objectives or without the users knowing that they are being manipulated, influencing user
behavior subtly yet effectively in doing so (Susser, Roessler, and H. Nissenbaum, 2019). Although this account
is one among many and leaves out some clear examples of manipulation (Klenk, 2022), the hidden component
of covert influence has been suggested as a sufficient condition for manipulation (Jongepier and Klenk, 2022).
Regarding RS in particular, this view is different from manipulation as an intrinsic component of the algorithm
(Zhu etal., 2024), in the sense that there is an assumption that the designers or owners of a RS do have an explicit
intention passed on to the system.

The current body of research, while extensive on the conceptual categorization of online manipulation, some-
times lacks empirical evidence to support its prevalence in real-life environments (Burr, Cristianini, and Lady-
man, 2018). Moreover, such evidence can be collected as simulated data of interactions between users and RS
(Carroll et al,, 2023). Even though there are multiple challenges associated with modelling online manipula-
tion using a simulation, there are notable examples from previous studies (e.g., Ross et al., 2019; Yesilada and
Lewandowsky, 2022; Kopp, Korb, and B. I. Mills, 2018). Nevertheless, in most cases the authors use online
manipulation as a term for evaluating the existence of some influence, falling short of distinguishing between
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different types of influence or what the effect of that particular account is (Yin et al., 2019). For example, Ross
et al. (2019) study how likely are bots to influence public opinion, mentioning that there are growing worries
about malicious actors that “might spread misinformation online to manipulate the public”, yet they proceed by
using the spiral of silence theory to model the evolution of opinions, without delving into the reasons why bots
are being manipulative. One could argue that bots in social media are not manipulating their users because they
are overt about the stance they make, even if they could still influence the users by amplifying the voice of the
minorities. Therefore, this thesis addresses this gap by aiming to determine what a specific account of manipula-
tion is causing on the preferences of the users of a RS. In order to quantify the effect, I will model a book RS with
an ABM simulation, since ABM provides a thorough way to study the evolution of complex socio-technical sys-
tems by simulating the behavior of each agent (i.e. user) and measuring its change through time (Dam, Nikolic,
and Lukszo, 2013). I believe this is a legitimate approach since manipulation has sometimes been deemed as a
concept that is too vague to be analyzed systematically (Jongepier and Klenk, 2022), but the recent interest from
researchers and policymakers to define and regulate “Al systems that deploy harmful manipulative subliminal
techniques™ highlights the importance of better understanding it.

Furthermore, this thesis acknowledges but will not extensively delve into the precise definition of manipulation,
the full range of its impacts, or the lack of data transparency from companies about their RS algorithms. These
areas, while recognized, are beyond the scope of this singular investigation.

Therefore the main research question is:
How significantly does covert influence alter user preferences, compared to overt influence and no influence?

To address the central challenge of this question in the context of a RS, this thesis proposes the use of an agent-
based model (ABM). This approach will enable an examination of how RS can use hidden intentions to influ-
ence user behaviour and will assess the implications for the preferences of a user in doing so. By focusing on
online manipulation, this research aims to contribute to a clearer understanding of how RS can be designed and
regulated to prevent problematic uses, aligning with the emerging regulations of intelligent systems such as the
European Union’s Artificial Intelligence Act?. The novelty of the study lies in how manipulation can be opera-
tionalized within a simulation paradigm for a specific dataset, allowing for an empirical and systematic method
that could be easily extended to other cases.

2EU AI Act Briefing
SEU AT Act Website
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Literature Background

This chapter contains the literature background relevant for the thesis. I start by doing a brief overview of the
related research, including some discussion of how online manipulation and ABM have been studied. Then I
proceed by expanding on the gap in the existing literature and the way in which I am addressing it. Lastly, I
provide a theoretical background of the concepts that support the research proposal.

2.1. Literature Review

We are all familiar with the term manipulation in one way or another. For instance, we use the word for referring
to using a tool (e.g. “manipulating a pair of scissors”) or as a relationship advice (e.g. “he is manipulating you
into thinking he’s indispensable in your life”). Even though both case examples could refer to taking advantage
of something for their own benefit, they point towards different instances of manipulation. Recently, with the
rise of the digital era, the term has also been widely applied to the ways in which social media and digital plat-
forms influence their users at the expense of the users’ well-being’. This expression of manipulation is hereby
referred to as online manipulation. However, besides the popularized usage of the term, online manipulation
has been formally studied in the literature, as a subset of the traditional view of manipulation from philosophy
(Noggle, 1996). For the present work, I will use the definition of online manipulation as covert influence pro-
vided by Susser, Roessler, and H. Nissenbaum (2019): “the use of information technology to covertly influence
another person’s decision-making, by targeting and exploiting decision-making vulnerabilities” (see appendix
A.2). Given that I am focusing on RS, where the algorithm is the one in charge of providing the recommenda-
tions to the users without them knowing exactly how the recommendations were generated, I will restrict this
definition to only consider the cases where information technology is used by a platform and not by another
peer.

Even though this work is meant to fit the intersection between online manipulation, RS and ABM, the term
“online manipulation” has only started to be more widely and systematically used in the last decade. Figure 2.1
shows the number of articles published per year that contain the term. For this reason, there has been work that
studied this phenomenon without explicitly mentioning it. Therefore, part of this literature review contains
articles that might not sound related to online manipulation while discussing it under a different wording.

Most existing recent work around manipulation has been done from a philosophical perspective: the use of con-
ceptual analysis breaking down a concept into smaller parts that can be analyzed each, such as the conditions
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Figure 2.1: Documents per year resulting from searching “online manipulation” in Scopus

and consequences that would be required for the concept to become valid (Jongepier and Klenk, 2022). In par-
ticular, manipulation has mainly been studied through the exposure of examples where an action could or could
not be deemed manipulative. These examples are sometimes stated as counterfactuals, providing a hypothetical
scenario of a condition under different circumstances (Richens, Beard, and Thompson, 2022). Online manip-
ulation, however, has recently been studied as an interdisciplinary field, borrowing examples and terminology
from multiple areas of research, from psychology to computer science (Susser, Roessler, and H. Nissenbaum,
2019). These studies can provide the conceptual framework for the operationalization of covert influence as a
way to model manipulation. For instance, Susser, Roessler, and H. F. Nissenbaum (2018) discuss the different
views on manipulation and how they can be applied to multiple digital systems. They separate the work into two
theoretical sections: one defining manipulation as a different form of influence than persuasion and coercion,
by appealing to the subversion of the conscious decision-making of the target, and another defining the means
by which manipulation can be executed. The latter is the more relevant for this thesis, since they conclude that
an influence is manipulative when it is hidden; the target acts without knowledge of the ways in which they are
being influenced. In particular, they focus on its presence within information technologies, specifically on how
they can be worrisome through surveillance, digital platforms and mediation. Another example is the work by
Carroll et al. (2023), where they shed light on how manipulation can be characterized and operationalized in the
context of Al systems, using four axes based on existing literature:

1. Incentives: the potential reward for an Al system to act
2. Intent: the aim of the algorithm, regardless of the incentives
3. Covertness: the degree to which a user is unaware of how the Al system is attempting to influence them

4. Harm: the negative effect from the Al system on the user’s state

Yet, their work focuses on manipulative behaviour in the absence of explicit human intentions. This is different
from my definition of covert influence as I am approaching the problem from an intentional algorithmically-
aided manipulation: embedding an intention into an algorithm so that the algorithm becomes the medium
through which the target is influenced (Christiano, 2022).

To my knowledge, there has not been any research explicitly mentioning the measurement of online manipu-
lation from RS as a change in user preferences using an ABM. Even though there have been some articles that
model how users are influenced by digital platforms or elements within digital platforms with ABM, they do not
dive into the philosophical implications of the term. This is a subtle but crucial aspect for studying manipula-
tion, as mapping the contribution of a manipulative RS to an effect on the users that are consuming it depends
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greatly on setting a solid theoretical base. Some of the most relevant studies for this thesis are discussed below.

Ross et al. (2019) create an ABM to determine the impact of biased content from a small proportion of bots
on a social media platform to influence other users. They find that even a density of 2-4% of biased bots can
be sufficient to have an effect on the opinion of the public in 60-70% of the cases. The type of influence that
they measure is the spiral of silence: users who think their opinion is not aligned with their environment (i.e. the
content they get) tend to avoid expressing their opinions. Even though this influence shares the hidden intention
condition of the covert influence definition I am using, the main difference is related to the manipulator subject.
In their work, the manipulators are bots trying to take advantage of algorithmic vulnerabilities to introduce a
hidden agenda, whereas in this thesis the manipulators are the owners of the algorithms who knowingly attempt
to steer their users’ behaviour. The distinction is important because the implications for the responsibility of the
platform are different: in the former, the platform should regulate an manipulative agent of their system (which
I'am not modeling), in the latter the platform is the manipulative agent. Furthermore, they do not expand on a
definition of manipulation, but only mention it as the action that bots use to steer opinions.

In a similar way, Kopp, Korb, and B. I. Mills (2018) attempt to model opinion changes from users in social
media in the presence of fake news, using game theory to simulate the decision-making process of the users.
Additionally, they model such content as a deception from a few corrupted actors. Their results are similar to
Ross et al. (2019): a small number of deceivers can have the effect of disrupting the equilibrium of the network
by using fake news for exploiting opinion diffusion. Even though deception is closely related to manipulation
(see section A.1.3), they measure it through their own Borden-Kopp model, which contains four information-
theoretic models: degradation, corruption, denial and subversion. Some of these are closely related to covert
influence from a conceptual point of view, as they require some concealment of information to be labeled as
deceptive. Yet, by the word “withholding” they are specifically referring information theory, not to a philosoph-
ical discussion of deception. As with the work of Ross et al. (2019), they do not discuss manipulation from a
philosophical perspective; they only mention it as a description of the information-theoretic model developed
by Shannon.

Using game theory as well, Yin et al. (2019) acknowledge the limitation of focusing on the principle of the
minority being subordinate to the majority in the context of opinion formation modelling. They create an
ABM for understanding the opinion formation process through sociology and psychology, without necessarily
depending on a hierarchical influence. Their findings show that unified initial opinion in a group has the effect
of accelerating consensus reaching for users’ opinions, while controversial topics have the effect of introducing
great uncertainty into the opinion formation process. From the perspective of online manipulation, the way
users are influenced to form an opinion without necessarily being aware thereof is closer in its process to the
works above, given that users are the ones introducing the influence, not the platform itself. They do not even
mention the term manipulation or any of its derivatives. Although the propagation of opinion formation could
be seen as a kind of manipulation, they are not concerned with such discussion.

2.1.1. Gap in Literature

In general, there is a lack of empirical work around online manipulation (Klenk, 2020). In particular, when
I mention the term “online manipulation” here, I am referring to the philosophical perspective of manipula-
tion described above. Given the widespread use of the term for referring to a broad number of topics, some of
the previous empirical works have touched upon its discussion superficially. Most of the work done has been
conceptual, aiming to define the required conditions for an intelligent system’s actions to be considered manip-
ulative. Moreover, there is a predominantly normative focus in the research of Al ethics, based on the ethical
considerations of the interactions between agents upon them, such as privacy, exploitation and manipulation
(Benn and Lazar, 2022). Even when agreed that manipulation can be problematic, there are nuances that can
tilt the moral appreciation towards on side or the other. For example, an individual analysis of users consuming
items from a RS in an online marketplace might result in very small consequences for the user’s behavior, yet this
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could have wider implications when considering the collective: a cascading effect can effectively alter the com-
munity’s opinion towards a product. Itis hard to judge how serious is a manipulative action based on one single
individual, since it would require understanding a) how much of the influence affected the decision change, and
b) how better off would be the individual had they not been influenced in the first place (Benn and Lazar, 2022).
However, many works describe hypothetical scenarios where an individual is the single target of a manipulative
action (Spencer, 2019). Both of these questions have a complex and subjective component that limits the degree
to which they can be answered via thought experiments or conceptual analysis. In order to gain a quantifiable
measure of how effective is a manipulative RS for modifying user preferences, the situation could be modeled as
a simulation advancing through time. By including multiple users with different preferences and consumption
activity, the results can offer a measure of change derived from the online manipulation, which in turn can be
used for objectively assessing the research question of this thesis.

As there has seldom been research done on an account of manipulation that could hold as a condition for any
case (Klenk, 2022) and since discussing the definition of manipulation is out of scope for this thesis, it follows
that selecting a specific account of manipulation would be best in order to quantify its impact on user prefer-
ences. Using Noggle’s definition of manipulation as non-rational influence and trickery (Noggle, 2021), some
researchers have selected covert influence as a requirement for a manipulative action, since the former bypasses
conscious decision-making without the target noticing it and the latter makes the victim believe something other
than what the manipulator intended (Susser, Roessler, and H. F. Nissenbaum, 2018). Even though this claim
leaves out accounts of manipulation where the intentions or the means of influence of the manipulator are
overt, some researchers have already discussed the application of this definition to real-world scenarios (Susser,
Roessler, and H. Nissenbaum, 2019). For instance, targeted advertisements are becoming inherent features of
online platforms, making it difficult for users to navigate without being completely aware of the manipulative
mechanisms. Moreover, RS in particular can exploit the trust that users place on them to guide user preferences
without them being aware of it (Bermudez et al., 2023). This effect fits well with the definition of online manip-
ulation as covert influence. However, it could be argued that users consuming the feed of a digital platform are
certainly aware that they could be subjects to manipulation. For example, X (formerly Twitter) has a “For you”
and a “Following” feed, where one is curated by a RS based on the user’s activity while the other simply displays
content by time of publication. This could open the discussion about the necessary conditions of manipula-
tion, which results in a discussion about what is manipulation as a whole. However, since covert influence has
been specifically suggested as a condition for manipulation, and since the black-box nature of intelligent systems
makes them ideal candidates for hiding (willingly or unwillingly) their functionality, I will use this account to
operationalize manipulation in the model.

Despite the significant efforts in understanding and discussing online manipulation, a precise gap remains evi-
dent in the direct measurement and operationalization of intentional manipulation effects on user preferences
within RS, facilitated by the system’s owners using ABM. This gap can be detailed as follows:

1. Lack of direct measurement in RS: to date, no research has explicitly focused on measuring how RS-
based online manipulation directly influences user preferences using ABM. Previous works have either
approached manipulation from a non-philosophical perspective (e.g. Ashton and Franklin, 2022; Grisse,
2023) or measured the impact of external influences like bots or deceptive content, which, though possibly
manipulative, is performed by the participants of the system and not by the system itself (e.g. Kopp, Korb,
and B. I. Mills, 2018; Ross et al., 2019).

2. Intentional manipulation by algorithm owners: even though intentional algorithmically-aided manipu-
lation has been researched in past studies, they have been mostly focused on the ethical implications of
having owners of digital platforms prioritize certain aspects of the algorithms (Christiano, 2022). They
have not been aimed at understanding the actual effect of such changes in user preferences, but at design-
ing a framework where its consequences could be mitigated (Yeung, 2017).

3. Operationalization of covert influence using ABM: there is also a need for a robust methodological frame-
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work that can operationalize the concept of covert influence within RS, using ABM. Such a framework
would not only help in quantifying the extent of manipulation but also in understanding the dynamics of
how such influence is executed and managed within various digital platforms. There are some works that
have addressed possible ways to do that so far (e.g. Susser, Roessler, and H. Nissenbaum, 2019; Carroll
etal., 2023) but none that have actually implemented them.

Addressing these gaps is crucial for several reasons. Firstly, it would enhance the theoretical understanding of
online manipulation, providing a clear and measurable framework to study its impacts. Secondly, it would help
in developing more ethical algorithms by highlighting the manipulative potential of intentionally prioritizing
certain items in current systems, thereby guiding the development of more transparent and user-centric RS.
Lastly, exploring these gaps could lead to more informed regulatory and policy-making decisions, ensuring that
digital environments foster trust and fairness rather than covert manipulation.

In terms of the actual implementation, the platforms that have been studied so far are social media platforms
such as Twitter. In order to narrow down the research of this study to a specific field with real values, the model
will be initialized using real open-source datasets from a book review platform. The problem of manipulation
in book review platforms has been addressed in the past (Hu et al., 2012). However, they define manipulation
as any vendor, publisher, writer or third-party that posts non-authentic reviews as if they were the customers.
This phenomenon is manipulative since the users of a system are attempting to tamper with the algorithm while
it assumes that any review is a veracious one. Even though it is different from my view of manipulation as covert
influence, it highlights the existence of hidden intentions behind a RS. Moreover, given the widespread use of
book recommendation platforms, there have been studies that survey the perception of users from such recom-
mendations, with respect to their own preferences (Burbach etal., 2018). Since books can be catalogued by genre
easily, they have been proven great options for building RS around them (e.g. Kibe, 2023; Mathew, Kuriakose,
and Hegde, 2016).

2.1.1.1.Agent-Based Modeling for RS

One research method that has been used to capture interactions between users and digital platforms is ABM.
ABM has been used to model groups of individuals where each agent has a set of rules for which to act upon. It
isideal for uncovering complex patterns that emerge from an initial configuration and a simulation through time
(Gausen, Luk, and Guo, 2023). Regarding the main research question, studying the effects of online manipu-
lation requires this dynamism characteristic to ABM. For instance, if a user receives a single recommendation
from a RS, it is not clear what its intentions are nor how is the user being affected by it. Only by giving the
system some time to develop is it able to guide user behavior. Moreover, there are challenges for these systems
when they lack prior information from a user (Liao, Sundar, and B. Walther, 2022).

In order to build a RS for book recommendations using ABM, I am following the general model approach
proposed by J. Zhang et al. (2020). They build ABMs to study the impact of different factors on the dynamics of
RS’s performance. In particular, they are focused on simulating the consumption strategies of how users explore
and consume items in RS. They define the aspects that each class of agents should have and the processes taken
at each timestep, which basically include updating the recommendation engine with the activity of the users
based on their consumption of the items and the profiles of the nearest neighbors (i.e. users with the most
similar profiles). Since one of the main contributions of this thesis is to understand how covert influence is
affecting user preferences in a RS, their work provides the methodological design required for modelling how
users consume books after being given a set of prioritized recommendations. Furthermore, their model takes
into consideration the users’ preferences in order to measure their change after the simulation is run. They use
public sample datasets from Netflix and Yahoo! Music to exemplify their study. Their findings suggest that
the relevance of item recommendations decreases as the number of users of a RS increases. This might sound
counter-intuitive but they attribute such behaviour to the over-reliance of users on these systems for discovering
new relevant items. As a final remark, even if they follow a very similar configuration as the one proposed in
this thesis, they are concerned more with the algorithmic characteristics of the RS, disregarding any potential
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interference due to a manipulative action.

Traditionally, the three most common types of RS are content-based, collaborative filtering and demographic
filtering (Liao, Sundar, and B. Walther, 2022). Content-based filtering is focused on the similarities between
users’ preferences and items, while collaborative filtering tries to find users with similar characteristics and pre-
dicts items in common. For instance, J. Zhang et al. (2020) model a collaborative filtering type of RS because
of the interactions amongst agents. Demographic filtering is less used and it focuses on considering a user’s per-
sonal characteristics for the predictions. There are resources available already built for simulating RS and their
interactions with users (Ie et al., 2019). However, they provide little flexibility for configuring the ways in which
items are prioritized, which is the main objective of this research. Therefore, a separate model will need to be
simulated.

2.1.1.2.Manipulation in Book RS

The RS that was chosen for this thesis is based on the GoodReads platform. This platform is a social cataloging
website that allows its users to search for books in a large database. It has more than 125 million users and 3.5
billion books (as of 2022?). Its members can interact with these books by reading any information associated
to the book (such as summary, author, year of publication, etc.) and by performing actions that update both
the user’s and the book’s attributes (such as review, add to wish-list, get recommendations, etc.). Additionally,
the website offers a social network component in the form of peer-to-peer interactions, where users can follow
other users and get notifications about their platform activity. Even though the features of the platform extend
beyond these functionalities, one of their core products that have been researched is its recommendation engine
(Wan and McAuley, 2018). The system allows for users to get a list of book recommendations based on their
history of book consumption and interactions with other users.

Regarding manipulation from book review platforms, there has not been much work done about it. Most of
the research about problematic manipulation (even when the term is not used under the philosophical lens) has
revolved around polarization and radicalization, using communication channels that involve exposure to news
(Martin and Yurukoglu, 2017). Given the large-scale impact of small time windows, it is morally relevant to
focus on these topics. On the other hand, books are information recipients that tend to have longer consump-
tion periods. For instance, the average adult in the U.S. consumes around 12 books per year, but the median is
4 (Perrin, 2016). These numbers suggest that there is 2 non-negligible proportion of the population that reads
many books, pushing the average much higher than the mean. Under these circumstances, it is harder for a
manipulator to take advantage of the target readers. Additionally, books tend to have better reviewing mecha-
nisms (either through other peers or through an editorial), which reduces the probability of unethical content
being published. Needless to say, this is not a rule and there are many exceptions. Furthermore, I believe it is
relevant to study manipulation from book recommendations because of two reasons: 1) there are many people
who consume books on a high frequency basis (i.c. at least one per month), and 2) given the higher degree of
trust that users have on books, manipulative actions can require less exposure to become effective. Regarding
the former, the dataset that was chosen for this thesis is a clear example of a vast amount of people reading books
on a continuous basis (see section 3). As for the latter, some studies have found that there is a high reliance on
books as opposed to social media or media in general (Kousha, Thelwall, and Abdoli, 2017). For instance, in
2017, around 78% of U.S. adults thought libraries were a reliable source of information to learn new things3,
whereas 34% said they trusted the media in 2022%. If one has more trust on a specific source of information and
that source ends up containing false or dubious claims, then one might be quickly mislead to believe in false
information.

the moral justification of choosing book recommendations as an experimental environment, there has been re-
search done on the actual RS of these type of platforms, with GoodReads in particular being one of the most

2Goodreads: A Platform for Readers and Authors
3Most Americans — especially Millennials — say libraries can help them find reliable, trustworthy information
4 Americans’ Trust In Media Remains Near Record Low


https://d3.harvard.edu/platform-digit/submission/goodreads-a-platform-for-readers-and-authors/
https://www.pewresearch.org/short-reads/2017/08/30/most-americans-especially-millennials-say-libraries-can-help-them-find-reliable-trustworthy-information/
https://news.gallup.com/poll/403166/americans-trust-media-remains-near-record-low.aspx
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popular ones (Martin and Yurukoglu, 2017). The open access nature of their large database allows for analysis
and simulation of their RS.

An important component for making predictions related to books is the book label or genre, since this represents
the content of the item which can be used for any content-based RS. In particular, GoodReads uses a collabora-
tive voting mechanism for determining book genre tags: each user can vote which genres does a book belong to.
The actual genre is seen as the one which has the majority of votes from the users. Some researchers have used
these tags to try to predict the personality trait of users who tagged books (Annalyn et al., 2020), while others
have used them to test predictions as recommendation lists in controlled experiments (Liu, M. Xie, and Laksh-
manan, 2014). However, the previous research that has touched upon manipulation has been mostly focused on
the non-philosophical view of manipulation, referring to how users can manipulate the collaborative-filtering
RS by flooding the platform with biased reviews (Wijnhoven and Bloemen, 2014). They have found that it is
possible to make a book popular or unpopular through the ratings and interactions given. Yet, this form of
manipulation has been addressed by both platform designers and academics, reducing the number of manipu-
lative reviews considerably in the past years by applying constraints on the reviewing mechanisms of platforms
(Ivanova and Scholz, 2017).

Some other type of “hidden influence” that has been researched from book RS is related to how information is
displayed to the user. This is particularly important for this research since the consumption of items given a list of
recommendations in the model varies with the sorting of the items. Thus, the display hasan importantimpacton
the results of the model. There are primarily two possibilities of action after a user requests a recommendation:
1) they consume one of the recommendations, and 2) they rate the consumed recommendation. The former
refers to the probability that a user will consume an item, depending on the attributes of the item (e.g. the image
displayed, the naming convention, the rating of the item, etc.) whereas the latter refers to the probability that a
user will assign a certain rating or review to the item (e.g. number of starts from 1 to 5, number between 0 and
10, textual review, etc.). Both steps have been shown to be influenced by the ways in which items are shown. For
instance, some researchers have used Discounted Cumulative Gain (DCG) to give an estimate of the relevance
of particular items in a list of recommendations (Liu, M. Xie, and Lakshmanan, 2014). They assume that items
that have a higher ranking (i.e. appear higher on alist) are more useful to the users. Other researchers have shown
that giving additional information of an item to a user when they offer a review can nudge the user towards a
specific sentiment (Cosley et al., 2003). For example, when a GoodReads user submits a review for a book, they
can be influenced by the average rating given to the item if they view it at that moment. Moreover, if users are
prone to consume items based on the ratings received, a platform could take advantage of this and decide for
which items to show their average rating upon reviewing. Both of these studies show that users are susceptible
to be influenced by visual queues, without necessarily being aware of it. Therefore, the manipulation can be
exercised via the display action from the platforms.

2.2. Manipulation of Online Book Users

The following section condenses the theoretical background into the operationalization of the model. It dis-
cusses the relevant literature to map concepts to parameters and attempts to answer the question: how do RS
manipulate covertly? Itis divided into the operationalization of covert influence as an input to the model and the
operationalization of harm as the output measure of the model. Additionally, the operationalized parameters
of social influence and transparency are discussed. The theoretical background behind many of the concepts is

addressed in the appendix A.

2.2.1. Covert Influence: a Change in Priorities

Let us summarize the covert influence account of online manipulation as the definition from Susser, Roessler,
and H. Nissenbaum (2019): using technology to covertly influence how people make decisions. After stating
the definition, the authors proceed to justify its applicability by using three conditions:
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1. Constant digital surveillance from digital platforms
2. Real-time learning and updating of digital platforms’ profiling

3. Technological transparency of digital platforms’ interfaces

From the perspective of RS in particular, these three conditions hold, since the algorithms are constantly being
updated to match the user’s profile (Grisse, 2023) - conditions 1 and 2 - and there is a degree of ignorance of how
these algorithms are mapping preferences to digital profiles (Hall, Johansson, and Strandberg, 2012) - condition
3.

As mentioned before, broadly speaking, RS are filtering and ranking tools for navigating vast amounts of infor-
mation. When providing recommendations to a user, there is an implicit use of a prioritization scheme, since
there needs to be a way for the RS to assign a numerical value to an item so that it can be compared with the rest
of the items, in order to get the content sorted by such a value. This priority can take many forms, from simi-
larity between the content to similarity between the two users’ preferences. Despite the many methods that can
be used, users have some expectations of which factors are affecting the recommendations (Adamopoulos and
Tuzhilin, 2015). Such expectations are aligned with the user’s view of their own preferences, thus users usually
expect recommendations to be closely aligned to their own preferences (Kotkov et al., 2018), which in terms of
RS means that the digital profile of the user is used as the primary factor for computing recommendations. Even
though users can be benefited by some degree of unexpectedness from the algorithms (Bouneffouf, Bouzeghoub,
and Gangarski, 2012), the novelty relies on small doses of randomized information, which is different than a
dominating factor that is not what the user expects (Grisse, 2023). Moreover, when the attention of the user is
drawn towards multiple different items where they can make a rational comparison, the degree of manipulative
action is reduced. However, the way in which RS display information about their recommendations has a high
impact on the user’s consumption: when recommendations are shown as a list, the probability of consuming
an item decreases exponentially with the items of the list (Carare, 2012). This behavior has been studied using
a DCG approximation for measuring ranking accuracy (Liu, M. Xie, and Lakshmanan, 2014), yet the metric is
specifically used for estimating the accuracy of information retrieval results, not taking into account the actual
perception of a user. Hence, I chose the approach proposed by Carare (2012) and expanded by J. Zhang et al.
(2020), where the probability of item 2 ranked in position % being consumed decreases exponentially based on
the following equation:

Plx)=k-a' (2.1)

Where o is a parameter that should be larger than 1 in order to simulate the exponential decay and £ can be
estimated as kK = a — 1 if we assume that the sum of the probabilities of all items should be 1 (J. Zhang et al.,
2020), which makes sense as a recommendation list has mutually exclusive elements. Figure 2.2 shows a graph
of the equation when @ = 2. The first element on the list would have a probability of 50%, the second 25% and
so on. After the 10th element, the probabilities become very low. Even though this is a good approximation of
reality, it is not the only one: other probability distribution functions have been used to estimate the attention
given to each item. For instance, Sar Shalom et al. (2016) use the Boltzmann distribution to take into consider-
ation an increase in probability for the first few items, followed by an exponential decrease. This is justified by
the fact that users want to have some points of comparison before making a decision and not choose blindly the
first option given. However, their study was made for video game players going into a virtual store, where the
novelty of items played a very important role. My assumption for choosing the fist approach is that book readers
care less about the newness of an item than about its attributes (G. Zhang and Sun, 2012), since there have been
many more books available for a much longer period of time.

If the best results returned by a RS are being prioritized by a specific motive, then the user could be induced into
making a decision that would notbe on their best interest. This assumption lies at the core of the covertinfluence
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Figure 2.2: Graph of equation 2.1 for values when o« = 2

thesis described above. Therefore, two requirements can be used to form a framework for the operationalization
of covert influence:

1. Prevalence of hidden priority: there is a factor(s) that is affecting most of the recommendations thata user
is receiving and it is unknown to the user

2. Biased display of choices: the display of choices from the RS is biased towards the hidden priority from
(1).

For the specific case of this research, users will get a prioritized list of recommendations based on different strate-
gies. When there is no hidden influence, the priority is solely based on the user’s preferences. If there is a change
in priority that modifies the dominating factor for getting recommendations and displays them at the top of the
list, then a user would be biased towards those items. Nevertheless, the action of consumption is a probabilistic
one; it is not guaranteed that the top item would be consumed by the user, specially when there is some form of
explanation of the intention behind the recommendation (Grisse, 2023).

As discussed before, a RS is a filtering and ranking method for navigating large amounts of information. A
system that is not hiding any form of intention should perform its functions solely based on the RS algorithm
(e.g. content-based). Assuming that the model that the algorithm has of the user is accurate with respect to the
user’s preference (see Burbach et al. (2018)), such recommendations would be aligned with the user’s profile.
When there is a hidden influence in place, there can be modifications to such ideal mechanism, where options
are shown not in the best interest of the user but in a way that maximizes a particular metric for its designers. In
other words, items are prioritized differently than if they would have a pure numerical similarity with the user.
Even though this prioritization can be inferred by a black-box algorithm such as a neural network (Wei et al.,
2021), the focus here is on the designer’s intentions.

In terms of the actual model, this influence is modelled by adjusting the “priority” value of the items when
initializing them. The strategies are detailed in section 3. When there is no priority, the books are sorted by the
similarity between the items’ vector and the user’s, in descending order. When there is a random priority, some
books will have an initial maximum value, which guarantees their insertion high in the recommendation list. If
the user decides to consume them is a question that is closely related to nudging (see appendix A). Finally, when
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the priority is based on a book genre, all books which have the specific genre as the maximum category - books
have a vector with values per category - will be given top priority, resulting in a potential bias towards this type

of books.

Itis important to distinguish here between determining the existence of a quantifiable effect on users preferences
and the magnitude of such effect. If we think about the former, then we risk falling into a circular reasoning:
it will almost certainly be the case that users’ preferences will change if the priority changes, given that the con-
sumption of items is directly correlated to their position on the results. However, the model is built to measure
the latter. Moreover, the existence of agent decisions taken from probability distributions will allow for an ex-
periment that should be hard to estimate beforehand.

While this form of manipulation is explicitly built into the RS, there are other ways in which manipulation could
manifest. For instance, many platforms deploy models that are constantly learning about user activity. There
are subtle changes in the algorithm’s learning motivations that could pass undetected by their designers while
changing the behavior of the users (Carroll et al., 2023). Even though this is a clear example of manipulation
as hidden influence, the factors affecting the RS are inherent to the technology being used, which makes them
very hard to measure (Carroll et al., 2023). Establishing a relation between the RS output and the behavior
change in the user becomes a hard task without explicitly asking the user about their experience. This form of
manipulation is closely related to the reflective transparency definition (Andrada, Clowes, and Smart, 2023),
hence it is left out of scope from the model as it would be hard to simulate without real users.

2.2.2. Harm: a Change in User Preferences

By looking at the theoretical framework from this research, harm is part of the outcome of a manipulative action
(Jongepier and Klenk, 2022). Thus, harm as studied here is frustration of self-interest and undermining of
autonomy; it is a consequence of the action. This could imply that manipulation is a “success concept”, in the
sense that only when the target does as the manipulator intended, one can speak of the target being manipulated
(Wood, 2014). For instance, Richens, Beard, and Thompson (2022) define an action being harmful only if the
person being affected would have been better off if the action had not occurred. There are two considerations
that arise if we use this operationalization: 1) there is no objective definition of what “better oft” means, and 2)
it can lead to a beneficial change if read as its counterfactual: an action can benefit an individual if they are better
off had the action occurred. Even though the authors proceed by stating the expected value of a harmful event
from an individual’s actions, it is based on the assumption that “counterfactual reasoning is necessary for harm
aversion”. In other words, the only way in which a user can avoid this type of harm is by reasoning about the
hypothetical case of not being affected by the action. However, from the previous section we know that that is
not possible, since the influence exerted by the manipulator is covert and hidden from the user; there is no way
for the target to assess the scenario where the manipulator is not manipulating them if they do not know that
there are some hidden intentions behind the manipulator. Nevertheless, we can still consider this definition if
we assume that a) a change in user’s preferences need not be a requirement for an action to be manipulative, and
b) we are not concerned with the potential benefits of manipulation.

Additionally, the action itself could still be regarded as manipulative even when the attempt is unsuccessful since
the disrespect of the user’s autonomy is prevailed (Susser, Roessler, and H. Nissenbaum, 2019). From the op-
erationalization of manipulation described above, it becomes clear then that having a hidden intention is itself
an autonomy-undermining act which aims at frustrating the self-interest of the user by covertly guiding them
towards an outcome, regardless of the choice from the user.

Let us now narrow down the operationalization of harm from general manipulation to RS in particular. If we
understand harm as a disrespect to autonomy, the a RS can be harmful by undermining the autonomy of a user
when it has a hidden agenda. This could be achieved by taking advantage of the decision-making vulnerabilities
of the user and prioritizing items that the user might think they are on their best interest, resulting in a reduced
freedom of choice for the user (Grisse, 2023). If this is the case, then a user might be prone to consume items
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that are not aligned with their preferences thinking that they are. This would clearly represent a shift of decision-
making capabilities as the user would not have the full rational capacity to decide if they should or should not
consume an item based on the reasons why it was shown. Moreover, given that these algorithms are constantly
updating the digital profiles that they form of their users, the consumption of an unrelated item would modify
their digital profile in such a way that subsequent recommendations are shifted slightly towards the consumed
item’s characteristics (Hall, Johansson, and Strandberg, 2012), potentially changing the user’s behavior without
them noticing it. Therefore the operationalization of harm for this research is based on the following assump-
tions:

1. Disregard for successful consumption: the actual consumption of a prioritized item in a RS with a hidden
priority is not a necessary condition for a manipulative action, only the exposure to the hidden strategy

2. Harm as preference change: the degree of harm caused by a manipulative RS can be measured as the
change in the user’s preferences after being exposed to prioritized items

With this assumptions in mind, we can proceed to build a model where each user’s preferences are measured
before and after they are being manipulated with multiple prioritizing strategies. Depending on the magnitude
of this change, it can be quantified how harmful was the strategy for the user.

2.2.3. Social Influence

The use of large social media platforms has given rise to extensive digital social networks that exhibit complex
behavior as the network grows larger. One of such effects is that of social influence, which is defined by Cercel
and Trausan-Matu (2014) as the “power exerted by an individual « on an individual 4, having the effect of change
on the opinion of the individual 4”. This influence has multiple properties and can be measured in different ways,
most of which are related to network metrics (Peng, G. Wang, and D. Xie, 2017). For instance, a platform like
Twitter can be modelled as a directed graph where each node represents a user and each directed edge represents
one user following another (Himelboim et al., 2017). The magnitude of such link could be measured by the
interactions between followed and follower, using likes, retweets or comments as the data source. The capacity
to study social networks like this has given rise to social influence analysis, where specific methods can be used
for measuring how opinions are propagated in a network - ABM, for instance (Yin et al., 2019).

Social influence analysis is a broad topic on its own and it is out of scope for this thesis to explore its application
to the present model. However, a social platform that contains a recommendation product (e.g. GoodReads)
manifests influence from two sources: the RS and the social network. Moreover, the magnitude of one of such
influences could have a positive or a negative effect on the other (Peng, G. Wang, and D. Xie, 2017). Therefore,
it seems relevant to include both effects in the model. Ziegler and Golbeck (2007) have already shown empiri-
cally the tight correlation of trust between users and their interest similarity, where the more similar two users
are, the more they trust each other and vice versa, without necessarily a causal relationship. This result is closely
related to RS since a collaborative-based RS takes advantage of peer-to-peer interactions to come up with rec-
ommendations. Since I am focusing on a content-based RS, the social influence exerted upon some user will be
derived from the consumption history of the most similar user. The model will simulate this relationship as a
“following-follower” one, where a user can receive notifications when someone they follow has read or reviewed
abook. Given the close trust and similarity between these users in terms of preferences, the consumption history
will have more relevance than the recommendations from the platform.

2.2.4. Transparency

One way to make a system overt is by making it transparent. Nevertheless, transparency can be understood from
different perspectives and can have many implications. Given that the purpose of this research is not to charac-
terize transparency, the term will be used for operationalizing the shift from covert to overt by the proportion
of the population who is exposed to the intentions of the algorithm, as it breaks the first condition of the covert
influence operationalization described in section 2.2.1. Therefore, it is briefly discussed below.
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In particular, technological transparency has been discussed from a sociological perspective - related to the ac-
climation of humans with technology to a point that they perceive it as clear (Van Den Eede, 2011) - and from
an ethical one - related to the ways in which technology can or should be open to its users (Andrada, Clowes,
and Smart, 2023). The former helps to explain why the familiarity of users with technology is a facilitator of
manipulation as platform designers can exploit the inherent belief in transparency from the technologies. We
will now focus on the latter.

According to Andrada et al. (Andrada, Clowes, and Smart, 2023), transparency can be divided into two cate-
gories: 1) reflective transparency, our ability to peer into a technology, and 2) transparency-in-use, our ability to
see through a technology. In other words, the former is focused on the inner workings of a system (e.g. the ways
in which a machine learning algorithm arrives to a conclusion) while the latter is focused on the more abstract
purpose of the technology (e.g. the goals of a machine learning model designer or owner). There is a clear map
of these two categories to the intent aspects discussed above. However, more emphasis has been put on the re-
search of reflective transparency, through the use of better explanations of RS predictions (Meske et al., 2022).
Yet, the sole act of providing an explanation can also be considered a form of manipulation (H. Wang, 2022),
thus resulting in a complex situation with a blurry boundary of demarcation.

Therefore, for the sake of simplicity and for the purpose of this research, transparency will be defined as
transparency-in-use, where users will be given or not the actual intention of the RS designers to influence their
decisions. For instance, when a third-party pays for an item to be prioritized, users could be shown the item with
a higher ranking but under a “sponsored” label. It will be assumed that this actions would make the intentions
of the manipulator overt, allowing for a comparison with hidden influence. I refer to users who have not been
exposed to the transparent mechanism as Zgnorant or naive.



Method

3.1. Model

The following section contains the details about the ABM model. After doing a quick overview of the model,
I proceed by explaining each component through 5 subsections, covering a description of the dataset, the veri-
fication and validation analysis, the experimental set-up, the sensitivity analysis, and the rationale behind each
experiment. Assumptions and decisions are justified accordingly, as well as a description of the implementation
of the modeling cycle (Dam, Nikolic, and Lukszo, 2013).

3.1.1. Overview
The general purpose of the model is to understand how user preferences of book categories change when the
users are exposed to prioritised and non-prioritised recommendations from a RS during the course of 1.5 years.

In order to exemplify the ways in which users become aware of such prioritisation, there is a percentage of the
users who are naive or ignorant about the real intentions of the algorithm. Additionally, users can be subject
to reviews of books consumed by their peers, resulting in an overt influence exerted upon them, not by the
algorithm but by the environment.

A visual description of the flow of actions for a user is shown in figure 3.1. Let’s assume that Sam is an avid
reader. She reads two books per month on average and she is a frequent user of GoodReads, going into the
platform everyday, even if she does not wish to get a recommendation for a new book. After finishing a book,
Sam normally requests a new book from the “recommended for you” section in the platform, which returns a
list or books that she might like. Since she trusts the recommendations given by the algorithm, she does not take
much time scrolling through the whole list and she normally picks one of the top choices. After adding the book
to her GoodReads list, she goes to the closest bookstore and buys it. After a couple of weeks, when she finishes it,
she returns to the list and adds a review about the book. Each action has a corresponding method in the model

(see figure 3.3).

As suggested by J. Zhang et al. (2020), the model has three elements from a conceptual perspective: user popula-
tion, item population and recommendation engine. Below is an overview of what each of these elements refers
to:

* User population: the users that consume recommendations. In the case of this specific implementation,
this would refer to the readers.

15
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Figure 3.1: Example of single step flow for an agent

* Item population: the items that are recommended. In the case of this specific implementation, this would
refer to the books.

* Recommendation Engine: the RS that predicts items for users. In the case of this specific implementation,
this would refer to the platform (i.e. GoodReads).

Figure 3.2 shows an overview of the components and its functionalities. The recommendation engine is in charge
of controlling the flow of information and the interactions between users and books. The boxes represent the
components and the arrows represent the flow of actions. Dotted arrows are used for optional actions. Most of
the relations between users and books are managed by the recommendation engine, except for the cases where a
user reviews a book. The reason why the “update” arrows are pointing in opposite directions is because a user
instructs the recommendation engine to update its attributes once it consumes an item, whose attributes are
then updated by the recommendation engine. In a way, the item agents are idle, in the sense that they are not
dynamically changing or affecting the inner workings of the engine. It is the users that are updating the engine
with their behaviour. There are mainly two types of actions: retrieve and update. The former refers to obtaining
some information from the model while the latter refers to changing values within the model, similarly to the
read and write functionalities in file permissions. The only reason why I did not choose that naming convention
is because the retrieval of information involves many calculations that seem to be more than a mere query.

3.1.2. Dataset

The dataset used is a book reviews dataset from the Goodreads platforml. It contains 2,360,655 books, 876,145
users and 228,648,342 interactions, separated into multiple CSV files. The dataframe of the model was created
by loading and pre-processing two datasets: goodreads_interactions.csv and goodreads_book_genres_initial
.json. The former contains all user-item interactions while the latter contains information about books. Table
3.1 shows the columns and description of each column for both datasets.

1GoodReads dataset repository


https://mengtingwan.github.io/data/goodreads
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Figure 3.2: Overview of model components and methods

Table 3.1: Description of Goodreads datasets columns

Column name || Dataset Description

user_id Interactions | Unique user identifier

book_id Interactions | Unique book identifier

is_read Interactions | Boolean indicating if the book was read or not

rating Interactions | Rating given by the user as integer between 0 and 5

is_reviewed Interactions | Boolean indicating if the book was reviewed

book_id Book genres | Unique book identifier

genres Book genres | JSON object with genres as key and count of occurrence as value

Two Pandas dataframes were created from these datasets. Below is the list of book genres:

fantasy

non fiction
mystery
young adult
graphic
thriller
paranormal
romance
history
biography
historical fiction
comics

pOCtl’y

crime
children

fiction
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Figure 3.3: Flow diagram of one simulation run step

3.1.2.1.Data Pre-processing
The pre-processing of the model dataframe consisted on the following steps:
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1. Sampling: extracting a subset of random users from the Interactions dataframe

2. Processing of raw users:

(a) Filter thresholds: extracting users that read books between the threshold values: 5, 20 and 50 (see
section 3.1.3)

(b) Sampling personas: sampling the same number of users per reader persona (see section 3.1.3) to
match initial number of users parameter

(c) Add persona: add reader persona as the corresponding category: low, mid or high
(d) Add ignorance: making the same proportion of users ignorant in all cohorts of reader personas
3. Ratings transform: normalizing ratings to float values between 0 and 1

4. Book filtering: selecting from Book genres the books that were part of the interactions that resulted from
the sampling of users

S. Genres reformat: reformat genres to a dictionary with each separate genre as key and total count as value

6. Merging: merging Interactions and Book genres by book ID as an inner join

The model dataframe contains all information relevant for the model. Two more dataframes were derived from
it, one belonging to processed user data and another to processed book data. This way the input for each agent
model could be managed separately.

The pre-processing of the books dataframe consisted on the following steps:

1. Group by book: segmenting the model dataframe by book ID

2. Aggregating values: perform aggregations of columns based on the following functions:

(a) is_read: sum, number of users that read the book
(b) is_reviewed: sum, number of users that reviewed the book
(c) rating: mean, average rating received

3. Genres transform: transform genres into a “vector” column as a Numpy one-dimensional array with each
genre as column and the count of occurrences as row

4. Calculate priority: add a “priority” column with values between 0 and 1 for each book based on the pa-
rameter of the model. The possible options are discussed in section 2.

The pre-processing of the users dataframe consisted on the following steps:
1. Boolean genre column: adding a column with a boolean value if the genre count is larger than zero
2. Group by user: segmenting the model dataframe by user ID
3. Aggregating values: perform aggregations of columns based on the following functions:
(a) is_reviewed: sum, number of total books reviewed
(b) is_read: sum, number of total books read
(c) rating: mean, average rating given
(d) book_id: list of book IDs interacted with

4. Reading probabilities: calculate read probability for each user based on their user persona (see section
3.1.3)

S. Genres transform: transform genres into a “vector” column as a Numpy one-dimensional array with each
genre as column and the count of occurrences as row
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6. Book score calculation: adding a book score to each book ID by normalizing the user’s vector and calcu-
lating the cosine similarity for each book in the book_id list as suggested by Kibe (2023), where the cosine
similarity between two vectors A and B is defined by equation 3.1:

A-B

So(4.B) = 1a78] 3.1

7. BookID transform: transform book_id into a dictionary with the book ID as key and the cosine similarity
as value

8. Social influence: if toggled on, get a list of the 5 followed users per user, based on vector similarity

9. Cache similarities: for content-based RS, pre-calculate similarities with top books in order to avoid run-
ning the calculations for all users in all iterations

3.1.3. User Personas

As mentioned before, the degree of consumption of items in RS does have an impact towards how much can
users be influenced. Notall users consume books with the same frequency or ratio. According to Pew Research,
the average number of books read per adult in the U.S. in 2015 was 12, while the median was 4 (Perrin, 2016).
From another poll, it was concluded that less than 1% of the population reads more than 50 books per year
(Van Dam, 2024). Moreover, while the data from GoodReads might suggest that there are users that read many
more books?, this is often exaggerated by the people who participate in those polls or by the way in which users
demonstrate that they have read a book; there is no formal proof, so anyone who clicks on “read” is counted
as someone who fully read the book. Taking all of this information into account, I came up with three user
personas for dividing the population into different reader personalities:

* Casual reader: 0-5 books per year
* Selective reader: 6-20 books per year

* Avid reader: 21-50 books per year

The reason why I capped the last category up to 50 books was to avoid any outliers of users who might have
“read” thousands of books, thereby introducing biases to the data. Lastly, when initializing the model, I made
sure that I was always selecting an even amount of users per category, so that the results were nicely distributed
among each user persona.

These personalities are operationalized in the model by modifying the probability that a user will ask for a recom-
mendation. In other words, they determine how often are users interacting with the model. Given that in this
model, one step corresponds to one day, the associated probability is the middle-point number of books that
each persona consumes per year divided by the number of days in a year. For simplicity, I rounded the number
of days to 360 and I rounded each probability to four decimal points. Therefore, the reading probabilities of
the default threshold values (i.e. [5, 20, 50]) for each reader persona would be the following:

* Casual reader: round(2 - 1= 4) = 0.0069

2 " 360"
* Selective reader: round((2%52 + 5) - 545,4) = 0.0347
* Avid reader: round((2%52% + 20) - 555, 4) = 0.0972

Regardless of the number of steps, these probabilities would yield the expected value of books read during the
time window. In every iteration, each user agent gets a random value between 0 and 1 (without seed). If this
value is lower than the read probability, then the user gets a recommendation list. Otherwise they skip the current
iteration. This behavior will return the average consumption after many steps. More details about the logic can
be found in section 3.1.4.2.

2GoodReads poll - How many books do you read in a year on average?


https://www.goodreads.com/poll/show/262628-how-many-books-do-you-read-in-a-year-on-average
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3.1.4. Model Set-up

The general simulation framework proposed here follows the functioning of a traditional RS, where each user
is able to get a list of recommended items from the system and consume one if they wish to do so. Afterwards,
they can review the item so that other users are able to view the item’s rating or the opinion of the user if made
public. Since the purpose of the model is to determine an evolution of user preferences, there is a time-step
function in charge of advancing the state of the simulation in each tick. For each step, all agents are activated
randomly and proceed to decide if they should interact with the RS or not. Such decision is a probabilistic one
depending on their user persona. If they happen to request a new recommendation, the items that they have
already consumed are removed from the list when they get a set of recommendations, as it is rarely the case that
a user would consume the same book twice within the same platform. Since books are items that are consumed
mostly on a weekly or monthly basis, the size of the steps was chosen to symbolize one day. From the perspective
of the items, their evolution was not part of the scope of this thesis, thus the only relevant information became
the history of consumption. Even though other researchers introduce temporal variables to the model (e.g. item
lifespan, item creation or item destruction (J. Zhang et al., 2020))), GoodReads is a platform that maintains its
items static, as its core product lies on having the largest possible book catalogue. Likewise, from the perspective
of the users, there is no temporal change in the number of agents through time, under the assumption that using
a sample of 150 users is already too small for a platform the size of GoodReads.

Inareal RS, the recommendation engine that is in charge of generating the recommendations would be typically
a machine learning model, taking in the profiles of the users as input and returning a list of items based on a
measurement of each item’s probability of consumption. Since these models can quickly become very complex
and since they are not the object of study for this thesis, I followed the existing approach in the literature for
simulating such generation (Kibe, 2023). In this case, the only information relevant for the recommendation
engine is a vector representation of the user preferences, determined by the item attributes in their consumption
history. In the case of a book RS, if a user read more books about thriller than about history, then their vector
of preferences would be shifted towards this genre. As books also have a vector representation of their own
attributes, I can use a similarity score between a user and a book to obtain how close they are (see equation 3.1).
Some RS models use a feedback mechanism to update the digital profiles that they might have about a user. The
feedback could be direct (i.e. providing a review) or indirect (i.e. triggering an event, such as consuming a book
or searching for a book). For the present case, the vector of preferences from a user gets updated when a user
consumes an item, effectively simulating the feedback needed by the engine to modify its predictions.

The actual implementation of the model does not have the components described in section 3.1.1 clearly sep-
arated, since some functionalities that belong to the recommendation engine capabilities might be performed
within the item or user agent models. Table 3.2 contains the main components of the user agents, where sub-
table 3.2a describes the initial values of each variable as provided by the user dataframe and sub-table 3.2b de-
scribes the main functions. Furthermore, table 3.3 has the same information but for the items. For user agents,
the main difference between books and books_consumed is that the dictionary in books contains all books, in-
cluding those before and after the simulation, while books_consumed only contains a list of the books that have
been consumed after the simulation begins. This is only for making easier the access to a user’s consumption
history after the run ends.

3.1.4.1.Model Initialization

From the general model perspective, the initialization parameters can be read in table 3.4. Additionally, there
is a Results object that manages the creation of directories when each simulation starts, as well as the storing
of CSV files containing the results of the simulation. This way the data becomes accessible for data analysis
without requiring any changes to the main code. There are multiple variables whose purpose is to speed up the
initialization and to maintain uniformity in the loaded data:

* dummy: mostly for testing purposes. Uses a very small pre-loaded CSV file with user-item interactions
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Table 3.2: User agent model set-up
(a) Variables
Name ‘ Description ‘ Initial Value ‘
unique_id Unique identifier for agent unique_id
model RecommenderSystem Mesa model RecSysModel
user_id User ID from original dataset user_id
books Dictionary with books interacted and similarity scores book_id
n_reviews Number of reviews given by user is_reviewed
mean_rating Average rating given by user rating
n_books Number of books read is_read
vector User preferences vector from genres distribution vector
read_proba Probability of reading an item read_proba
ignorant Whether the user is ignorant of the manipulation or not | ignorant
similarities Dictionary with top books and their similarity scores similarities
should_update_similarities || Whether the similarites should be updated False
books_consumed List of books consumed after simulation starts empty list
following List of followed users for social influence following
(b) Methods
Name H Description ‘

get_review_probability
find_most_similar_agent
get_social_influence_books

get_top_books

get_recommendations

pick_choice

update_similarities

update

Calculate probability of reviewing an item as number of reviews divided
by number of books read

Find the most similar user agent by computing the cosine similarity be-
tween their vectors

Get list of consumed books by followed users if social influence is True
Get top 1 books by vector similarity. If content-based, then calculate
against all books. If collaborative-filtering, then calculate against most
similar agent’s books

Get a fixed number of recommendations by combining the result from
get_social_influence_books and get_top_books, depending on the RS
type. Items are ordered and displayed according to the inverse exponen-
tial equation 2.1, excluding books from the books_consumed list

Pick a random choice from the recommendations weighted by the inverse
exponential of their order

Update similarities of content-based recommendations when a book has
been consumed, in order to avoid calculating values in each iteration

If item was consumed, update vector and increase the list of books read
with it

e df: user-item interactions dataframe, with the same format as the one described in section 3.1.2.1

* df_items: processed items dataframe. If it is not given, the model attempts to generate it from df

* df_users: processed users dataframe. If it is not given, the model attempts to generate it from df and
df items

Since the pre-processing of items was independent of the experiment, both df and df_items were passed as con-
stant values when there were multiple runs of the same configuration. However, the pre-processing of df_users
was dependent on the experiment. Therefore, this dataframe was generated from df and df_items in each exper-
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Table 3.3: Item agent model set-up

(a) Variables
’ Name H Description ‘ Initial Value ‘
unique_id Unique identifier for agent unique_id
model RecommenderSystem Mesa model RecSysModel
book_id Book ID from original dataset book_id
n_reviews Number of reviews given to book is_reviewed
mean_rating || Average rating given to book rating
n_read Number of users that read the book is_read
priority Whether the book has a hidden priority or not | priority
vector Vector from genres distribution vector
(b) Methods
’ Name H Description
update If item was consumed, update vector and increase n_read and n_reviews

accordingly

iment. The seed was left as a constant per experiment, hence each run per experiment was initialized with the
same configuration, making the execution of the simulation easy to reproduce.

Lastly, even though there was an option to modify the number of recommendations that should be displayed

as a list, the exponential decrease of the probabilities of consumption yielded very low values beyond 10 items.

The initial value of 50 was left as a constant for all experiments, as it had very little impact on computational
performance and it would have needed to be lower than 5 to have a relevant effect on the outcome, which does

not seem too realistic.

Table 3.4: Model initialization parameters

’ Parameter H Description ‘ Default Value
n_users Total number of users to extract from datasets 2
steps Number of steps per simulation run 1
priority Type of priority None
dummy Use of pre-loaded data False
seed Random state None
thresholds Book limit thresholds for reader personas [5, 20, 50]
ignorant_proportion || Proportion of ignorant population 1.0
rec_engine Type of RS content-based
df Pre-loaded model dataframe Empty dataframe
df_items Pre-loaded items dataframe Empty dataframe
df_users Pre-loaded users dataframe Empty dataframe
initial_store_path Path to directory to store new files or None for new directory None
n_recs Number of recommendations to display 50
social_influence Whether recommendations can be prioritized based on social influence | False
run_type “results” or “sensitivity” for sensitivity analysis results
verbose Print non-essential outputs to terminal False
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3.1.4.2.Model Logic

Once the model has been initialized and the agents have been created using the dataframes provided by the pre-
processing steps, then the model is run by executing the logic described in the pseudo code algorithm 1. This
fragment contains the specific steps executed; figure 3.3 shows the same logic as a flow diagram. The procedures
in lines 5, 7, 8, 9, 11 and 13 are methods from the user agent model, as described by table 3.2b, whereas the
procedure in line 17 is a method from the item agent model. Lastly, the procedures in lines 20 and 22 belong to
generic model methods:

* collect_data: Mesa’s datacollector helper class contains this method for gathering data in each iteration.
The variables to be gathered need to be declared beforehand. The method is called after a complete step
for all agents has been finished, thus it records data for every agent in every step, even when the agent did
not have any interactions. The variables collected are:

— agent_type: type of Mesa model agent

— Vector: agent vector

— user_books_consumed: list of books consumed by user
— item_n_read: number of times a book was read

— item_n_reviews: number of reviews given to a book

— item_mean_rating: average rating given to a book

* store_results: store the results of the simulation run asa CSV file using a Pandas dataframe, in the location
selected by the initialization parameters or the directory created

Algorithm 1 General model logic

1: fori < 1to stepsdo

2 for j < 1ton_usersdo

3 agent < random user agent

4 random_activation < random value between 0 and 1

5: read_probability < get_read_probability(agent)

6 if random_activation < read_probability then

7 recommendations < get_recommendations(agent)
8 book < pick_choice(agent, recommendations)

9 similarity < update(agent, book)

10: random_review < random value between 0 and 1
11: review_probability + get_review_probability(agent)
12: if random_review < review_probability then
13: user_review <— similarity

14: else

15: user_review <— None

16: end if

17: update(book, user_review)

18: end if

19: end for

20: collect_data()

21: end for

22: store_results()

The complete Python implementation of the model and agents objects is detailed in appendix B.
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3.1.4.3.Type of Recommendations

The original implementation of the recommendation engine included a purely content-based RS, where predic-
tions of items would be calculated based on the similarity between all items and a specific user. However, since
a simple set-up of 100 users yielded more than 40k items on average, for every activated user (i.e. a user that
passes the threshold of consumption with which it was initialized) in every iteration there would be 40k cosine
similarity calculations to get the list of recommendations. This was computationally demanding for a laptop.
Hence, the type of recommendation was switched to a collaborative filtering one, where the activated user would
be compared first with the rest of the users to get the most similar one and then compute the cosine similarity
only between the items consumed by the most similar agent and the activated user’s vector. For instance, if the
user with the maximum number of items consumed was 50 in a sample of 100 users, then for each activated user
there would be 150 cosine similarity calculations, which is drastically lower than the 40k that would be needed
for a purely content-based recommendation engine.

Nevertheless, this decision was made before the reader personas were implemented. Given that the reading prob-
abilities of getting a list of recommendations were decreased after the implementation, the algorithm was suffi-
ciently sped up to try the content-based type of RS again. This is slightly preferable since it can include books
that are not restricted to a single user’s consumption history and it has been the most widely used type since
the first applications of RS (Aggarwal, 2016). Additionally, I added a restriction on the number of books to be
loaded, since there were users who interacted with many books without reading them. This caused a difference
in magnitude of 6 times the pool of initial books than what would be expected based on a normal person’s read-
ing habits. Lastly, to make the computations more efficient, I mimicked the way a cache works by calculating
all book similarities initially and only updating them when a user consumed a book, thereby changing their own
vector of user preferences. If a user did not get a recommendation list, no similarities would be calculated.

3.1.4.4.Model Outcome

Since the purpose of the model is to understand the change in user preferences of a user, the way to obtain such
change is by comparing the initial state of the user’s attributes to their end state. The preferences of a user are
modeled as a vector representing their consumption of items by book genre. Therefore, the outcome of the
model should be a measure of the vector change in the period of the simulation, specifically the change in di-
rection, as that would represent a change in book genres consumed. One metric that has been used in similar
studies for measuring such change is cosine similarity (Kibe, 2023). The general formula for calculating the co-
sine similarity between two vectors has been described as equation 3.1. Since there were 20 runs per experiment,
the cosine similarities were aggregated as averages per user. Therefore, the final value of the difference for user
agent A was obtained with equation 3.2.

VectorDif f(A =30 Z Sc(Aiy,s Aisgo) (3:2)

Where S¢ is equation 3.1, A; represents the set of vectors of A in the it simulation run and the sub-script of %
represents the specific step within that run.

Moreover, in order to compare the results from the different experiments more directly, I calculated the average
change in cosine similarity (ACVD) using equation 3.3. ACVD measures the change in user preferences in each
experiment as a single percentage value.

150

ACVD =(1— Flo Z VectorDif f(A;)) - 100 (3.3)
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The input for these formulas is a 16-dimensional vector, with each book genre representing a dimension. An
example of such vector would be the following:

[965, 336, 0, 14576, 0, 0, 14576, 336, 88, 1253, 1253, 1253, 0, 0, 14576, 0, 12041]

Where the indexes with the maximum value of 14576 are 3, 6 and 14, which correspond to mystery, thriller and
crime respectively. The second highest value of 12041 is at index 16, which is fiction. Lastly, the third highest
value of 1253 was shared between indexes 9, 10 and 11, which are history, biography and historical fiction. If
the cosine similarity is computed between this vector and another one, the result would show how different is
the angle between both, in other words how similar are the values of each genre relative amongst them. If a
user with this vector ended up consuming many mystery books, then the value in the third index would increase
substantially, changing the overall direction of the vector. This would mean that the user is changing their user
preferences as mystery was not part of their initial preferences.

3.1.5. Verification and Validation

When creating an ABM, it is imperative to make sure that the model represents what the designer intended and
that the output is relevant for the experiment tested. These requirements are defined as model verification and
model validation. The following subsections contain a brief description of each and an explanation for how they
are being accounted for in this model.

3.1.5.1.Model Verification

Model verification is aimed at checking that the conceptual model was translated correctly into a computational
model. Since computers will perform whatever they are told, we need to make sure that they are being told the
correct information. This is not a trivial task, specially when dealing with socio-technical systems where agents
might be acting based on non-deterministic rules (Dam, Nikolic, and Lukszo, 2013). However, there are some
guidelines for reducing the chances of erroneous design choices. In particular, Dam et al. (Dam, Nikolic, and
Lukszo, 2013) propose four aspects to take into consideration. Table 3.5 contains the way in which each will be

addressed.

For this specific model, the verification was done by selecting one random user from the initial database and
running a simulation of 50 steps with the default parameters: no strategy, ignorance towards the hidden priority,
no social influence and content-based. Given that a casual reader user persona would have a probability of 0.007
of reading a book, it could be the case that the chosen user would not have consumed any book in those 50
steps. Therefore, the user chosen for the simulation belonged to the selective reader user persona. In order
to guarantee that the user would consume at least one book, the dataframe of items was initialized previously.
Otherwise, the user would not have picked a recommendation because all items were fetched from their own list
of books consumed. The results of the verification run were recorded per step and stored as a CSV file after the
simulation ended.

The ID of the user chosen was 711908. They were a selective reader with 15 books in their consumption history,
mostly fiction and fantasy. When the simulation finished, they had consumed one fantasy book at step 34. Since
the number of books they had previously read was not very large, but the consumed book had a very similar
vector of attributes to the user’s vector, their preferences did not change much in the end. Nevertheless, it was
clear that the simulation ran smoothly as the position of fantasy and fiction in their vector increased by 1.

Since there was no social influence and no other users, the interactions of the user were limited to the recommen-

dation engine, which yielded a list of recommendations just once. The default strategy of no hidden influence
g y ) gy

provoked a choice of item that was very similar to the user’s preferences. Given that they were ignorant to the hid-

den strategy, it did not make them “suspicious” for scrolling down the list of recommendations for somethin
gy g g

more according to their taste.
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Table 3.5: Model verification steps and the action(s) taken to address them

Step name (Dam, Nikolic, and || Implementation

Lukszo, 2013)
Recording and tracking agent be- || For each step, all agent behaviour is stored using Mesa’s Data Col-
haviour lector object. After the simulation run is completed, the data is ex-

tracted as a Pandas dataframe and stored in memory as a CSV file
using the Results helper object.

Single-agent testing The model allows for selecting a minimum of one user but with
items from the rest. Even though the type of RS is content-based,
the items loaded cannot belong entirely to the user’s consumption
history.

Limited interaction testing Type of priority can be adjusted to not prioritize any item, so that
interactions between users and items are carried out purely from
the similarity between both. Additionally, the number of steps can
be set to one to minimize number of interactions.

Multi-agent testing By comparing the previous single-agent and limited testing with the
benchmark model, we can assess the emergent behaviour of multi-

ple agents interacting. Furthermore, some variability can be intro-
duced by keeping the benchmark model’s parameters static except
for the number of agents.

3.1.5.2.Model Validation

Model validation is aimed at checking that the computational model represents a real-world system. When de-
signing a model, there is one or more hypothesis to be tested. If a model is built correctly, its output should help
to validate the hypothesis. Nevertheless, depending on the specific case, it can be very difficult to gather data
from a real system (Dam, Nikolic, and Lukszo, 2013), either because the simulation takes place in future states
or because the real system does not have this data available (as is the case with the Goodreads dataset; there is
no temporal variable in the dataset that could help us to infer future agent behaviour). In such cases, the vali-
dation process focuses on the usefulness of the model. As with verification, Dam, Nikolic, and Lukszo (2013)
provide four steps to validate the output, which are described in table 3.6. While the verification steps should
all be required, the validation steps are not. Hence, not every step is implemented for this model.

As mentioned in section 2.1, there have not been many studies that model manipulation with an ABM, regardless
of the specific system. This lack of evidence poses an obstacle for properly validating both the model and the
results. Furthermore, in terms of effect, there has not been any study that measures the effect of manipulation on
user preferences using an ABM. Nevertheless, there are three studies that can serve as a baseline for determining
the validity of the framework chosen, even if the actual implementation diverges in comparison to this model:
the work of J. Zhang et al. (2020) for the creation of the RS through an ABM, the work of Kibe (2023) for the
simulation of a book RS using cosine similarity instead of a machine learning model, and the work of Zhu et al.
(2024) for the modeling of user preferences and its changes derived from a RS.

From the perspective of user-item interactions, J. Zhang et al. (2020) build a design framework where the RS
is divided into three components. These components have already been discussed extensively, but it is worth
noting that the mechanisms in which they operate between them are very similar to the setup proposed in this
study. Their model uses data from Netflix and Yahoo! Music. Both of these datasets contain items that can
be described with the same variables as the ones used for books; mainly, a vector representation of the item’s
attributes. Their work also provides a way for randomness to be incorporated to the model, thus mimicking
the decision-making process of a user when interacting with the platform. In terms of results, they measure the
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accuracy of their RS, as well as the diversity and relevance of the items recommended. Since there is no mention
of manipulation, both the consumption strategies and the outcomes of the model have little similarities with
the purpose of this thesis.

From the perspective of generating recommendations, modern RS employ a combination of multiple machine
learning and deep learning models that are highly complex and which interact between them for different tasks
(Gano and Morisio, 2017). Building a model such as these is hard and computationally demanding. However,
some authors have explored the use of cosine similarity for calculating the items that best fit a user, based on a
vector representation of the attributes of both. In particular, the work of (Kibe, 2023) provides a manual for
building a book RS using such metric instead of a deep learning model. They also use a dataset from GoodReads
(though not the same one) to test the accuracy of their model. The calculation of the recommendations is very
similar to the one used here. Yet, as with the previous study, they do not mention manipulation nor they build
an ABM. Their study is mostly a showcase of how to simulate a book RS.

Lastly, and perhaps most importantly, the work of Zhu et al. (2024) provides a very similar experiment to the
one of this model. They do attempt to measure the effect of manipulation on user preferences using some
form of simulation, although it is not clear that they built an ABM, as the type of simulation is never explicitly
referenced. Moreover, their definition of manipulation is discussed very briefly and diverges slightly from the
covert influence account, as they assume that a RS has successfully manipulated a user’s preferences if a) the
user’s preferences change from their initial state to their final state after interacting with the system, and b) the
change results in an increase in the platform’s revenue. The second clause of this definition is not relevant for
this thesis, however the first one is one of the requirements I proposed in the operationalization of manipulation
(see section 2.2.1). This is an important validation for the way in which the present model attempts to simulate
the effect of a manipulative RS as a change in user preferences. Furthermore, they segment their work in four
stages:

1. Initial preference calculation: this step refers to the pre-processing steps described in section 3.1.2.1 for
calculating each agent’s vector

2. Training data collection: since they make use of machine learning models, this step refers to the collection
of the input data for its training. This could be similar to the extraction of user-item interactions from
the public dataset, but there is a clear difference as to how the data is used

3. Algorithm training and interaction: this refers to the training of the models, which is not relevant for this
thesis

4. Metrics calculation: in order to compare their experiments, they define a set of metrics with which to
measure the results. Some of them are very similar to the ones I proposed

It seems like stage 1 and 4 are the most relevant for my thesis, as they touch upon processes that are very similar
between both models. Regarding the fourth stage, two of the metrics that they define are click-through rate
(CTR) and preference shift (PS). The former is basically an extension of the equation 3.1. The latter is calculated
as 1 minus the similarity between the set of recommendations favored by the user in the initial step and the final
step, which is a very similar measurement as the complement of equation 3.2. Since they are focused on the
individual relevance of each item in the list of reccommendations, the variables are somewhat different. However,
the general purpose of both metrics is the same as the one I aim for: the relevance of a recommended item for a
user to choose and the change in user preferences between the start and the end of the simulation. In section 4
I proceed to compare the actual results of their work and the ones obtained from my model.

With these three considerations, it can be argued that the chosen implementation of the model is a valid one,
despite its differences and the lack of a study that contains all elements: manipulation, book RS, and ABM.



3.2. Sensitivity Analysis 29

Table 3.6: Model validation steps and the action(s) taken to address them

Step name (Dam, Nikolic, and || Implementation (if existent)
Lukszo, 2013)
Historical replay Unfortunately there is no historic data available for this dataset.

Therefore, the only way to try to reproduce the emergent behaviour
is by choosing different samples of users for each experiment. The
randomization can be controlled by setting the initial seed

Expert validation The RS aspect of the model can be validated with the advisor for
this thesis. However, there is no clear research done on modelling

manipulation of RS, so experts in this type of setup would be scarce.

Literature validation Most of the validation is done through the literature review. As
mentioned before, the experimental setup was based on the work
of J. Zhang et al. (2020). The works of Kibe (2023) and Zhu et al.
(2024) are used as benchmark too.

Model replication For the scope of this thesis, there is no second model that can be
used for comparison. Further research could explore this option as

a'way to improve results (for instance, by choosing different recom-

mendation strategies).

3.2. Sensitivity Analysis

Sensitivity analysis is a method that has proven to be very useful in ABM for exploring the impact of the model’s
parameters on its output ( Thiele, Kurth, and Grimm, 2014). This information is helpful for understanding the
behaviour of the model to better draft the hypothesis or experiments to test. Broadly speaking, it consists on vary-
ing the parameters of the model and running simulations under each variation while measuring the outcomes.
There is not a single method to perform this, but the most popular is OFAT (one-factor-at-a-time) (Ten Broeke,
Van Voorn, and Ligtenberg, 2016). This consists on selecting a fixed map of parameter settings while modifying
the value of a variable parameter, then repeating this for the rest of the parameters. The most important con-
tribution of this method is that it gives a clear description of how a single parameter affects the output of the
model and the magnitude of such influence.

For the current model, the main parameters that could be modified upon starting the model were priority, igno-
rant proportion and social influence. The scenarios for each sensitivity experiment resulted from obtaining the
possible combinations of the values shown in table 3.7.

The possible values of the priority variable were the domain of rational numbers between 0 and 1, and the list
of book genres available. When the priority was equal to 0, the model would perform as if there was no hidden
strategy selected. This corresponds to the model returning recommendations purely based on the cosine simi-
larities between user and item vectors. Likewise, if the priority was 1, then all books would be prioritized, which
would be equivalent to a completely random generation of recommendations. For the strategies involving a ran-
dom sample of prioritized books, the values chosen were the decimals between 0 and 1. This selection is granular
enough for assessing the differences between small variations but large enough to avoid running too many sim-
ulations. As for the strategies involving book genres, since it is a categorical set of values, all genres were chosen.
From the model implementation perspective, the chosen strategy determined the place of the prioritized items
in the recommendation list returned to the user, overwriting the position that would have been reserved for the
most similar items.

Similarly, the possible values of the ignorant proportion variable were the domain of rational numbers between
0and 1. However, the purpose of varying this parameter is to determine if having a sample of users being aware
of the hidden strategy would have an effect on the change in user preferences, not how many users would be
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’ Parameter ‘ Type ‘ Value(s) ‘

Priority Variable 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, fantasy, fic-
tion, non_fiction, mystery, young_adult, graphic, thriller, paranor-
mal, romance, history, biography, historical_fiction, comics, po-
etry, crime, children, fiction

Ignorant  pro- | Variable 0.5,1.0

portion

Social influence | Variable True, False

Steps Static 360

N users Static 150

Thresholds Static [5, 20, 50]

Engine Static content-based

N recs Static 50

Table 3.7: Sensitivity analysis parameters

needed for causing such effect. Therefore, the selection of possible values was reduced to either 0.5 or 1: either
half of the population was ignorant of the hidden strategy or all the population. By running a simulation for
each priority value in the sensitivity analysis, it would be clear to determine if ignorance contributed to the
effect. Even though the results of the analysis could have shown that further granularity would be needed, the
numbers showed a clear pattern and the selected values were chosen for the experiments. Furthermore, deeper
granularity was not needed given that the purpose of the model was to understand how a specific strategy with
a heterogenous population would change the user preferences. For each new value simulated, every strategy
would require two new simulation runs, greatly increasing the amount of computational effort required.

Lastly, since the social influence parameter was a boolean variable, it could only take two possible values. Hence,
all simulations of the analysis were run with and without social influence.

The rest of the parameters were left constant. The number of steps was chosen to be 360 in order to simulate
an entire year. Since the casual reader user persona would have consumed less than 5 books per run on average,
running the simulations with less than 360 steps could have shown many outliers for this group, which would
in turn give a misleading trend. On the other hand, more steps would certainly improve the conclusions of the
analysis, but at a higher computational cost. The number of users was also left constant based on a reduced
version of other studies. For instance, the works of Yin et al. (2019) and Ross et al. (2019), contained 500 and
1000 actors respectively. Furthermore, they did not vary this values, but the proportion of those agents belonging
to different categories. This was expected since that was their research goal. As my model was limited by the
computational capacity of my computer, I chose a smaller number of users that guaranteed 1) a multiple of
3 (I wanted to have the same number of agents per user persona), and b) a sample large enough to produce a
statistically valid result. For example, the wolf-sheep predation model and the Boltzmann wealth model both
have a population of 100 to 150 agents3. The thresholds were left constant based on the actual literature about
the number of books that people read per year. The recommendation engine was chosen to be only the content-
based one since it is the most popular type of RS, and the way it generates recommendations is optimal for
testing a hidden priority strategy for a selection of items. And the number of recommendations on the list was
left constant because of the reasons exposed in section 3.1.5.2: the exponential decay in the probability values
produced a negligent presence for those items that were low on the list and most of the interactions happened
between the first 10 books.

With the number of users being 150 and the random state seed set to 256788, the total number of interactions
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that were pulled from the general dataframe was 5,757. Out of these interactions, there were 3,916 unique books.
From table 3.7, only the “variable” type parameters were measured during the sensitivity analysis, resulting in a
total of 27 * 2 x 2 = 108 experiments ran. The reason why these were the only variables used for the analysis
was based on the assumption that the rest are of no particular interest for the hypothesis of this thesis.
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Before running the simulations, the distribution of each genre was analysed. Figure 3.4a contains the results. The
color represents the number of books that had a specific genre as the main genre of the book or as the second
and third main ones; in other words, the sorted count of votes. If the maximum amount of votes was equal for
two genres, then both would get that book as representative. The second maximum and third maximum labels
follow the same logic. For example, book with ID 965 had the same vector displayed above in section 3.1.4.4:

[965, 336, 0, 14576, 0, 0, 14576, 336, 88, 1253, 1253, 1253, 0, 0, 14576, 0, 12041]

These distributions are important because they give a sense of how diverse is the set of books genres in the dataset.

The distribution showed that fiction and non-fiction contained most of the books. This seems intuitive given
that they are general and almost mutually exclusive categories on a different hierarchy than the rest: almost any
book can be labeled as fiction or non-fiction. For this reason, a second histogram was extracted without those
two genres. The chart is shown in figure 3.4b. The distribution looks more uniform by total counts, yet the
maximum counts are now biased towards history, biography and historical fiction. After computing the stan-
dard deviation for the maximum value in both cases, it became apparent that there was actually an increase from
310.58 to 455.16 when filtering. This suggests that there is a less uniform distribution for the top categories if
fiction and non-fiction are removed. Therefore, it was decided to keep them both for the actual simulation runs.
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Figure 3.5: Sensitivity analysis results
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The results are shown in figure 3.5, where the median difference in the cosine similarity of the first and last vectors
of each user per experiment is plotted. The x-axis contains the proportion of ignorant population and the y-axis
contains the prioritization strategy. The first sub-plot does not have social influence activated while the second
one does. Finally, the color code is a visual tool to display the magnitude of the differences. The same charts were
extracted with the average value of the differences, but the distributions are highly skewed for the manipulative
models, given that a few users had a considerable change in their user preferences while some had no change
whatsoever. Therefore, using the median seems to bear a better representation of the actual changes.

An interesting conclusion from the charts in figure 3.5 is that the vector difference seems to worsen (i.e. de-
crease) when half of the population is ignorant of the priorities of the algorithms and there is no social influence
between users. In other words, as more users become aware that some books are being prioritised, the less they
are influenced by the hidden intentions of the RS. This is expected, since users that know that they are being
shown results for specific reasons are less inclined to consume the first elements (Gedikli, Jannach, and Ge, 2014).
However, when there is social influence, the opposite seems to be the case: the more users know about the in-
tentions of the algorithm, the more they seem to be influenced. This could be explained by the fact that users
can put more weight on the reviews of books consumed by people they follow over their own preferences. This
has been shown to be the case in some instances of RS (Ross et al., 2019).

When looking at the details of how each prioritisation strategy affects the outcome of the model, it seems like
there is no clear pattern. For instance, when the strategy was based on a percentage of the books being prioritised,
the proportion of ignorant population set to 0.5 and the social influence was turned off, there is a proportional
correlation between the cosine similarity and the percentage of books being prioritized. Yet, as soon as the social
influence is active, the correlation disappears. One explanation for this behavior could be related to the distribu-
tion of book genres and the random sampling of items for the strategy. If there are more books being prioritized,
then the top books from the recommendation list would all appear based on the priority and not the similarity
with the user’s preferences. It would seem counter-intuitive then that the effect on the vector differences was
milder for a larger number of books prioritized, if the distribution of books from figure 3.4a was not taken into
consideration. Fiction and non-fiction are quite predominant genres because they belong to a higher hierarchy
of categories. Since all users have their preferences aligned with this tendency, it seems plausible that a larger pro-
portion of those books would yield an option that a random user would deem suitable. Even though the trend
is not as clear with the other parameter combinations, it is true that the lowest random prioritization strategies
had more impact on the median change in user preferences.

The existence and non-existence of these tendencies was the main driver for not choosing the random prioritiza-
tion strategy for the experiments. The strategies that prioritized a specific genre seemed to have a larger effect on
the vector differences, since the books from the group that is being prioritized are closely related amongst them,
for the cases that do not include fiction and non-fiction as the main genre. For instance, thriller, romance and
paranormal had some of the lowest differences and they were also less frequent books. One factor that had an im-
pact on these results was the set relationship between genres. Some genres tended to be grouped constantly (e.g.
mystery, crime and thriller, or children and graphic), while others tended to appear by themselves (e.g. poetry).
Therefore, when one genre was being prioritized, other genres could be as well indirectly.

3.3. Experimental Set-up

The following section describes the three experiments that were conducted, as well as the benchmark model
for comparison. By experiment I am referring to the generation of an hypothesis, the choice of initialization
parameters for the simulation and the results for each group of simulation runs. All experiments used the same
random seed, hence the subset of users that were picked from the complete database was the same. This allowed
for a reproducible and standard point of comparison. Moreover, each experiment consisted in 20 runs. The
metric for measuring the results of each experiment is the cosine similarity between a user’s initial and final
vector of preferences. The results are aggregated values of all runs per experiment.
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Given that the extraction of the users was constant, the independent variables used as parameters for the experi-
ments were the following:

1. Priority: the priority strategy
2. Ignorant proportion: the proportion of users that were naive with respect to the manipulation

3. Social influence: the existence of influence made from other users

These three parameters were chosen because they have different effects on the existence (or not) of a manipulative
action. As it has already been discussed in section 2.1, the prioritization strategy represents the intention of the
algorithm. Intention is one of the core components of manipulation, even when it is not a necessary condition
(Jongepier and Klenk, 2022). Additional to those parameters, the number of users and the number of steps were
left constant for all experiments but with different values than the default ones (see table 3.4 for the references).
The former was set to 150 users (same as with the sensitivity analysis) and the latter was set to 500 steps. The
reason for the increase from the 360 steps of the sensitivity analysis was due to the exploration of what a longer
time span could provoke. One year seemed enough when the probabilities of getting a recommendation list were
small. However, specially for casual readers, it could be hard to get an actual grasp of manipulation when there
are so few items consumed.

The rest of the parameters were left with their default values as shown in table 3.4.

Table 3.8: Parameter initialization per experiment

’ Experiment ‘ Parameter ‘ Value ‘
Priority None
Benchmark Ignorant proportion | 1.0
Social influence False
Priority thriller
Covert Ignorant proportion | 1.0
Social influence False
Priority thriller
Overt Ignorant proportion | 0.5
Social influence False
Priority thriller
Overt with social influence | Ignorant proportion | 0.5
Social influence True

The proportion of ignorant population can be seen as a countermeasure against manipulation (see section 2.2.4),
since users who are aware of the prioritization strategy behind an algorithm could choose options from the rec-
ommendations that are not the top ones or the ones labelled as such. Some researchers have already pointed out
that manipulation can entail a disregard from the manipulator towards the methods in which a target becomes
aware of the manipulation, not necessarily only the action (Klenk, 2022). Even though based on this approach
a user could still be counted as being manipulated when they become conscious of the intentions of the algo-
rithm, there could be a quantifiable consequence of their change in user preferences, which is the main aim of
the research question.

Lastly, the social influence could be seen as either enhancing or detrimental to the effect of manipulation on the
population (see section 2.2.3). Itis certain that, as a form of influence, it can have some impact on how user pref-
erences are modified. For instance, a user that follows another user with a very different set of user preferences
would be more influenced than one who follows a very similar user. Sometimes, this influence can be present
without an explicit link between follower and leader (Ross et al., 2019). For example, if I get a book recommen-
dation from the platform and I read an anonymous bad review, I could be influenced to avoid consuming such
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item without following the user who wrote the review. Nevertheless, for simplicity, this type of interaction will
not be modelled. Therefore, social influence will be related to explicit links between users.

Table 3.8 contains a summary of the initialization parameters for each experiment, which will be described in
detail afterwards.

3.3.1. Benchmark

As mentioned in section 2.1, when a RS does not have any hidden priority, then the results of the recommenda-
tions are calculated explicitly from the similarity between a user and an item’s vector, purely from a content-based
approach. The proportion of ignorant population would not have much impact on the results, given that even
if they were aware of the strategy, it would be an overt strategy for them. Hence, the proportion of users that
are ignorant is 100% for this model. Finally, there would not be any social influence, since users are basing their
choice of options solely on the recommendation list from the algorithm. If we think about the model with
this configuration, then it seems that this is a good initialization for what a non-manipulative RS would yield.
From a user preferences perspective, given that this model is the least manipulative one, it should be expected
to return the lowest changes in user preferences for the users. Therefore, when comparing with the rest of the
experiments, all other models should generate a more significant deviation from the initial preferences of each
user after running them.

3.3.2. Covert

The first experiment is running a purely covert model. Under the assumptions that the hidden influence is
exerted through an explicit item prioritization mechanism without the users being aware of it, the way to im-
plement covertness would be through a specific prioritization strategy. Even though there are multiple options
to choose from, restricting by book genre and picking “thriller” in particular seemed appropriate after I ran the
sensitivity analysis. The results of the analysis can be seen in section 4, but one of the findings was that “thriller”
had a considerable impact on user preferences. Furthermore, it is not a high level category and practically all
books labelled as such have the genre as the main category with the maximum count of votes (see figure 3.4). In
terms of the number of books, it is right in the middle; neither too many nor too little. If the influence is to
remain hidden, then all users should be ignorant to the strategy, thus the proportion of ignorant population is
100% again. Since this experiment is modelling only the influence exerted by the algorithm, there should be no
social influence applied from other users.

3.3.3. Overt

We have now one non-manipulative and one manipulative model for the experiments. The following ones aim
to determine how can the manipulation be affected when some users become aware of it. I refer to this model
as the overt model, given that some fraction of the population will be notified about the hidden prioritization
strategy (akin to how advertisements are labelled), rendering the influence as an overt one for them. As with the
sensitivity analysis, the chosen proportion of the population to be ignorant was initialized to 50%. The reason
why I chose this number is because it is large enough to give a sense of the impact that it would have while
maintaining a reasonable number of users in the ignorance. In reality, while it is true that users in general are
aware of the goals of a RS (Ghori et al., 2021), it would seem highly improbable that all users are conscious of
the manipulative strategy from the algorithm. From an operational perspective, if a user becomes aware of the
strategy, the hidden strategy of the prioritized items is removed when calculating the list of recommendations
for that user, thus their options are generated based on the cosine similarity exclusively. This is equivalent to a
user scrolling down the advertised content on a list until they reach the non-paid results.

3.3.4. Overt With Social Influence

Finally, the last experiment consists on a replica of the overt model with the addition of social influence. The
purpose of this is to determine if having some interactions amongst users has a consequence for the change
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in user preferences. As mentioned before, it is not clear whether such consequence would be detrimental or
enhancing, but it is quite clear that it would have some effect. In practice, this experiment is the one that most
resembles reality, given that RS nowadays have a mix of all its parameters: there are some hidden priorities from
the algorithms, some of the users are aware of such strategies, and their is a direct influence from related users
because of the network characteristics of these platforms. Yet, this is not necessarily guaranteed everywhere. For
example, Spotify provides connections with users such that anyone can view what a connected user is listening to,
thereby supporting the social influence proposition. Netflix, however, offers no connections, thus the influence
within the platform is exerted directly from the RS.



Results

The following section contains the results of the model. In general, for the results that discuss vector differences,
the magnitude of the variation in users’ preferences is calculated as the cosine similarity between the first and
last vector of the simulation steps. When the values of the cosine similarity for a specific user are equal to 1,
then it can be argued that the user’s preferences did not change, as their first and last state are completely similar.
On the other hand, if the cosine similarity is 0, then the direction of their vectors is opposite, which means that
their preferences diverged completely. For the general results, the values are calculated as 1 minus the average
magnitude of change in the vector differences.

4.1. Experiments Results

Since all experiments shared the same model dataframe, they all shared the same number of items. With 150
users and a random state seed set to 123321, the total number of interactions from the general dataframe was
5,196, which yielded 3,387 books in total. The items dataframe between experiments only changed in terms
of priority when there was a hidden priority enabled. The users dataframe did change for every experiments,
since all priority, social influence and ignorant proportion had some effect on the generation of the dataframe.
Hence, the main difference between all the simulation runs for each experiment (20 per experiment) was the
randomness associated to a user’s consumption in each iteration.

The general results of the model are shown in table 4.1, where the average change in vector difference is the result
obtained with equation 3.3.

Table 4.1: General results

Experiment Average change in vector difference | % change w.r.t. benchmark
Benchmark 2.58% -

Covert 9.79% 279.5%

Overt 4.01% 55.4%

Overt with social influence 3.64% 41.1%

The findings indicate that the covert model significantly influences user preferences, almost quadrupling the
likelihood of manipulation compared to the benchmark model. In contrast, the overt model and the over model
with social influence have a much smaller impact on changing user preferences than the covert model, but they
still show noticeable effects compared to the benchmark. The last experiment had the smallest impact on user
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preferences. The range of these values, between 0 and 10%, matches the findings in Zhu et al. (2024), confirming
that the model aligns with recent research.

As with the sensitivity analysis, before the execution of the simulations, I explored the distribution of book gen-
res. Figure 4.1. The distribution is practically identical to the one from the sensitivity analysis dataset (figure 3.4a.
The same pattern is shown, being the main difference the absolute values of the counts in the y-axis. Given the
randomness associated to the sampling of users with a specific seed, the number of interactions in the sensitivity
analysis data was larger than for the results data, which caused a smaller number of books to be extracted for the
experiments. There was no need to extract a filtered histogram without the generic genres, so the simulations
were carried out with this book dataset.

Distribution of book genres by most common categories in vectors
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Figure 4.1: Histogram of book genres for results items dataframe

The results are shown as sub-plots in figure 4.2. The x-axis represents the cosine similarity between the first and
the last vector of the user, which correspond to the first and last iteration of the simulation. Its range was set to
[0.5, 1.0] to maintain the same wide ratio for easier comparison between them. The y-axis is the count of users
that had such values. I added the median value as a vertical line with a legend to have a grasp of the main driver
between each experiment.

By looking at both the median and the majority of bins, the experiment with the highest cosine similarity was the
benchmark model, as expected from the initial hypothesis. Similarly, the one with the lowest cosine similarity
was the covert model, which was also expected. In order to differentiate the distributions per reader persona, the
charts were grouped by persona in the sub-plots of figure 4.3. The distributions exhibit similar patterns. For
instance, the lowest values in the distributions belong to the casual readers cohort, while the avid readers cohort
tends to be grouped closer to 1. Most of the values have a cosine similarity above 0.8 with the exception of the
covert model, where the distribution is more spread out, reaching as low as 0.5 similarities for one user. Similarly,
only the covert model showed a faster declining trend of avid reader counts towards the upper limit of the chart,
whereas the selective and casual cohorts displayed the same skewed but spread out tendency. The results suggest
that the prioritization strategy does play a role in modifying the user preferences, with the proportion of ignorant
population having a counterbalancing effect on the change. Allowing for social influence yields the results that
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are closest to the ones from the benchmark.

Furthermore, the number of books consumed per user can be visualized in the four sub-plots of figure 4.4. As
with some of the previous distributions, the four plots display a very similar distribution. It seems quite clear
how the values are grouped per reader persona given the constant probabilities of requesting a recommendation
list. The expected number of books is slightly larger than the one that was mentioned in chapter 3 because of the
extra number of days calculated: 360 for the average values and 500 for the actual simulation runs. There were
no users who on average consumed zero books. Even though some users might have consumed individually a
number of books that falls between the gaps of the charts, when the values were aggregated their contribution
to the mean was negligent.

Lastly, there are no results with respect to the evolution of books, despite their attributes being measured and
collected on each iteration. The only results concerning items are shown in table 4.2, where the top books are
shown by the average count that they got per experiment, along with the main genre associated. The purpose
of this table is to capture the prioritization strategy from the perspective of the items as well. The goal of the
main research question does not concern the impact that manipulation could have on the items that enable it, it
is only concerned with the effect on the user preferences of the users.

Table 4.2: Top items consumed

’ Experiment ‘ Book ID ‘ Mean Count of Read ‘ Main Genre
123504 84.60 Fiction
Benchmark 799266 83.05 Fiction
3974 79.10 Fiction
205 141.45 Mystery, thriller, crime
Covert 218 136.95 Mystery, thriller, crime
228 130.35 Mystery, thriller, crime
123504 68.55 Fiction
Overt 799266 68.40 Fiction
3974 65.80 Fiction
14831 110.70 Non-fiction, history, biography
Opvert with social influence | 205 105.60 Mystery, thriller, crime
799266 102.55 Fiction
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Figure 4.2: Experiments results



4.1. Experiments Results 43

Histogram of cosine similarity between first and last vector per user (benchmark)

251  persona
[ Avid
[0 selective
[ Casual
20
151
€
5
8
104
54
0 . ‘ h A& ‘
0.5 0.6 0.7 0.8 0.9 10
Cosine similarity
(a) Benchmark
Histogram of cosine similarity between first and last vector per user (covert)
16  persona
[ Avid
0 Selective

141 mm casual

07 08
Cosine similarity

(b) Covert
Histogram of cosine similarity between first and last vector per user (overt)
persona
m Avid
17,57 [0 selective
[ Casual
15.0 4
12.5 4
£ 100/
5]
7.5
5.0
2.5
: N
0.5 0.6 0.7 0.8 0.9 1.0
Cosine similarity
(c) Overt
Histogram of cosine similarity between first and last vector per user (overt with social influence)
30 4 persona
m Avid
[ selective
[ Casual
251
201
€
E
§ 15
10 1
5
0 y T
05 0.6 0.7 0.8

Cosine similarity

(d) Overt with Social Influence

Figure 4.3: Experiments results by reader persona



4.1. Experiments Results

44

Histogram of average books consumed per user (benchmark)

50 4
40 4
30 4
=
c
5
5
20
10
04
10 20 30 40 50
Books consumed
(a) Benchmark
Histogram of average books consumed per user (overt)
50 4

20 30
Books consumed

(c) Overt

Histogram of average books consumed per user (covert)

104

10 20 30 40
Books consumed

g

(b) Covert

Histogram of average books consumed per user (overt_w_si)
50 1

10 4

10 20 30
Books consumed

(d) Overt with Social Influence

Figure 4.4: Distribution of average books consumed per user



Discussion

The following section contains a discussion of results presented in chapter 4, segmented as an overview of the
main results and a detailed discussion of the results, followed by the strengths and weaknesses of the research
and the practical and theoretical implications. Lastly, observations about future research are given.

5.1. Discussion of Results

The goal of this thesis was to answer the research question: how significantly does covert influence alter user
preferences, compared to overt influence and no influence? Furthermore, it investigates the extent to which
covertinfluence affects user preferences in a book RS, compared to overtinfluence and no influence. The data in
table 4.1 indicate that covert influence alters user preferences by 9.79%. This means users’ choices deviate nearly
10% from their original preferences after 1.5 years of exposure to the manipulative RS. When users are aware
of the covert tactics, preference change falls to 4.01%, significantly less than under covert conditions. Adding
social influence among users further reduces the change to 3.64%. Without any covert influence, preferences
shift by 2.58%. Using this as a baseline, covert influence has a 3.7 times greater eftect, while overt influence and
socially-influenced overt scenarios are 0.5 and 0.4 times the baseline change, respectively.

Regarding the results of the experiments, the charts from figure 4.2 support the change in user preferences hy-
pothesis. When users were being influenced covertly, they exhibited a larger magnitude of change in their user
preferences. There was even one user who had a 50% change in their preferences, suggesting a considerable shift.
Moreover, the effect segmented by user persona did not differ much from the general results. All cohorts fol-
lowed the same distributions. An observation can be made on the specific users that had the largest change in
preferences. In all cases, those users were casual readers. This is expected since the algorithms of the RS improve
their reccommendations when there is more information available from the users (Burke, Felfernig, and Géker,
2011). When there is little information, the digital representation that they have from a user is less accurate,
thus the recommendations have a higher degree of uncertainty, which can certainly cause a larger effect on their
preferences than someone who is highly predictable. This issue is referred in the RS literature as the “cold-start
problem” (Cano and Morisio, 2017), and the results reflect this phenomenon. Furthermore, as seen in the dis-
tributions of figure 4.4, casual readers read on average a very small number of books after the simulations ended.
For selective and avid readers, more books read could help to balance out the impact of one wrong recommenda-
tion, whereas for casual readers there might not have been a subsequent book to compensate for it. For example,
let’s say I am a new user on Netflix. Netflix does not yet know what my preferences are and I only consume two
movies from similar genres. If Netflix suggests a very different genre in an effort to explore my taste in movies
(Bouneffouf, Bouzeghoub, and Gangarski, 2012) and I consume the item but I consume nothing else, then that
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last recommendation would have had a great impact on the digital representation of my preferences, even if I do
not review or show my actual opinion about it.

For the benchmark and the covert model experiments in particular, the results are unsurprising with respect to
the total distribution of vector differences. However, when comparing the same prioritization strategy of the
covert model with the overt and overt with social influence models experiments, there are interesting insights to
extract. Firstly, having a percentage of the population being aware of the intention seemed to decrease the change
in user preferences considerably. The median of the change for the covert model (sub-figure 4.2b) is 0.91 while
the median for the overt one (sub-figure 4.2¢) is 0.97, very close to the 0.98 of the benchmark model (sub-figure
4.2a). From a conceptual point of view, this is explained by the fact that a knowledgeable user may have the tools
to make a decision that better fits their own user preferences (Burke, Felfernig, and Goker, 2011). From Susser,
Roessler, and H. F. Nissenbaum (2018), there are three key characteristics of manipulative practices: 1) hidden,
2) exploitation of target’s vulnerabilities, and 3) targeted. For the covert model, these characteristics hold, since
1) all users are ignorant of the algorithm’s intention (i.e. the prioritization strategy), 2) the RS is taking advantage
of the user’s belief in a transparent recommendation to force unwanted items, and 3) the digital representation of
the user is used for selecting the chosen items. It could be argued that the last one is not a strong argument since
the recommendation engine does not discriminate between users, it pushes the prioritized items equally for any
user. However, the authors follow by stating that, under strict scrutiny, the only necessary condition is the first
one. Therefore, the overt model breaks this condition entirely by offering the users some information regarding
the manipulative action. Under the covert influence account, they are not being manipulated anymore and the
results reflect this as a consequence of the reduction in vector differences. Yet, the values are sill lower than for
the benchmark model since the algorithm’s intentions remain hidden for half of the population. Interestingly
though, this does not result in a proportional reduction: decreasing the ignorant population by half does not
yield a decrease in vector differences by half.

As described in section 2.2.3, social influence is a process of cause and effect where an individual’s actions can
exert power on another individual, so that the latter changes their opinion based on the former’s activity. By
looking at the overt with social influence experiment results (sub-figure 4.2d) it seems like the social influence
poses little change with respect to the overt model. Having 0.97 as the median similarity, the overall results look
very similar, but the specific distributions are slightly less spread out (sub-figure 4.3d. An important observation
could be made about the ticks in the y-axis. The total count of users is much higher than the overt experiment.
This is also displayed by the number of bins in sub-figure 4.2d, where the majority of the frequencies rested on
the last bin close to 1. The social influence seems to decrease the impact of the prioritization strategy even more.
Out of the four experiments, the ones that have the closest results are the benchmark model and the overt with
social influence model. From a conceptual point of view, it was not clear beforehand what the effect of social
influence would have on top of a manipulation strategy from the algorithm. These results are more inclined to
the detrimental hypothesis, where having social influence is a countermeasure to manipulation, further reducing
the effect on users’ preferences. A possible explanation for this could be the initial similarity between users.
Given that users follow other users who think alike them, they books that a followed user consumed would
be quite similar to the user in question. If the user was ignorant of the intentions of the algorithm, then the
recommendations from the followed user would have a higher probability of being consumed than other items.
Although this type of recommendation is closer in meaning to a collaborative-filtering, the key difference is that
the items have a higher probability not because they are deemed more likely to be consumed by the algorithm, but
because the user sees them as more interesting, since another user just consumed it. Despite this fact, when both
users are very similar, the line between content-based and collaborative-filtering becomes blurry; items could
score the same predictability regardless of the RS type. This phenomenon has been observed in the literature
as well (Mathew, Kuriakose, and Hegde, 2016), which opens the door to hybrid systems (Cano and Morisio,
2017). However, it has been shown that users who follow not the most similar users but slightly similar ones can
be influenced towards a different direction (Cercel and Trausan-Matu, 2014). This scenario was not part of any
experiments so it is left as part of further research.
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Lastly, the results from table 4.2 support the claims made above, with the benchmark and the overt model having
the same books as the most popular ones. Unsurprisingly, all three most consumed books for the covert model
were part of the thriller genre. For the overt with social influence experiment, it was unexpected to find different
books with such counts. All three top books belonged to completely different genres and the times they were
read were much higher than for the overt experiment. This is also a reason why the distribution of the vector
differences for the last experiment is more skewed to the right. However, on average, the number of books that
were consumed was the same, as seen in sub-figure 4.4d. This is a clear example of the network effect, where
a few items are consumed by many users because both the RS prioritizes them and because users follow other
users who consume them, in a positive feedback loop that only makes them more popular than others. When this
happens, usually less popular items get segregated and are consumed less. Moreover, since these items are usually
the ones that belong to the minority categories, they do not get the opportunity to influence the user preferences
of the largest group of users. For instance, research using Spotify has shown that users who highly depend on the
recommendations of the algorithm for their consumption, are more inclined to reduce the diversity of the music
they listen to (Anderson et al., 2020). Those that have a wider diversity are mostly searching music through their
own means without relying on the RS.

5.2. Strengths and Weaknesses

The primary strength of this research lies in its innovative approach, using an ABM to simulate manipulation
through the interaction of a RS and its users. It is an interdisciplinary research that bridges subjects that are
distant in meaning, offering a novel method for capturing ethical implications from RS in a simulation study. It
provides a quantifiable measure for the change in user preferences due to manipulation. The existing literature
contains either research done on simulating RS with ABM, or simulating manipulation - defined broadly - with
ABM. The model developed for this thesis fits the intersection of both types of models, providing a systematic
way in which a manipulative RS can be simulated. Moreover, although this thesis addressed a book RS, the
implementation is highly extensible to other types of RS. By focusing on the operationalization of manipula-
tion and the modelling of user-item interactions, the model’s input dataset could be changed for other fields of
study and it would still provide a measurement of the change in user preferences as outcome. Additionally, the
simulated RS mimicked a real intelligent system by calculating cosine similarities between users and items, yet
a machine learning model could be easily added to the simulation by replacing the recommendation engine’s
predictions.

This research is limited as to the chosen definition of manipulation. Hence, the operationalization of the concept
is restricted to the covert influence account defined in chapter 2. However, manipulation can be studied from
other points of view and yield different results. Moreover, the way in which items are prioritized is based on an
explicit intention introduced into the system by its designers. Even though this type of strategy can influence
user preferences, there are mechanisms that emerge from digital platforms which are not explicitly coded into the
system but which can result in a covert influence. For instance, when bots drive the popularity of some content
in particular within a social media platform, it is not the designers of the RS the ones who decide which content
to prioritize, but the methods intrinsic to the deep learning algorithms that operate them. Lastly, the process
by which users can become aware of the prioritization strategy (i.e. the overt experiment) is tightly coupled to
the recommendation list display, which assumes that users ignore prioritized items when they have knowledge
about them. Nevertheless, human behavior is not something necessarily deterministic, and some users choose
items even when they know about the hidden strategy. These nuances are hard-coded into the model, limiting
its findings to a rational user activity.

Additionally, even though the experiments were implemented in increasing level of realism, users that become
aware of the hidden strategy would not necessarily disregard the prioritized items completely. Users can consume
(and will) consume prioritized items, regardless of their ignorance towards the main purpose of the algorithm.
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5.3. Practical and Theoretical Implications

From a theoretical point of view, this work extends the discourse on RS manipulation by providing empirical
evidence of its impact and mechanisms. It offers a way in which manipulation can be operationalized, by select-
ing the covert influence view and mapping its general conditions to inputs and outputs of a model. Moreover,
it exemplifies the phenomenon as a RS with real data, showcasing its evolution and impact on users of a book
reading platform. This thesis does not demonstrate that RS are inherently manipulative; if a different account
of manipulation was chosen, the results would have been potentially different. Furthermore, even when ma-
nipulation can be measured, it is a matter of debate whether it is morally problematic or not. I approached the
change in user preferences as an operationalization of harm, in line with existing research, which has a negative
connotation. Under this assumption, the book RS that was modelled would have effectively harmed its users.
Nevertheless, people do change their own preferences organically after some time. There is a high chance that
my taste in literature changed over the course of my life, and blaming solely a RS for this change might be too
quick to conclude.

From a practical perspective, this work offers an empirical point of reference for regulators to address the grow-
ing concern of manipulation from intelligent systems. Much has been said about the current limitations of the
planned regulations for Al, specifically referring to the lack of proper definitions and ways to measure them.
This work contributes to the discussion by narrowing the scope of manipulative systems to a specific account
while demonstrating its effect on users. With the tremendous growth of Al development and its implications
for all segments of the population, it is paramount for policymakers to understand how these systems work and
how can they regulate them accordingly, without adding unnecessary obstacles for innovation while ensuring
a responsible progress for all. The rate of growth requires actions taken as soon as possible, but rushing new
policies can leave many manipulative actors out of the regulation. In particular, policymakers could make use of
the 279.5% change in user preferences with respect to the benchmark model as a parameter for determining if a
RS is influencing the user preferences of their users, by designing A/B tests where a control group of accounts is
used for consuming akin items while a test group of accounts is used for consuming the top recommendations
always. However, careful consideration must be placed on the type of platform that is being tested; book RS
can differ from other RS. Moreover, even when a RS could be changing the user preferences of the users, the
policymakers could propose mitigation strategies such as displaying information about the generation of recom-
mendations or promoting social interactions among their users before showing the recommended items. These
two mechanisms can reduce the impact of their preferences by more than half. Lastly, the difference that the
proportion of ignorant population has on the change in user preferences could suggest that it is desirable for the
majority of the population to become aware of the mechanisms with which these systems operate. Policymakers
could take advantage of this conclusion to promote digital training for users, hence increasing their knowledge

and reducing the probability of their biases being exploited by the algorithm.

5.4. Future Research

This thesis addressed manipulation under the covert influence account. Though popular, this definition has
proven to be insufficient for taking into account instances of manipulation that do not require the same condi-
tions. One further line of research could explore the operationalization and implementation of other accounts
of manipulation, perhaps even comparing the results among them. This would enrich the theoretical body of
both the conceptual and the applied usage of the term. For instance, how can a broad definition such as the
careless view be used for modelling a RS as an ABM?

Furthermore, this thesis does not attempt to discuss the moral implications of a manipulative RS. Given that reg-
ulations are based on ethical definitions, it would help to have an empirical understanding of the consequences
that changing user preferences might have. It could be the case that this form of manipulation is not problematic,
since filtering and ranking books has more positive effects than negative ones for their users.

Regarding the implementation, RS are only a subset of intelligent systems. Even though they are one of the



5.4. Future Research 49

most used ones, further research could explore simulating a different kind of system. For instance, how can
autonomous cars manipulate their users or the people that are affected by its systems, such as pedestrians? While
RS have been studied extensively, newer technologies pose new ventures to explore, since manipulation can arise
in almost any intelligent system.

Finally, the chosen dataset of a book reviewing platform is only one example of many different RS. The decision
to use it was made from a combination of public data availability and personal interest. However, there are
many other systems that use RS, from art, movies and music, to health, engineering and cooking. The effect
on user preferences could be different between these scenarios. Moreover, each of these creates a separate set of
moral implications. Could a health RS pose the same threats to well-being than a music one? Future work could
explore this comparisons.



Conclusion

This thesis aimed to understand how manipulation within RS affected their users’ preferences by simulating a
book RS using an ABM. Manipulation, understood as a form of influence from the philosophical perspective,
was defined under the specific account of covert influence, which has been thoroughly studied conceptually but
not empirically. The results showed that, under the covert influence conditions, a book RS can manipulate their
users’ preferences by suggesting items that are not aligned with a user’s preferences, but that have some hidden
priority for the algorithm. This effect was measured to be 3.8 times the change that a RS with no hidden priority
would have. In particular, the priority was determined a przori as a strategy implemented by the designers of the
RS, in order to maximize an internal metric (e.g. user engagement). This type of prioritization is different than
an unknown “learned” priority from an intelligent system, after being trained and used extensively to make
predictions. By performing multiple experiments with different parameters, the results also showed that being
transparent to the users about the prioritization strategy helps them make choices that are more aligned with their
own preferences, thus reducing the magnitude of the change after iterations of consumption. Similarly, allowing
for interactions between users as a social network where they can follow the activity of one another reduces the
magnitude of the change even further, as users akin to each other get socially influenced between themselves.
Even though research has shown that social influence can in fact modify user preferences in a problematic way
- through polarization or radicalization of ideas - the experiments here were mostly comparing the effect of the
social influence when a RS contains a predisposed priority, as opposed to letting users come up with their own
consumption strategies.
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Theoretical Background

A.l. What is manipulation?

The problem of defining manipulation is one of setting boundaries. Roughly speaking, manipulation is a kind
of influence on someone (Susser, Roessler, and H. F. Nissenbaum, 2018). In order to demarcate the subset of
cases characteristic of manipulation, we can review the conceptual analysis performed by Noggle (1996), since
it is one of the most systematic works on the topic (Susser, Roessler, and H. Nissenbaum, 2019). Within i,
Noggle exposes a series of cases of influence that have mostly the same format:

An actor 4 (i.e. the manipulator) acts in a way B (i.e. the action) over an actor C
(i.e. the target) in such a way that 4 gets achieves something from B by
influencing C

And analyzes them under different accounts of influence at that time. This way of describing manipulation
has multiple ways of being interpreted. Hence, each component requires further analysis to narrow down the
definition to an elemental conceptualization. Nevertheless, there is not a unique way of demarcating what could
or could not be considered manipulation (Susser, Roessler, and H. Nissenbaum, 2019). For instance, one could
focus on each of the components 4, B or C to define what manipulation is or is not. Therefore, the main
accounts of manipulation relevant to this work will be briefly explained.

A.1.1l. Accounts of Manipulation
This section begins by exposing the three accounts of manipulation described by Noggle (2022), with the most
relevant piece of content from each for this research. When appropriate, an example from a digital platform is

provided.

A.l1.11.Manipulation as Bypassing Rationality

Under this view, manipulation is a process that subverts the rational capacities of the target (Gorin, 2014).
Persons have a “rational self” that is in charge of thinking based on the capacity to understand a situation from
their own perspective and make a decision. How this rational self is defined can lead to different instances
of manipulative behavior (Jongepier and Klenk, 2022). For instance, our rational capacities can be related to
the accordance between our own beliefs and basic logic (Gorin, 2014). Hence, manipulation could be a way
of bypassing these rational capacities in order to reach the more primitive decision-making processes of an
individual, in order to alter their behavior. Yet, the usage of the term “bypass” can also be problematic, as it
is not clear that acting emotionally or irrationally would directly imply a subversion of the rational capacities,
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since users might still be acting with full understanding of the situation. Moreover, even if the target is being
subject to a manipulative action under this definition, it could be the case that the manipulator is not being
immoral (Jongepier and Klenk, 2022). For instance, if tobacco smokers become nauseated by the explicit images
of sick patients on cigarette packs, they could make a decision not to buy them, even when they do not fully
understand the hazardous implications that smoking has on their health; they could be making the decision
based only on a visceral feeling towards the image.

For the sake of this work, the most important aspect of this account is the bypassing understood as a way to
hide the intention of the manipulator from the rational capacities of the target, as users might have a different
conception of what the intentions of a RS are.

From the perspective of digital platforms, a good example of manipulation as bypassing rationality comes from
Netflix’s personalized artwork (Chandrashekar et al., 2017): they have multiple thumbnails for their main
content items that get displayed to users based on their history of activity. If a user has a preference for a specific
actress, they will prioritize artwork with that actress, appealing to psychological factors that go beyond the
rational capacity. This could result in a user choosing to consume an item based on their gut that they would
not have consumed if properly assessed otherwise.

A.11.2 Manipulation as Trickery

Under this view, manipulation is a process that induces a faulty mental state on the target (Noggle, 2021).
If someone is tricked, they might perform actions that are not in their self-interest, as they would result in
outcomes that go against their ideals and beliefs (C. Mills, 1995). As with the bypassing rationality account,
there is some debate as to how “faulty mental state” is defined (Noggle, 2022). For instance, it could be
understood as a difference between what one intends to do and what one actually does (Kasten, 1980) or it
could be understood as the difference between pleasant and unpleasant outcomes from our actions (Fischer,
2022). Additionally, there is a close connection between this account and deception, although the nature of
this relationship is not clear: is manipulation a subset of deception or is deception a subset of manipulation
(Cohen, 2023)? It seems like there is a partial overlap between them with no vertical hierarchy (Cohen, 2023).
Furthermore, trickery as causing a faulty state is naturally associated with a bad action for the target, which
would categorize this account of manipulation as an immoral one. Yet, some argue that there is an objectionable
way of understanding the concept since there is always a free will from the target to choose one option or the
other, regardless of the presentation of the options as pleasant or unpleasant (Fischer, 2022).

For the sake of this work, the most important aspect of this account is the emphasis on users acting on their best
self-interest, since this requires some clear understanding of what one’s beliefs and ideals are.

From the perspective of digital platforms, a good but morally biased example comes from marketing as
digital advertisements (Spencer, 2019). Marketers are aware of the biases and vulnerabilities that people have,
and they exploit them to induce a sense of necessary opportunities in the users of digital platforms. The users
then consume an item (which in most cases with advertisements results in an economic transaction) based on a
mental state which they were subjected to.

A.1.1.3.Manipulation as Pressure

Under this view, manipulation is a process where the target is influenced by some form of pressure (Kligman
and Culver, 1992). The manipulator makes it difficult to resist the influence that they are exerting, making the
target subject to a decision that is based on a type of fear. The problematic with this account is that coercion
could be seen as a form of pressure taken to the extreme, thus manipulation as pressure and coercion would
be defined under the same continuum (Noggle, 2022). One could assert that a mild level of pressure can be
labeled as manipulation, but then what is the difference between mild and high? It seems like the continuous
nature of such a social mechanism is highly dependent on a subjective interpretation, even though there have
been attempts at properly defining these boundaries, for example by taking other properties into consideration
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(Baron, 2003).

For the sake of this work, the most important aspect to take into consideration is the non requested aspect
of such pressure, as some digital platforms can make use of different display mechanisms to prioritize certain
recommendations without the user’s explicit demand.

From the perspective of digital platforms, a good example is the influence that fitness apps have on users’
behaviour (Cai and Li, 2024). Some of these apps use a combination of social and personal notifications to
promote physical activity for their users. Despite the potential reasons of engagement from the app, users
respond to such influences by increasing the activity. This has been shown to have a positive impact on users’
well-being (Cai and Li, 2024). However, the apps exert this influence by putting pressure on a user, either
because they will not reach their goals (i.e. personal) or because a friend in common is beating them (i.e. social).
Even though the outcome could be positive, it could be seen as a form of manipulation as pressure.

A.1.2. Persuasion and Coercion

One of the most used ways to describe what manipulation is as a form of influence that is neither persuasion or
coercion (Noggle, 2022). More than being the complement of both, the distinction seems to refer to a linear
continuum, similar to the one proposed in section A.1.1.3, where manipulation lies in between both terms as
in figure A.1. Yet, the boundaries require some precision. Hence, both persuasion and coercion are briefly dis-
cussed here. Even though Noggle finds this model somewhat inaccurate (Noggle, 2022), I choose to include it
since overt RS appeal to a user’s rational capacities to understand the system’s intentions to make a knowledge-
able choice, which could be seen as a shift from manipulation towards persuasion.

Influence

Persuasion Manipulation Coercion

Figure A.1: Distinction between persuasion, manipulation and coercion as forms of influence

A.12.1Persuasion

As with the term manipulation, persuasion can be understood in a broad and a narrow way, where the broad
view refers to all forms of influence exerted on someone (similarly to manipulation as pressure) and the narrow
view refers to rational persuasion in particular (Susser, Roessler, and H. F. Nissenbaum, 2018). Since this
section is aimed at demarcating the concept of manipulation and differentiating it from other forms of influence,
the narrow view is discussed hereby. As exactly opposed to the manipulation by bypassing rationality account,
rational persuasion refers to an influence that appeals to the rational capacities of an individual by giving reasons
for them to reflect on and evaluate (Susser, Roessler, and H. F. Nissenbaum, 2018). The act of decision-making
in this case is based on rational choice theory, where it is assumed a priori that individuals have well-defined
preferences that obey rational behaviour (Wilson and Keil, 1999). Even though defining individuals as purely
rational decision makers has been shown to be problematic (Hodgson, 2012), the abstract idea is useful for this
work as it distinguishes between two components of the influence: expanding the decision space and changing
the decision-making process (Susser, Roessler, and H. F. Nissenbaum, 2018). The former refers to increasing
the number of options available for an individual to choose from, whereas the latter refers to modifying the
ways in which the individual understands an option. Persuading someone can be caused by using any of these
two components. Lastly, this form of influence is most of the times seen as morally unproblematic, although
some have argued that it could still be wrongful when certain conditions are met (Mitchell and Douglas, 2024).

Within the scope of digital platforms, much of the discussion around persuasion in general refers to the
broad view of the term, for instance with persuasive technology (Fogg, 2003). Moreover, an example specific
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to the rational persuasion mentioned here is the case of explainable persuasion, where digital platforms aim
to disclose information about their design through explanations that are in many cases created with XAI
(Cemiloglu et al., 2023). For example, by providing users of an online gambling platform with explanations
about the games they were playing, users took more rational decisions than the ones typically exploited in risk
assessment scenarios (Cemiloglu et al., 2023).

A.12.2.Coercion

As opposed to persuasion, coercion leaves no choice or no acceptable choice to the target when making a
decision (Wood, 2014). The emphasis on acceptable choice is hereby taken, since there is some capacity to make
a conscious decision even when an individual is deprived from a choice (Susser, Roessler, and H. F. Nissenbaum,
2018); the alternative becomes unacceptable. The coercer may remove the options that are acceptable but
the target is still the one to make the decision by understanding the situation. For instance, a manager that
wishes to impose extra work on someone who is highly economically dependent on their role might threaten
the employee to fire them or punish them if they do not accept the extra work. The employee feels like the
only acceptable option is to do the extra work even though they could quit and search for a new job if desired.
The consequences of such a decision might be negative so they choose to take the extra work. Coercion is
usually related to an imbalance of power, where the coercer has a position of power with respect to the target
(McCloskey, 1980). For these reasons, coercion is typically seen as a morally problematic form of influence,
since it interferes with the target’s options, undermining their autonomy (Noggle, 2022).

In the realm of digital platforms, the term has been used to described coercive behavior from the users of
social media in particular (Dragiewicz et al., 2018). Even though the cases are clear situations of coercion, they
are mostly related to peer-to-peer interactions, where the platforms serve only as a medium. For instance, a user
harassing a target by posting intimate content without their consent if they do not get something in return is
a form of coercion employed on this platforms. However, the coercer is the user, not the platform, although
it can be debatable if prioritizing coercive content results in some responsibility from the platform (Woodlock
etal., 2020).

A.1.2.3.Relation with Manipulation

Perhaps the main difference between manipulation and these two other forms of influence is that manipulators
transfer the actual decision-making process away from the target to the manipulator, as opposed to persuasive
and coercive actors who influence their targets but leave the conscious choice to the user (Susser, Roessler, and
H. F. Nissenbaum, 2018). Even when they are faced with unacceptable options, it is assumed that targets of
persuasion and coercion have the understanding of the situation and make a decision based on an evaluation,
whereas the hidden component of manipulation can lead to targets feeling like they are making a decision by
themselves when in fact they unconsciously succumbed to the manipulator’s intentions.

A.1.3. Manipulation and Deception

Deception refers to making someone hold a false belief about something'. Even though manipulation (partic-
ularly under the trickery account) might seem like a deceptive action, both concepts are related in a partially
overlapping way, with some manipulations being deceptive and some deceptions being manipulative, but not
all instances of one belong to the other (Cohen, 2023). It has been pointed out that deception can be inten-
tionless, rendering most traditional views of manipulation non deceptive for this cases. However, for the scope
of this research, it is suggested that digital platforms are aware of the intentions by which they designed their
systems. In such a case, the question is less about the existence or not of an intention (Klenk, 2022), but about
its appearance to the user. Let us take as an example a digital platform that uses personalization for their recom-
mendations. If we assume rationality among their users, then the user should be aware of their own interests
and choose to consume content based on such beliefs. However, could it be the case that there is a mismatch
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between the actual preferences of a user and their digital profile, in such a way that the user is deceived upon
thinking that they like or dislike what the platforms tells them? If the answer is affirmative, then such a platform
would be clearly deceiving their users. It would not matter what the intentions of the algorithm are, only that
the process of reaching their goal remains hidden from the user.

A.2. Covert Influence

Regarding technology, one of the most cited requirements for manipulation to occur is the covert intention
from the manipulator (Susser, Roessler, and H. Nissenbaum, 2019). According to this condition, an agent is
being manipulated when someone exploits their decision-making vulnerabilities to intentionally and covertly
influence their decision-making process. This means that the agent is not aware of the way in which they are
being influenced. This is closely related to Noggle’s proposal of manipulation as non-rational influence, since
the target could have made a different decision had they not been influenced. Moreover, the hidden aspect of
this influence could be related to the intention of the manipulator or to the action itself. Even when the intent
of the manipulator becomes overt for the target, the action could still be manipulative.

Exploitation of decision-making vulnerabilities can be understood as the exploitation of the cognitive bi-
ases of users, as seen from a nudging perspective. Nudging refers to the alteration someone’s decision-making
context in order to influence their outcomes (Thaler and Sunstein, 2008). Even though nudging is not
necessarily morally wrong, it do wrong to a user when the alteration of the context does not benefit the user
or society. One important aspect of this relation is that nudging might stop being exploitation when a user
becomes conscious of the bias, since they can make decisions on a fully aware rational state?. Therefore, Susser
etal. (Susser, Roessler, and H. Nissenbaum, 2019) are clear on the emphasis of the “hidden” condition: when a
user finds out the intention of the manipulator they stop being manipulated. However, this creates a problem
with the separation between action and intention described above.

As it will be seen in the following sections, for RS in particular, users might still be manipulated even
when finding out either the intentions of the system designers or the inner workings of the machine learning
algorithms behind the recommendations. This has led to some researchers to propose new definitions of
manipulation, such as the careless influence account by Klenk (Klenk, 2022). In this sense, the exploitation is
not so much a deception (users are not being made to believe false things) but an ignorance.

A.3. Harm

One of the main goals of the EU AI Actis to avoid any harmful practices from Al systems®. In particular, charac-
terizing manipulation from such systems is a derived goal, since the term has a negative connotation (Carroll et
al., 2023). However, not all instances of manipulation are necessarily harmful. As it has been discussed already,
there are manipulative cases that are not morally problematic. Moreover, harm is typically associated with a
threat to an individual’s well-being, even if it is not our physical well-being (Klenk, 2020). Two of the ways in
which harm can be introduced as a consequence of manipulative actions are frustration of self-interest and loss
of autonomy (Jongepier and Klenk, 2022). Since this research is concerned with the effect that RS have on their
users, these concepts are at the core of the research question, thus they are described briefly in this section.

A3.1. Frustration of Self-Interest

One of the main assumptions of manipulation is that it typically goes against the target’s self-interest (Jongepier
and Klenk, 2022). This has been discussed as part of every account of manipulation described so far. Under
this assumption, individuals have a conception of their own beliefs, preferences and ideals, which requires

2Ethical consideration for nudging - British Parliament
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some form of rational capacity, thus frustration of self-interest would be directly related to a frustration of
the rational capacities of an individual (Gorin, 2014). However, a wider definition or rationality should be
adopted, since manipulating an individual who holds false beliefs would not be harmful even though it could
be frustrating their self-interest.

When it comes to digital systems, the above definition of frustration of self-interest can be applied to the
modification of user preferences. For instance, it has been shown that some users of digital platforms that have
personalized profiles fail to identify changes made to their preferences, suggesting that these platforms could in
fact frustrate the self-interest of their users without them even being aware of (Hall, Johansson, and Strandberg,
2012).

A.3.2. Undermining Autonomy

In practice, autonomy refers to respecting an individual’s rights and choices (Botes, 2023). This is closely related
to the Kantian claim that people should be treated as personas and not as a means to an end (Kerstein, 2023). It
is related to frustration of self-interest in the sense that its undermining is an outcome of manipulation but it is
not necessarily a requirement for an action to be manipulative (Jongepier and Klenk, 2022). Related to digital
platforms, a threat to the individual capacity of a person to make their own choices is a concern of the EU Al
Act, since it goes against the principles of transparency and fairness. By exploiting biases and vulnerabilities from
users, these platforms can reduce the options available or alter their decision-making process. A good example of
this is Cambridge Analytica, where the detailed profiling from Facebook helped to target users who were unsure
of their voting decision in order to alter their opinions, effectively undermining their autonomy through biased
content (Hinds, Williams, and Joinson, 2020).

A.4. Recommender Systems

A RS is basically a filtering tool that uses data from two types of entities - users and items - to obtain and
rank results (Roy and Dutta, 2022). They have been widely used since the beginnings of the world-wide-web,
when navigating the vast amounts of data available quickly became an issue. Nowadays, RS have evolved into
complex algorithms that mostly use AI to select the content that users get (Grisse, 2023). They are everywhere,
from music to e-commerce platforms. Even though RS per se are not problematic, there have been multiple
concerns about their implications for society and how they can influence human behavior (Susser, Roessler,
and H. Nissenbaum, 2019). The EU Digital Services Act (DSA) even contains a definition of what constitutes
a RS*. The main rationale behind this is that there could be a gap between the user’s interests and the system’s
interests (Grisse, 2023).

In their beginnings, RS were optimized to find and rank the best results among a set of items by calculat-
ing the root mean square error (RMSE) between the user and the content, yielding recommendations that were
completely based on the user’s preferences. However, they quickly transitioned to engagement algorithms,
calculating the items that would maximize the attention of the users in the platform (Susser and Grimaldi,
2021). When such systems align the engagement with the profiles of the users, RS can be morally neutral. Yet,
as recent regulations of digital platforms have shown, this is not the case for all RS (Seaver, 2019).

A4l Types

There are many ways in which a RS can be implemented. The core ideas are based on predicting a user’s rec-
ommendation by the similarity between the item and the user’s preferences. Initially, there were two ways to
do so: 1) content-based, using the item’s content to find the most suitable option, and 2) collaborative filtering,
using another user’s item preferences to find the most suitable item. As research and development of RS pro-
gressed, new forms of recommendations appeared, including variations of these existing two and completely new
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methods (Aggarwal, 2016). For instance, demographic filtering is a variation of collaborative filtering where the
most similar user is extracted by comparing the demographic data of the user, whereas bandits are random rec-
ommendations for exploring new directions by introducing some variability to the overall system (Bouneffouf,
Bouzeghoub, and Gangarski, 2012). Nowadays, most RS are hybrid: they employ a combination of multiple
methods in a dynamic way (Cano and Morisio, 2017). This has greatly improved the inherent and perceived
accuracy of the recommendations for the users, but they have become increasingly complex and difficult to ex-
plain. However, most of them still use both content-based and collaborative filtering as the main sources of
recommendations. Thus, this research will explore the use of collaborative filtering for an initial extraction of
the most similar user, followed by content-based for the ranking of the user’s items in order to get the predictions
sorted.

A.4.2. Explanations

In order to give a better experience for the users of a RS, designers incorporated the use of explanations for the
reasons why a RS gave a certain recommendation. Originally, the aim of such explanations was to improve
the efficiency, effectiveness, persuasiveness, transparency, satisfaction, scrutability and trust of a RS (Tintarev
and Masthoff, 2012). Nevertheless, privacy concerns about user data management have accelerated the rise in
explainable AT (XAI) as a way to provide insights into black-box machine learning techniques (Meske et al.,
2022).

From the perspective of the users, these explanations can help them feel like they are making a better de-
cision that suits their needs (Gedikli, Jannach, and Ge, 2014). However, it is important to clarify what
the explanations are about. They use different methods for displaying the parameters that had the largest
weight for the predictions of the system. For example, when a user within the Amazon platform gets a list of
recommendations, they are normally shown alongside a disclaimer that points to other similar users’ activity
(e.g. “other users also bought...”) (Gedikli, Jannach, and Ge, 2014). Using the concepts discussed in 2.2.4,
these explanations are providing reflective transparency, offering information of how an algorithm works.
The transparency-in-use remains hidden. Moreover, despite the perceived benefits of explanations for a user’s
comprehension of their decision-making process, opening up the inner workings of an algorithm does not
necessarily erase the manipulative action from the situation (Ehsan and Riedl, 2021). Regardless of the concerns
for the effectiveness of XAl as an anti-manipulation method, this research will not explore its discussion. The
explanations that will be modelled will be the exposure of the hidden intentions (if existent) of the system
designers.
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Code Fragments

The entire code base of the model can be found on the project’s public Github repository. It follows a very
similar folder structure as the general Mesa examples. The few differences are related to the Jupyter notebooks
used for running the model and performing the analysis, as well as the data pre-processing functions, which are
specific to the GoodReads dataset.

This appendix contains the most important Python scripts, which correspond to the model and agents files.

B.1. model.py

import mesa

import pandas as pd

import numpy as np

from model.agents import ItemAgent, UserAgent

from data.data_preparation import get_model_df, get_users_df, get_items_df,
get_categories

from data.results import Results

def get_vector(agent: mesa.Agent) -> np.array:

nnn

Helper method to get user agent vector for data collection
nnn
if isinstance(agent, UserAgent):
return agent.vector.copy()
return None

def get_books_consumed(agent: mesa.Agent) -> list[int]:

nnn

nwnn

if isinstance(agent, UserAgent):
return agent.books_consumed.copy ()
return None

def get_agent_type(agent: mesa.Agent) -> str:
nnn

Helper method to get agent model type

nnn

return agent.__class__.__name__
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46 def

get_item_n_read(agent: mesa.Agent) -> int:

nnn

Helper method to get count of item reads

nnn

if isinstance(agent, ItemAgent):

return agent.n_read

return Nomne

get_item_n_reviews(agent: mesa.Agent) -> int:

nnn

Helper method to get count of item reviews

nnn

if isinstance(agent, ItemAgent):

return agent.n_reviews

return None

get_item_mean_rating(agent: mesa.Agent) -> int:

nnn

Helper method to get mean item rating

nnn

if isinstance(agent, ItemAgent):

return agent.mean_rating

return Nomne

ss class RecommenderSystemModel (mesa.Model):

56
57

66

nnn

Recommender system model

nnn

def

__init__(

self,

n_users: int = 2,

steps: int = 1,

priority: str | None = Nomne,

dummy: bool = False,

seed: int | None = None,

thresholds: tuplel[int, int, int] = [5, 20, 50],
ignorant_proportion: float = 1.0,

rec_engine: str = "content-based",

df: pd.DataFrame = pd.DataFrame(),

df _items: pd.DataFrame = pd.DataFrame(),

df _users: pd.DataFrame = pd.DataFrame(),
initial_store_path: list[str] | None = None,
n_recs: int = 50,

social_influence: bool = False,

run_type: str = "results",

verbose: bool = False

nwnn

Create a new recommender system model instance

Args:

n_users: number of users to simulate as agents

steps: number of steps per simulation run
priority: item priority for hidden agenda

dummy: use of pre-loaded data for faster data loading

seed: random state seed for sampling users

thresholds: book limit thresholds for low-mid and mid-high reader personas
ignorant_proportion: proportion of users that are ignorant to the

intentions of algorithm
rec_engine: type of RS ('content-based' or

'collaborative-filtering')
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66

nwnn

df: model df if already loaded

df _items: items df if already loaded

df _users: users df if already loaded

initial_store_path: path to preloaded files or None to store new files

n_recs: number of recommendations to return

social_influence: whether recommendations can be prioritized based on
social influence

run_type: 'results' or 'sensitivity' for sensitivity analysis

# Model initialization
if verbose:

supe
self

self.
self.

self

self.

self
self

self.

self
self

print ("Initializing,model...\n")
r().__init__Q
.num_users = n_users
schedule = mesa.time.RandomActivation(self)
steps = steps

.priority = priority

csv_filepaths = []

.rec_engine = rec_engine

.n_recs = n_recs

social_influence = social_influence
.run_type = run_type

.verbose = verbose

# Check at least 2 users
if self.num_users < 2:

raise Exception("At,least 2 users  expected.")

# Model dataframe extraction
if df.empty:

df = get_model_df(
sample_users=n_users,
dummy=dummy ,
seed=seed,
thresholds=thresholds,
ignorant_proportion=ignorant_proportion

# Items dataframe extraction
if df _items.empty:

len_

df _items = get_items_df (
df=df,
priority=self.priority,
verbose=self.verbose

)

df _items = len(df_items)

# Users dataframe extraction
if df _users.empty:

df _users = get_users_df (
df=df,
df _items=df_items,
thresholds=thresholds,
n_recs=self.n_recs,
social_influence=self.social_influence,
ignorant_proportion=ignorant_proportion,
seed=seed,
verbose=self.verbose

)

len_df_users = len(df_users)
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def

def

# User agents creation
if self.verbose:

print ("Creating user agents...")
df _users["unique_id"] = range(l, len_df_users + 1)
user_agents = df_users.apply(self.create_user, axis=1)

for a in user_agents:
self.schedule.add(a)

if self.verbose:
print (£",Luuu-uUsers added")

# Item agents creation
if self.verbose:

print ("Creating item agents...")

df _items["unique_id"] = range(len_df_users + 1, len_df_users + 1 + len_df_items
)

item_agents = df_items.apply(self.create_item, axis=1)

for i in item_agents:
self.schedule.add (i)
if self.verbose:
print (£",,uuu-uItems  added")
print ("Finished_model initialization!")

# Data collection setup
self.datacollector = mesa.DataCollector(
agent_reporters={

"agent_type": lambda a: get_agent_type(a),
"vector": lambda a: get_vector(a),
"user_books_consumed": lambda a: get_books_consumed(a),
"item_n_read": lambda a: get_item_n_read(a),
"item_n_reviews": lambda a: get_item_n_reviews(a),
"item_mean_rating": lambda a: get_item_mean_rating(a)

# Create results folder
self.results = Results()
if not imnitial_store_path:
self.results.create_new_directory(run_type=run_type, verbose=self.verbose)
self.csv_filepaths.extend(
self.results.store(
prefix="initial",
data=[("interactions", df), ("items", df_items), ("users", df_users
)1,

verbose=self.verbose

)
else:
self .results.path = initial_store_path

step(self) -> None:

nun

Advance model by one step
nnn

self.schedule.step ()
self.datacollector.collect (self)

create_user (self, user_row: pd.Series) -> UserAgent:

nun

Create user agent
nnn

return UserAgent (user_row, self)
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212 def create_item(self, item_row: pd.Series) -> ItemAgent:

213 nmnn

214 Create item agent

215 nmnn

216 return ItemAgent(item_row, self)

217

218 def run_model(self) -> None:

219 nnn

220 Run model simulation

221 nmnn

22 for i in range(self.steps):

23 self.step()

224 print (f"Step,{iy+,1}/{self.steps} executed.", end="\r")
25 self.csv_filepaths.extend(

26 self.results.store(

227 prefix="run", data=[("raw", self.get_raw_df())], verbose=self.verbose
228 )

229 )

230

231 def get_raw_df (self) -> pd.DataFrame:

232 nmnn

233 Get raw dataframe with results

234 mnn

235 df _raw = self.datacollector.get_agent_vars_dataframe().copy()
236 return df_raw

237

238 def get_processed_df (self) -> pd.DataFrame:

239 nmnn

240 Get processed dataframe with results

241 nmnn

242 df _vectors = self.datacollector.get_agent_vars_dataframe().copy()
243 df _vectors.dropna(inplace=True)

244

245 # Convert vector to single dimension pandas series

246 df _vectors["vector"] = df_vectors["vector"].apply(lambda x: x[0])
247 df _vectors_wide = df_vectors["vector"].apply(pd.Series)

248 df _vectors_wide.columns = get_categories()

249 return df_vectors_wide

B.2. agents.py

from __future__ import annotations

import mesa

import pandas as pd

import numpy as np

import random

from sklearn.metrics.pairwise import cosine_similarity
from utils import unit_normalize_vector

[

oW
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9 class ItemAgent (mesa.Agent):
nnn

11 Item agent model

12 nnn

13

14 def __init__(

15 self,

16 item_row: pd.Series,
17 model: mesa.Model

18 ) -> None:

nwun

20 Create a new item agent instance
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def

def

Args:

nnn

item_row:
unique
is_rea
rating
is_rev
priori
vector

pandas series row from interactions dataframe with columns:
_id: unique ID of item

d: number of users that have read the book

: average rating

iewed: number of users that have reviewed the book

ty: hidden priority of item

: category vector as numpy array

super () .__init__(unique_id=item_row["unique_id"], model=model)

self
self
self
self
self
self

nwnn

.book_id =
.n_read =

item_row.name
item_row["is_read"]

.mean_rating = item_row["rating"]

.n_reviews
.priority
.vector =

= item_row["is_reviewed"]
= item_row["priority"]
item_row["vector"]

normalize_vector(self) -> np.array:

Normalize category vector between O and 1

nnn

return (self.vector -

nnn

O)

update (self, review: float | None = None) -> Nome:

Update item after interaction with user

nnn

self
self

.n_read +=
.n_reviews

1
+= 1 if review else O

self .mean_rating += (review / self.n_reviews) if review else 0

class UserAgent (mesa.Agent):
nnn

User agent model
nnn

def __init__¢(
self,
user_row: pd.D
model: mesa.Mo
) -> None:

nnn

ataFrame,
del

Create a new user agent instance

Args

user_row:
unique
is_rea
rating
is_rev

pandas series row from interactions dataframe with columns:
_id: unique ID of item

d: number of books read by user

: average rating given by user

iewed: number of books reviewed by user

book_id: list of book IDs interacted by user
vector: category vector as numpy array
rec_proba: probability of getting a recommendation
nmnn
super () . __init__(unique_id=user_row["unique_id"], model=model)
self.user_id = user_row.name
self .books = user_row["book_id"]
self.n_reviews = user_row["is_reviewed"]

self

.mean_rating = user_row["rating"]

self.vector.min()) / (self.vector.max() - self.vector.min
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def

def

def

def

def

def

self.n_books = user_row["is_read"]
self.vector = user_row["vector"]
self.read_proba = user_row["read_proba']
self.ignorant = user_row["ignorant"]
self.similarities = user_row["similarities"]
self.should_update_similarities = False

self .books_consumed = []

self.following = user_row["following"] or []

get_read_probability(self) -> float:

nnn

Calculate read probability as proportion of read books from total interacted

nnn

return self.read_proba

get_review_probability(self) -> float:

nnn

Calculate review probability as proportion of reviewed books from total read

nun

return self.n_reviews / self.n_books if self.n_books else 0

calculate_cosine_similarity(self, agent_b: UserAgent | ItemAgent) -> np.ndarray

nnn

Calculate cosine similarity between user's own vector and other agent's vector

(user or item)
nmnn

return cosine_similarity(self.vector, agent_b.vector)

find_most_similar_agent(self) -> UserAgent | Nomne:
nnn

Find most similar agent by comparing cosine similarity between vectors
nnn
max_similarity = -1
most_similar_agent = None
for other_agent in self.model.get_agents_of_type(UserAgent):
if other_agent != self:
similarity = self.calculate_cosine_similarity(other_agent)
if similarity > max_similarity:
max_similarity = similarity
most_similar_agent = other_agent
return most_similar_agent

get_recommendations(self, n: int) -> dict:
nnn

Get item recommendations as dict with item ID and probability

Args:
n: number of recommendations
nmnn

alpha = 2

recs = {}

social_influence_books = self.get_social_influence_books ()
top_books = self.get_top_books(n - len(social_influence_books))
rec_list = social_influence_books[:]

rec_list.extend(book for book in top_books if book not in rec_list)
for idx, rec in enumerate(rec_list):

prob = (alpha - 1) * (alpha ** (-idx - 1))

recs.update({rec: prob})
return recs

get_social_influence_books(self) -> list[int]:
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def

def

def

nnn

Get list of books from social influencers
if not self.model.social_influence:
return []
rec_list = []
for user_id in self.following:
agent = [agent for agent in self.model.get_agents_of_type(UserAgent) if
agent.user_id == user_id]
rec_list.extend(book for book in agent[0].books_consumed if book not in
rec_list)
return rec_list

pick_choice(self, recs: dict) -> ItemAgent | Nome:

nnn

Pick choice from dictionary of books and probabilities based on random choice
from probabilities

Args:
recs: dictionary of recommendations

nwun

recs = {k: v for k, v in recs.items() if k not in self.books and k not in self.
books_consumed}

if not recs: # there could be a slight chance that the agent can't get more
recommendations
return

books = list(recs.keys())

probabilities = list(recs.values())

choice = random.choices(books, weights=probabilities, k=1) [0]

item = [i for i in self.model.get_agents_of_type(ItemAgent) if i.book_id ==
choice]

return item[0]

get_top_books(self, n_books) -> list[int]:

nwnn

Get the top books by vector similarity with agent or all items

Args:
n_books: number of books to return
all: boolean if the books should be compared to agent (False) or all items
(True)
if self.model.rec_engine == "content-based":
if not self.should_update_similarities:
return list(self.similarities.keys())
return self.update_similarities(n_books)
elif self.model.rec_engine == "collaborative-filtering":
most_similar_agent = self.find_most_similar_agent ()
items = most_similar_agent.books
sorted_items = sorted(items.items(), key=lambda x: x[1], reverse=True)
return [item[0] for item in sorted_items[:n_books]]

update_similarities(self, n_books) -> list[int]:
nmnn

Updates cosine similarities for user given all items and returns top n

Args:
n: number of items to return
nmnn
items = self.model.get_agents_of_type(ItemAgent)
items_matrix = np.array([book.vector.flatten() for book in items])
items_matrix = np.array([unit_normalize_vector(v) for v in items_matrix])
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def

def

vector = unit_normalize_vector(self.vector.flatten())
similarities = np.dot(items_matrix, vector)
results = {
item.book_id: 1.0 if item.priority == 1.0 and self.ignorant == True else
round (cosine_sim, 4)
for item, cosine_sim in zip(items, similarities)
¥
sorted_items = sorted(results.items(), key=lambda x: x[1], reverse=True)
self.similarities = dict(sorted_items[:n_books])
self.should_update_similarities = False
return [item[0] for item in sorted_items[:n_books]]

update (self, item: ItemAgent) -> float:

nwun

Update user agent after interaction with item

Args:
item: item agent interacted with

nun

item_vector = np.where(item.vector > 0, 1, 0)
self.vector += item_vector
similarity = self.calculate_cosine_similarity(item)

self.books.update ({item.book_id: similarity[0][0]})
self.books_consumed.append(item.book_id)
self.should_update_similarities = True

return similarity [0] [0]

step(self) -> None:
nnn

Single step of user agent
nnn

# Should agent get recommendations?

if random.random() < self.get_read_probability():

recs = self.get_recommendations(self.model.n_recs)
book = self.pick_choice(recs)
if not book:

return

similarity = self.update(book)
# Should agent review book?

if random.random() < self.get_review_probability():
review = round(similarity * 5) / 5

else:
review = None

book.update(review)
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