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Abstract
Machine learning (ML) is increasingly integrated
across diverse academic disciplines, necessitating
effective teaching strategies tailored to varied stu-
dent backgrounds. This study investigates the in-
fluence of prior mathematical knowledge on the
learning outcomes of ML topics among Computer
Science (CS) and Aerospace Engineering (AE) stu-
dents. Employing a mixed-methods approach, the
research involved initial mathematical assessments,
interactive tutorials on key ML topics (Bayes Rule,
Perceptrons, ML Pipelines), and subsequent evalu-
ations of ML comprehension.
The results reveal significant differences in per-
formance between the two groups. CS students,
with their integrated programming and mathemati-
cal preparation, consistently outperformed AE stu-
dents, who demonstrated variability despite their
strong quantitative foundations. Probability and
linear algebra emerged as key contributors to ML
learning, showing stronger correlations with out-
comes than calculus. Qualitative analysis high-
lighted the need for tailored instructional ap-
proaches: AE students preferred application-driven
and interactive learning, while CS students valued
structured and technically detailed resources.
These findings underscore the importance of in-
terdisciplinary teaching strategies that bridge gaps
in programming and mathematical competencies.
The study’s insights have implications for design-
ing inclusive ML curricula, emphasizing real-world
applications, adaptive learning technologies, and
frameworks to support diverse learner needs. Fu-
ture research should explore broader ML topics,
larger participant groups, and long-term skill reten-
tion to further enhance ML education across disci-
plines.

1 Introduction
Machine learning (ML) is being acknowledged as an impor-
tant tool in different fields.[1] As a result, there is a grow-
ing need for efficient machine learning instruction. Tradi-
tional courses are usually taught in computer science (CS)
degrees. Meanwhile, the teaching of machine learning (ML)
has gained popularity across various disciplines, spanning
both STEM (science, technology, engineering, and math-
ematics) fields and non-STEM areas. However, teaching
machine learning to students with different academic back-
grounds presents a number of difficulties, especially because
of the difference in mathematical preparation and expertise.
[2]

As ML continues to make an impact in fields such as busi-
ness, healthcare, and beyond, professionals in these sectors
need a solid understanding of ML and its applications. We
hope that better knowing how students from various academic
backgrounds learn ML will help us build more focused teach-
ing approaches. This study builds upon previous work, such

as Amy Ko’s (2017)[3], that highlighted the need for better
ML teaching methodologies, and aims to provide practical
ideas for more effective ML instruction across different fields.

This study aims to explore how students’ academic back-
grounds impact their understanding of machine learning con-
cepts and skills. Specifically, our objective is to compare
the learning outcomes of students from aerospace engineer-
ing faculty who may have different strengths with those of
computer science majors, since they have a strong founda-
tion in mathematics but limited exposure to machine learn-
ing concepts. For instance, TU Delft CS students are in-
troduced to Calculus, Probability and Statistics, and Linear
Algebra in their first year, alongside programming courses.
This integrated foundation enables them to grasp ML con-
cepts more easily and to apply and test these concepts through
coding.[4] In contrast, TU Delft AE students also study Cal-
culus, Probability and Statistics, and Linear Algebra, in ad-
dition to Physics and Dynamics courses, which strengthens
their familiarity with STEM-related material. However, AE
students typically lack experience with coding in the context
of ML, and this distinction is the key focus of our investiga-
tion.

Aerospace engineering provides a particularly compelling
context for this research due to its reliance on advanced math-
ematics and physics, alongside its growing adoption of ML
in real-world applications. Fields like physics and economics
also involve quantitative reasoning, but aerospace engineer-
ing uniquely integrates these skills into practical, high-stakes
problem-solving scenarios such as predictive maintenance,
aerodynamic optimization, and trajectory planning. These
applications require engineers to bridge the gap between the-
oretical ML concepts and highly specialized domain-specific
knowledge. By focusing on aerospace engineering, this study
aims to shed light on how students with strong quantitative
backgrounds but limited exposure to programming or data
science engage with ML concepts.[5]

Furthermore, recent research, such as the work by Sund-
berg et al. (2023), [6] has explored the use of no-code AI tools
to lower the barrier for non-CS students learning ML con-
cepts. Such approaches highlight the importance of tailoring
teaching strategies to students’ specific needs and strengths.

We will first use a math assessment test to assess students’
mathematical knowledge to gain a better understanding of
these variations. Following that, we will offer machine learn-
ing tutorials on different topics, including classification er-
ror and Bayes’ theorem. Finally, to determine the connection
between prior math knowledge and ML comprehension, stu-
dents will be required to take an ML test covering the topics
covered in the tutorials.

The research question of this paper is as follows:

Research Question
The main research question for this project is the following.

”How does prior mathematical knowledge influ-
ence the learning of different Machine Learning
topics among Computer Science and Aerospace
Engineering students?”



To answer this question, the study will explore several sub-
questions:

• How do mathematical foundations in calculus, linear al-
gebra, and probability correlate with the understanding
of specific ML topics (e.g., Bayes’ Theorem, Percep-
trons, ML Pipelines)?

• What differences exist in the learning outcomes of ML
topics between Computer Science and Aerospace Engi-
neering students?

• What instructional adjustments could enhance the teach-
ing of ML to students with strong mathematical back-
grounds but limited programming experience?

This paper is organized as follows: Section 2 reviews ex-
isting work on teaching ML to diverse academic audiences.
Section 3 describes the methodology used, including the as-
sessment tests and tutorial design. Section 4 presents the
results of the comparative analysis between aerospace engi-
neering and computer science students. Section 5 discusses
the implications of the findings, and Section 6 concludes with
recommendations for future research and instructional strate-
gies.

2 Related Work
The rapid growth of machine learning (ML) applications has
underscored the necessity of effective ML education across
diverse academic disciplines. While ML is traditionally
taught within computer science (CS) programs, its wide-
ranging relevance has prompted efforts to integrate it into cur-
ricula for non-CS majors. Despite these efforts, structured
methodologies for teaching ML concepts to students with di-
verse academic backgrounds—particularly across STEM and
non-STEM domains—remain underexplored.

Existing research on ML education offers insight into
teaching techniques, but there is a lack of comparative analy-
sis of which strategies work best in diverse educational con-
texts. Amy J. Ko’s statement ”We need to learn how to
teach machine learning” highlights these ongoing challenges
and the need for better, more structured approaches(2017)[3].
This project aims to address this gap by investigating effec-
tive ways to teach ML to students with various educational
backgrounds, focusing particularly on the role of prior math
knowledge in learning ML.

For example, Shannon Wongvibulsin (2019) advocate for
inclusive educational models that introduce ML without pre-
requisites, enabling students from diverse fields to gain foun-
dational ML skills.[7] Their work suggests that designing
courses accessible to non-CS majors can expand the reach
of ML education and address existing disparities.

Similarly, Tenorio and Romeike (2023) proposed a frame-
work of AI competencies tailored for non-CS students in in-
terdisciplinary settings.[8] By identifying core competencies,
they offer a structured way to design ML curricula that align
with the specific needs of students from fields like aerospace
engineering.

Moreover, integrating domain-specific applications into
ML education has been shown to improve engagement and
comprehension. For example, Kasinidou et al. (2023)

demonstrated how tailoring assignments to students’ fields of
study can help bridge the gap between theoretical ML con-
cepts and their practical applications.[9]

The integration of machine learning (ML) into educational
research has highlighted its potential to enhance learning out-
comes across diverse disciplines. Recent studies, such as
Ayanwale et al. (2024)[10], emphasize the importance of tai-
loring ML methods to specific educational contexts, fostering
personalized and data-driven approaches. This aligns with
our study’s focus on addressing the unique challenges faced
by students from varied academic backgrounds in learning
ML concepts.

In summary, the existing body of work underscores the
growing importance of developing tailored ML education
strategies for students from diverse academic backgrounds.
While progress has been made in creating inclusive and
domain-specific learning models, significant gaps remain in
understanding how prior knowledge, particularly in mathe-
matics, impacts ML learning outcomes. This chapter has
highlighted key studies that inform the foundation of this re-
search, emphasizing the need for comparative analyses and
structured methodologies. By focusing on aerospace engi-
neering and leveraging insights from prior work, this study
aims to contribute to the ongoing discourse on effective and
inclusive ML education.

3 Responsible Research
This study adhered to the highest standards of ethical re-
search, ensuring participant privacy, data security, and trans-
parency throughout all stages of the research process. The
following measures were implemented to ensure responsible
and ethical research practices:

3.1 Human Research Ethics Checklist
The study followed institutional guidelines for ethical re-
search, as outlined in the Human Research Ethics Commit-
tee (HREC) checklist. This process involved identifying po-
tential ethical risks, such as participant discomfort or data
misuse, and implementing strategies to mitigate these risks.
The research design and methodology were reviewed and ap-
proved by the relevant ethics board to ensure compliance with
institutional and professional standards.

3.2 Informed Consent
All participants were provided with a detailed informed con-
sent form outlining the study’s objectives, procedures, poten-
tial risks, and benefits. Participants were informed of their
right to withdraw at any time without consequences. To
maintain transparency, the consent form included informa-
tion about the anonymity of responses, how data would be
stored and used, and contact information for the researchers
and ethics committee. Only those who provided explicit con-
sent were included in the study.

3.3 Data Management Plan
A data management plan (DMP) was developed to outline
how data would be collected, stored, secured, and used during
this project. The plan details the types of data being saved,



their purpose, storage duration, and measures taken to ensure
confidentiality and quality.

3.4 Use of Generative AI Tool
This study employed generative AI tools to assist in struc-
turing sentences, refining language, and enhancing clarity in
written communication. These tools were used solely for lan-
guage improvement and did not influence the study’s method-
ology, data analysis, or interpretation of results. The final
manuscript was reviewed and validated by the researchers to
ensure accuracy and integrity.

4 Methodology
This study employs a mixed-methods approach to explore
the relationship between prior mathematical knowledge and
the learning outcomes of machine learning (ML) concepts
among students from the Computer Science (CS) and
Aerospace Engineering (AE) faculties. The methodology
is structured into four interconnected phases: participant
recruitment, tutorial delivery, knowledge assessment, and
data analysis. Each phase is carefully designed to gather
comprehensive information about the learning process and
its influencing factors.

In addition,this section reflects collaborative efforts with two
colleagues conducting parallel research on industrial design
and mathematics education. The design and distribution of
the tests and surveys were shared responsibilities between the
researcher and the colleagues. The specific tasks undertaken
by the researcher are explicitly detailed at the end of this sec-
tion.

4.1 Participant recruitment
To ensure a balanced comparison, the study recruited 20 stu-
dents: 10 from the CS faculty and 10 from the AE faculty.
Participants were selected through purpose sampling to in-
clude students with varying academic backgrounds in STEM
subjects. Inclusion criteria include:

• Current enrollment in programs within CS or AE facul-
ties.

• No prior exposure to formal ML courses.
• Availability for all study sessions.

Recruitment involved personal visits to lecture halls and
lab sessions within the Computer Science and Aerospace
Engineering faculties. During these visits, the study objec-
tives and timeline were explained to students directly, and
interested participants were provided with an information
sheet for further details. This approach ensured a more
engaging and personal interaction, fostering greater interest
and participation in the study. Following the recruitment
phase, all research materials, including the survey, tutorials,
and assessments, were distributed and conducted online.
This approach was chosen to ensure accessibility, flexibility,
and convenience for participants. By delivering the content
online, students could engage with the materials at their
own pace and from any location, reducing logistical barriers
such as scheduling conflicts or the need to physically attend

sessions. Additionally, this method also facilitated efficient
data collection and analysis, as responses were automatically
recorded and securely stored.

4.2 Initial Survey, Tutorial Delivery, and ML
Concept Assessment

Before starting the research, ethical concerns were carefully
addressed to ensure the integrity of the study. The researcher
decided not to collect any personal identifying information,
such as names, ages, or genders, to respect participants’ pri-
vacy and eliminate any potential biases associated with per-
sonal data. Participants were provided with detailed infor-
mation sheets outlining the study objectives, procedures, and
their rights as participants, including the right to withdraw at
any time without consequence.
To further ensure privacy, participants were prompted to cre-
ate a unique, anonymous code name in the initial survey.
This code name, formed by combining their favorite color,
dessert, and animal (e.g., ”Blue Cake Tiger”), was used con-
sistently throughout the research. This method enabled data
to be matched and analyzed while preserving anonymity. The
study adhered to institutional ethical standards, and all data
were anonymized and securely stored to maintain confiden-
tiality.
The assessment phase involves an initial educational back-
ground survey, followed by a series of tutorials to teach
key ML concepts. Lastly, the participants are requested to
complete a Machine Learning test. These steps are outlined
below:

Initial Background Assessment
Participants will complete:

• Educational Background Survey: A questionnaire to
collect prior exposure to STEM subjects, learning pref-
erences, and their confidence in STEM subjects.

• Mathematics Assessment: A short test evaluating
foundational mathematical knowledge in calculus, linear
algebra, and probability. This test is designed to mea-
sure competencies directly relevant to ML topics, listed
below:

1. Calculus
2. Probability and Statistics
3. Linear Algebra

It includes a combination of multiple choice questions,
short answer questions, and one open question, ensur-
ing a well-balanced distribution in terms of both con-
tent and difficulty levels. All the math questions had the
same weight, and the students’ score were calculated as
the number of questions answered correctly. The com-
plete versions of the educational background survey and
mathematical assessment are available in Appendix A.

ML Tutorials
Participants will engage in three interactive tutorials, each fo-
cusing on a key machine learning topic:



• Bayes’ Theorem: An exploration of probabilistic rea-
soning, showcasing its relevance and applications in ma-
chine learning models such as classification algorithms.

• Perceptrons: A foundational concept in neural net-
works, demonstrating the use of linear algebra and cal-
culus to perform binary classification through linear de-
cision boundaries.

• ML Pipeline: A comprehensive overview of the ma-
chine learning workflow, including concepts like over-
fitting, underfitting, and the importance of training, val-
idation, and testing datasets in building reliable models.

The entire tutorial was made through Notion, to ensure struc-
tured content delivery, visual integration, and accessibility.
The researcher was responsible for making the part for the
Bayes’ Theorem. The full version of ML tutorial can be
found on the website link. The learning objectives for each
topics could also be found within each section of the tutorial.
Post Tutorial ML Assessment After completing the tuto-
rials, the participants took an ML Assessment Test. This
test evaluated the participants’ understanding of the topics
covered in the tutorials, emphasizing concepts that required
mathematical reasoning. The assessment consists of 15 mul-
tiple choice questions that cover both theoretical concepts
and mathematical calculations. Care was taken to ensure that
all questions could be solved using the material covered in
the tutorial. The results of this test were used to measure
the learning outcomes for each group of participants. The
complete version of the Machine Learning Assessment is
available in Appendix B.

To ensure a cohesive learning experience, the math assess-
ment and ML tutorials were designed in parallel, aligning
specific sections of the math assessment with corresponding
sections of the ML tutorial. This alignment aimed to rein-
force the mathematical foundations necessary for understand-
ing key ML concepts:

• ML Pipeline – Calculus: The tutorial on the ML
pipeline introduced topics like overfitting, underfitting,
and the role of optimization in model training. These
concepts rely heavily on calculus, particularly deriva-
tives and their applications, which were tested in the
math assessment.

• Bayes’ Rule – Probability: The tutorial on Bayes’
rule focused on probabilistic reasoning and its appli-
cations in machine learning models, such as classifica-
tion algorithms. The associated math assessment sec-
tion evaluated participants’ understanding of probability
and statistics, directly supporting their comprehension
of this tutorial.

• Perceptrons – Linear Algebra: The tutorial on per-
ceptrons highlighted their reliance on linear algebra, in-
cluding vector operations and matrix calculations, essen-
tial for understanding the role of perceptrons in neural
networks. The corresponding math assessment section
tested participants’ proficiency in linear algebra.

This parallel design was intentional and rooted in the study’s
research question: to investigate whether prior mathemati-

cal knowledge influences the learning of machine learning
topics. By structuring the tutorials and assessments in this
manner, participants were provided with a clear connection
between mathematical theory and its practical application in
ML. This approach not only supported a more comprehensive
evaluation of the participants’ learning outcomes but also em-
phasized the interdisciplinary nature of ML, bridging abstract
mathematical concepts with real-world applications. This
alignment underscores the importance of tailoring ML educa-
tion to the mathematical competencies of learners, ultimately
aiding in the study’s goal of improving instructional method-
ologies for diverse academic backgrounds.
Here is the revised section with paragraphs instead of bullet
points:

4.3 Data Analysis
The collected data will be analyzed using both quantitative
and qualitative methods to address the research questions.

Quantitative Analysis To assess the impact of the tu-
torials, descriptive statistics such as mean, median, and
standard deviation will be calculated for the math and
machine learning test scores of both groups. Additionally,
Pearson correlation coefficients will be used to examine the
relationships between participants’ prior math knowledge
and their performance on machine learning tests, providing
insights into potential connections between foundational
knowledge and new learning outcomes.

Qualitative Analysis Qualitative data from the survey
responses will be analyzed through thematic analysis to
identify key trends in students’ perceptions of the tutorials
and their self-reported learning experiences. The open
feedback provided by the participants will also be reviewed
to identify the instructional strategies that were particularly
effective or challenging, offering valuable insights into how
the tutorials can be improved in future iterations.

The researcher’s contributions extended to the design
and implementation of the assessment and instructional
materials. Specifically, the researcher was responsible
for developing the ’Probability and Statistics’ questions
in the math assessment, ensuring that they aligned with
foundational ML concepts. Additionally, the researcher took
the lead in creating the Bayes rule tutorial, which introduced
participants to probabilistic reasoning and its applications in
machine learning. The accompanying tutorial assessments
were also designed to evaluate participants’ understanding
of this critical concept. By focusing on these areas, the
researcher ensured that the materials were tailored to bridge
the gap between theoretical mathematical knowledge and
its practical applications in ML, while also addressing the
study’s core research objectives.

Furthermore, the researcher played a key role in designing
the post-tutorial ML assessment, focusing on the alignment
of questions with the tutorial content. This ensured that the
assessment not only measured theoretical understanding, but

https://www.notion.com/
https://www.notion.so/Learning-Machine-Learning-17a167da6a49808082a4fe52606ed721?pvs=4


Figure 1: Average Score Values

also provided insight into students’ ability to apply ML con-
cepts. Through these contributions, the researcher aimed
to create a coherent and effective learning experience while
maintaining consistency with the overarching objectives of
the study.
In summary, the methodology of this study was carefully de-
signed to investigate the relationship between prior mathe-
matical knowledge and learning outcomes in machine learn-
ing. By integrating participant recruitment, structured assess-
ments, interactive tutorials, and comprehensive data analy-
sis, the approach ensures a holistic evaluation of the research
questions. The alignment of the math assessment with the
ML tutorials highlights the interdisciplinary nature of the
study, bridging theoretical mathematical concepts with prac-
tical applications in machine learning. This methodological
framework provides a solid foundation for analyzing the in-
fluence of mathematical competencies on ML education and
contributes valuable insights to the development of effective
instructional strategies for diverse academic audiences.

5 Results
This section presents the findings of the study, focusing on
the relationship between prior mathematical knowledge and
the learning outcomes of machine learning (ML) topics. The
analyses include visual representation of the data, correlation
assessments, and interpretation of statistical significance.

5.1 Relationship Between Math and ML Scores
The analysis of average scores and their relationships reveals
notable differences between Aerospace Engineering (AE) and
Computer Science (CS) students. As illustrated in Figure 1
and Figure 2, CS students consistently outperformed their AE
counterparts across all ML topics. In the ML Pipeline, CS

Figure 2: Relationship Between Math and ML Scores

students had higher mean (4.04 vs. 3.22) and median (4.00
vs. 3.25) scores, with a slightly larger standard deviation (Std:
0.82 vs. 0.77), suggesting a broader range of high-performing
individuals. For Perceptrons, CS students again demonstrated
stronger performance (Mean: 3.51, Median: 3.50, Std: 0.89)
compared to AE students (Mean: 2.93, Median: 3.00, Std:
0.85), reflecting greater consistency in understanding neural
network concepts. In Bayes Rule, the pattern persisted, with
CS students showing both higher averages (Mean: 3.55 vs.
3.28) and lower variability (Std: 0.70 vs. 0.76).

Similarly, in mathematical topics, CS students demonstrated
stronger and more consistent foundational knowledge. For
Calculus, CS students achieved a higher mean (1.28 vs. 0.99)
and median (1.30 vs. 1.00) with slightly larger variability
(Std: 0.25 vs. 0.21). In Linear Algebra, their mean (1.10) and
median (1.10) were slightly higher than AE students (Mean:
1.04, Median: 1.05), with comparable standard deviations
(Std: 0.30 vs. 0.27). For Probability, CS students again out-
performed AE students (Mean: 2.65, Median: 2.70, Std: 0.33
vs. Mean: 2.61, Median: 2.60, Std: 0.30).

This variability among AE students highlights the need for
tailored instructional strategies to address gaps in their foun-
dational preparation. For example, in ML Pipeline tasks,
AE students’ slightly lower median (3.25 vs. 4.00) and
higher standard deviation (0.77) suggest difficulty in applying
calculus-based optimization concepts. Similarly, the broader
range of scores in Perceptrons and Bayes Rule among AE stu-
dents underscores the challenge of leveraging linear algebra
and probability skills in ML contexts. Furthermore, the scat-
ter plot in Figure 2 shows a generally positive but weak rela-
tionship between mathematics and ML scores overall. This
indicates that while mathematical proficiency is important,
other factors such as study habits, learning styles, and prior
programming exposure likely play a significant role in de-
termining ML learning outcomes. These findings emphasize
the importance of creating interdisciplinary learning environ-
ments that address diverse academic backgrounds and pro-
vide targeted support where needed.



Figure 3: Correlation among subjects

5.2 Correlation among subjects
The analysis of Figure 3 reveals notable relationships be-
tween the selected mathematical topics and their correspond-
ing machine learning (ML) concepts. A moderate positive
correlation (r = 0.561, p = 0.007) between Probability scores
and the Bayes rule suggests that students with stronger prob-
ability skills tend to perform better on tasks involving the
Bayes rule, a concept that is heavily reliant on probabilis-
tic reasoning. Similarly, a moderate positive correlation (r
= 0.440, p = 0.040) was observed between Linear Algebra
and Perceptron scores, indicating that linear algebraic profi-
ciency, essential to understanding vectors, matrices, and de-
cision boundaries, contributes significantly to the mastery of
perceptrons in neural networks. In contrast, the relationship
between Calculus and ML pipeline scores was weaker (r =
0.284, p = 0.200), suggesting that while calculus is relevant
for optimization and gradient-based methods, its immediate
impact on understanding ML pipeline tasks may not be as
pronounced. In general, the findings emphasize that mathe-
matical foundations play varying roles in understanding dif-
ferent concepts of ML, with probability and linear algebra
showing stronger direct associations compared to calculus.

5.3 Qualitative Analysis among Faculties
This subsection explores faculty-specific patterns in learning
experiences, preferences, and challenges related to machine
learning (ML) education. The analysis highlights key themes
and differences between Aerospace Engineering (AE) and
Computer Science (CS) students, providing insights to guide
instructional strategies.
1. Perceived Difficulty of ML Topics AE students generally
found ML topics like Perceptrons and Bayes Rule more
challenging than their CS counterparts. This difficulty is
reflected in the wider variability of their responses, suggest-
ing a broader range of preparedness within the AE cohort.
In contrast, CS students provided more consistent ratings,
aligning with their stronger backgrounds in mathematics
and programming. These differences highlight the need for
tailored support for AE students, such as breaking down
complex concepts or using domain-specific examples. Figure
4 presents detailed data on the perceived difficulty of ML
topics for both faculties.

2. Learning Preferences Learning preferences varied

Figure 4: Perceived Difficulty for Both Faculties

Figure 5: Learning Preferences for Both Faculties

between the two faculties. CS students strongly preferred
structured notes and visualizations, emphasizing clarity
and logical organization in study materials. AE students,
while also valuing visual aids, expressed a greater need
for real-world examples and practical applications. These
preferences suggest that tailoring instructional methods to
match the practical orientation of AE students and the theo-
retical focus of CS students can improve learning outcomes.
Figure 5 illustrates the learning preferences for both faculties.

3. Time Investment AE students reported a broader distri-
bution of time spent on tutorials, including more instances of
”More than 2 hours” responses. This pattern suggests that
AE students may face a steeper learning curve, requiring
more time to grasp ML topics. On the other hand, CS
students demonstrated a tighter clustering of responses
around ”Between 1 hour and 2 hours,” likely reflecting their
familiarity with the subject matter. Figure 6 provides the
time investment data for both faculties.

4. Teaching Mediums AE students showed a strong
preference for interactive formats, such as video tutorials
and lectures, which align with their desire for engaging,
dynamic content. CS students, in addition to valuing videos,
preferred slides and textbooks, reflecting their comfort with
self-guided learning materials. This suggests that a blended
teaching approach, combining interactive and structured
content, could meet the diverse needs of both groups. The
preferences for teaching mediums are shown in Figure 7.

5. Insights for Instructional Design The qualitative data un-



Figure 6: Time Spent on Tutorials for Both Faculties

Figure 7: Preferred Teaching Mediums for Both Faculties

derscores the importance of an interdisciplinary approach to
ML education. For AE students, integrating practical appli-
cations, real-world examples, and interactive content can help
address gaps in understanding. For CS students, challeng-
ing their strengths in mathematics and programming with ad-
vanced tasks and structured resources can encourage deeper
learning. By aligning instructional strategies with the unique
needs of each faculty, educators can create more effective and
engaging learning environments.

6 Discussions
This chapter looks at the study’s findings, focusing on the
differences in learning outcomes between Computer Science
(CS) and Aerospace Engineering (AE) students. It explores
how factors like math knowledge and programming expe-
rience influenced their understanding of machine learning
(ML). The chapter also discusses the study’s limitations and
suggests ways the research could be improved or expanded in
the future.

6.1 Interpretation of findings
The results demonstrate clear differences in the perfor-
mance and learning patterns of Computer Science (CS) and
Aerospace Engineering (AE) students. CS students consis-
tently outperformed their AE counterparts across all machine
learning (ML) topics, with higher mean scores and more sym-
metric distributions (as indicated by aligned means and me-
dians). This consistency highlights the advantage of an aca-
demic background that integrates programming and mathe-
matical foundations, which appears to facilitate the learning
of ML concepts.
For example, in the ML Pipeline task, the higher mean (4.04)
and lower variability (standard deviation: 0.82) among CS

students suggest a strong ability to connect calculus-based
optimization methods to practical ML workflows. In contrast,
AE students displayed slightly lower performance (mean:
3.22, standard deviation: 0.77), likely due to limited exposure
to programming, which is essential for applying ML concepts
effectively.
Similarly, in Perceptrons, which rely heavily on linear al-
gebra, CS students again outperformed AE students (mean:
3.51 vs. 2.93). The stronger foundation in programming and
ML concepts among CS students likely enabled them to grasp
the computational aspects of neural networks more read-
ily. However, AE students, despite their strong mathematical
preparation, faced challenges in translating their knowledge
of linear algebra into the coding and application required for
this topic.
Bayes Rule, a concept grounded in probability, revealed a
similar trend. The higher mean score (3.55) and lower vari-
ability (standard deviation: 0.70) among CS students in-
dicate that their combined mathematical and programming
skills enabled more consistent comprehension. AE students,
while slightly less consistent (mean: 3.28, standard deviation:
0.76), benefited from their quantitative background in prob-
ability, though their relative unfamiliarity with ML applica-
tions likely hindered their performance.
The correlation analysis further supports these observations,
with moderate positive correlations between mathematical
topics and their respective ML concepts. For instance, the
correlation between probability and Bayes Rule scores (r
= 0.561, p = 0.007) indicates that strong probability skills
are crucial for mastering probabilistic reasoning in ML. Lin-
ear algebra showed a moderate correlation with Perceptron
scores (r = 0.440, p = 0.040), emphasizing the importance
of vector and matrix operations for understanding neural net-
works. However, the weaker correlation between calculus
and ML Pipeline scores (r = 0.284, p = 0.200) suggests that
while calculus is relevant, it may not be as immediately im-
pactful for learning optimization concepts in ML.

6.2 Limitations of the study
Despite the valuable insights generated by this research, sev-
eral limitations should be acknowledged.
First, the study included a relatively small sample of 20 par-
ticipants (10 from each faculty). This limited sample size re-
duces the generalizability of the findings. A larger and more
diverse group of participants would provide a stronger ba-
sis for identifying patterns and drawing conclusions across a
broader range of academic backgrounds.
Second, the scope of the study was narrow, focusing on
three specific ML topics: Bayes Rule, Perceptrons, and ML
Pipelines. While these are foundational concepts, the inclu-
sion of additional topics, such as clustering, deep learning, or
reinforcement learning, could provide a more comprehensive
understanding of how different mathematical skills influence
ML learning.
Third, the analysis was limited to students from the Computer
Science (CS) and Aerospace Engineering (AE) faculties. Ex-
panding the study to include students from other disciplines,
such as biology, economics, or social sciences, would offer



broader insights into the influence of diverse academic back-
grounds on ML comprehension.
Fourth, the study relied on short-term assessments conducted
immediately after the tutorials. While these evaluations cap-
ture immediate learning outcomes, they do not address long-
term retention or the ability to apply ML concepts in practical
settings. Future research could incorporate longitudinal stud-
ies to explore these aspects.
Fifth, the study did not directly assess participants’ prior pro-
gramming experience, which likely contributed significantly
to the observed differences in performance. Including a pro-
gramming skills assessment in future studies could help iso-
late the impact of programming proficiency on ML learning
outcomes.
Finally, the delivery format of the tutorials and assessments
was entirely online. While this approach ensured accessibil-
ity and convenience, it may have influenced engagement and
performance. In-person sessions could provide richer oppor-
tunities for interaction, collaboration, and immediate clarifi-
cation of complex concepts, which might impact the results.

7 Conclusion
This study explored the influence of prior mathematical
knowledge on the learning outcomes of machine learning
(ML) topics among Computer Science (CS) and Aerospace
Engineering (AE) students. Through quantitative and quali-
tative analyses, key differences were identified between these
two academic groups, shedding light on how foundational
skills and academic backgrounds shape ML comprehension.
The results revealed notable differences in performance and
learning patterns between the two groups. Students with
a background that included significant programming expo-
sure and an integrated approach to mathematical prepara-
tion demonstrated more consistent success across ML top-
ics. Conversely, those with strong quantitative skills but lim-
ited programming experience exhibited greater variability in
their performance, underscoring the challenges of bridging
theoretical knowledge with its application in ML tasks. No-
tably, probability and linear algebra emerged as key contrib-
utors to ML comprehension, showing stronger correlations
with learning outcomes compared to calculus, which played
a more supporting role in this context.
Qualitative findings further emphasized the need for tailored
instructional strategies. AE students expressed a preference
for interactive, application-driven learning, while CS students
valued structured and technically detailed resources. These
differences highlight the importance of interdisciplinary ap-
proaches to ML education, blending theoretical rigor with
practical applications to address the diverse needs of learn-
ers.
Despite its contributions, the study had limitations, includ-
ing a small sample size and a narrow focus on specific ML
topics. Future research should include larger, more diverse
participant groups and explore a broader range of ML con-
cepts. Longitudinal studies could also provide insights into
the long-term effectiveness of different instructional strate-
gies and their impact on skill retention.
The findings of this research have significant implications for

the design of ML curricula. Educators should consider in-
corporating adaptive learning technologies, real-world appli-
cations, and interdisciplinary teaching frameworks to bridge
gaps in mathematical and programming competencies. By
tailoring instruction to the strengths and challenges of stu-
dents from various academic backgrounds, ML education can
be made more inclusive and effective, equipping learners with
the skills needed to apply ML in diverse professional and aca-
demic contexts.
As machine learning continues to impact a wide range of
fields, fostering a deeper understanding of how students learn
ML across disciplines is essential. This study contributes to
that effort by providing actionable insights into the relation-
ship between mathematical knowledge, programming skills,
and ML comprehension. With further research and innova-
tion in teaching methodologies, ML education can evolve to
meet the growing demands of a diverse and rapidly changing
world.
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A Initial Survey and Math Assessment
The following appendix contains the full details of the survey
and math assessment administered during the study. These
materials were designed to collect essential background infor-
mation about participants and to evaluate their foundational
mathematical knowledge, which is directly relevant to under-
standing machine learning (ML) concepts.



B Machine Learning Assessment
This Machine Learning Test was designed to evaluate par-
ticipants’ comprehension of the key topics covered in the
tutorials, including Bayes’ theorem, perceptrons, and the
ML pipeline. The assessment emphasized the application of
mathematical reasoning to solve problems, bridging theoreti-
cal knowledge and practical understanding.
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