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Summary 

Future generation civil aircraft wil! be powered by new, highly efficient propeller propulsion 
systems. New, advanced design tools like Euler methods will be needed in the design process of 
these aircraft. This report describes the application of Euler methods to the modelling of 
flowfields generated by propellers. 

An introduction is given in the general layout of propellers and the propeller slipstream. It is 
argued that Euler methods can treat a wider range of flow conditions than the classical propeller 
theories. The power of Euler methods lies in the fact a separate wake model is not needed 
because their solution includes the propeller slipstream. 

Two different ways are described of modelling the propeller slipstream using Euler methods. 
These are the time-accurate approach that uses the real propeller geometry and the time-averaged 
approach using an actuator disc representation of the propeller. Both techniques and their 
specifics concerning the grid and the boundary conditions that have to be imposed are described. 

The results of a few propeller calculations using Euler methods are described. Discrepancies 
between experiments and the simulations can of ten be traced back to the neglect of the physical 
viscosity and the quality of the grid. Research is still ongoing into further improving the 
mathematical flow models and using new concepts like grid adaption. 
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1 Introduction 

A very important subject in the development of the next generation civil aircraft wil! be the 
application of highly efficient propulsion systems. Many of these systems use some kind of 
advanced, high efficiency propellers for generating thrust. The proper integration of these 
systems in the aircraft design is a very complicated but essential problem to be solved in the 
design process of new aircraft. The aerodynamic phenomena that occur in the propeller 
slipstream due to the mutual interference of the propeller, nacelle and lifting surfaces are not 
yet sufficiently understood and are still the subject of investigation. 

This essay deals with the subject of propeller modelling used in the aerodynamic design of 
aircraft. Emphasis is put on the application of Computational Fluid Dynamics (CFD) in this 
field. In particular the use of Euler methods for treating the propeller interference problem 
is described. This because Euler methods form the upper limit in terms of computational 
expense for routine application with present day computers. No attention is given to other, 
less 'expensive' methods in CFD like the potential-flow methods. The interested reader is 
referred to Heyma [I.lJ for this. . . 

In this chapter an introduction is given in the propeller slipstream interference problem. Also 
the significance of this problem in new propulsion concepts is explained. The operating 
conditions of new propulsion systems require a more fundamental approach in the 
aerodynamic design process. In that respect the advantages of Euler methods over other more 
conventional propeller modelling methods will be dealt with. In Chapter 2, following a basic 
introduction in the aerodynarnics of propellers, a review is presented of some of the classical 
propeller modelling methods developed until the late 50' s. In Chapter 3 a brief introduction 
is given in the theory behind Euler methods. In Chapter 4 the application of Euler methods 
to real time-dependent propeller simulation is treated. In Chapter 5 the time-averaged 
approach is described in which use is made of the actuator-disc model. In both chapters 
emphasis is put on the different ways of prescribing boundary conditions for the flow 
problem. Where relevant the results of the different models will be described and compared 
with each other. 

1.1 Future propulsion concepts 

In the second half of the 70's, responding to the sharp rise in the fuel prices in the aftermath 
of the oil crisis, attention was focused on the development of a new generation of highly 
efficient propulsion systems. These systems would be much more efficient than the turbofan 
engine of that time. The first results of that investigation resulted in the propfan concept. This 
engine uses an advanced turbojet as a core combined with propeller blades especially 
designed for operating at Mach numbers up to 0.8. Compared to conventional turboprop 
blades the propfan blades are highly loaded and operate locally at transonic speeds. A major 
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disadvantage of the propfan is the very high level of noise generated by the propeller (1 .2J. This 

results in the need for extra noise reduction measures for the passenger cabin. The extra 

weight associated with the noise reduction materials partially overshadows the predicted 

advantages in fuel savings. 

At the same time as the single-blade row propfan the counter-rotating propfan concept 

emerged. The use of counter-rotating blade rows has some important advantages [IJl. It has 

better aerodynamic efficiency for the same disc loading, a higher perrnissible disc loading, 

les ser distortion of the airflow around the wing (in case of a wing-mounted installation), all 

because the second blade row removes the swirl introduced by the first blade row. On the 

other hand experimental investigations show that noise levels are not reduced and the 

characteristic low frequency of the dual propeller configuration noise makes noise reduction 

even harder. This causes that the design expenses and the weight of the contra-rotating 

prop fan are greater than those of the single-rotation version. 

Use of ducted propfans makes an even higher disc loading possible. The ducted propfan is 

better able to generate a larger static pressure increase over the propeller(s). The duct is used 

as an exit nozzle to convert the static energy of the flow into flow velocity. The duct can also 

be used to decelerate the incoming flow to a Mach number at which choking of the propeller, 

with its adverse effect on the efficiency, is prevented. Consequently, in contrast to the 

unducted version, the shrouded propfan is not limited to a flight Mach number of 0.75 to 0.8, 

but can also be used in the region above these values, which is desirabIe for long-range 

aircraft. Another interesting prospect of the ducted propfan is its iower sound production. 

All in all the fuel saving potential for the propfan-like engines can be quite spectacular. For 

commercial applications reductions of 15-20% should be possible compared to equivalent 

turbofan systems. However, although the future of the propfan looked promising, at present 

the research into propfan technology has been halted. The reason for this is the development 

and production costs associated with the propfan concept. Following the oil crisis the oil price 

did not rise as much as was expected. Therefore the extra costs of new and derivative aircraft 

powered by propfans would make the aircraft too expensive for the airlines. The introduction 

of the first propfan powered aircraft therefore seems to be postponed until some structural rise 

in the fuel costs (1.4J. 

At present the research in propulsion systems is redirected to the classical turbofan and 

turboprop engines. Improvements of these engine types are still possible. Some latest trends 

are the further increase of the bypass ratio of the turbofan (Ultra-High bypass) (1.5J which will 

lead to a still higher efficiency and the application of new blade forms for the turboprop 

which are designed for higher efficiency and lower noise levels. In all it can be said that the 

detailed investigation of propeller or propeller-like flows and their influence on the airframe 

remains a very important subject in the aircraft design process. Substantial improvements are 

to be expected by an integrated design of the propulsion system and the aircraft. 
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1.2 Introduction in the propeller slipstream interference problem 

The airflow passing through the plane of the propeller is influenced not only by the propeller 
itself but also by the airframe behind it. Therefore the propeller which is installed in an 
aircraft configuration operates at quite different conditions than an un-installed propeller. The 
flow around the wing can also be distorted substantially compared to a 'clean' wing. In 
Chapter 2 a description is given of the induced velocities that determine both the flow in the 
plane of the propeller and around the nacelle and wing. 

Some examples of flow problems resulting from propeller slipstream interaction can be 
mentioned. First example is the flow around a combination of a supercritical wing and a 
highly loaded propeller. If the wing is designed for a very specific Mach number to give 
optimum performance, even a slight Mach number increase can bring the section in the 
drag-rise area resulting in a much higher drag. Also the swirl of the propeller will lead to a 
modified lift-distribution that can differ considerably from the optimum (minimum drag) one. 
Slipstream-induced separation of the boundary layer can also lead to dramatically more drag. 
A second example of flow problems is the off-design flight handling characteristics of 
propeller driven aircraft. The stability and con trol of these aircraft in a landing configuration 
can be affected in a very negative sense in case of a high propeller loading (large nose-down 
pitching moments) as weil as in the case of an engine malfunction. 

The interference effects between propeller and aircraft can thus seriously degrade the 
performance of the aircraft and the instalIed propulsion system. In the case of the propfan-like 
systems, the apparent fuel saving capability of these advanced propulsion systems can only 
be realized if the engine is integrated properly in the airframe so that undesirable aerodynamic 
interference effects are eliminated. This interference problem must be analyzed thoroughly 
to guarantee the performance of the complete aircraft. By proper shaping of the airframe the 
propeller-body interference can be exploited for drag reduction of the aircraft (or equivalent 
the increase of the propeller efficiency and thrust). The efficiency can be improved by 
recovering the energy which is present in the form of swirl in the propeller wake. This can 
be achieved, up to a certain degree, by the wing and nacelle which form an obstacle for the 
rotating slipstream. The same idea leads to the application of guide vanes in turbomachinery 
and by using the already mentioned counter-rotating propellers. 

The application of new propulsion systems requires new design codes that are able to capture 
all the flow features associated with advanced propeller concepts. Due to the complicated 
geometrical shape of the propeller blades, their transonic working condition and due to the 
very high blade loading of the advanced propulsion systems, an accurate prediction of the 
propeller performance is no longer possible with classical propeller modelling methods. 
Although some of the classical methods are quite sophisticated they completely fail for 
present day high subsonic propellers. Shockwaves and the complicated vortex structure of the 
propeller wake are features that prescribe the use of Euler methods. Therefore from Chapter 
3 on the application of Euler methods for treating the propeller slipstream interaction problem 
is described. 
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2 Propeller modelling 

The design of propellers has always been an important topic in aerospace and naval industries. 

For a long time the specifics about propeller propulsion were unknown. Throughout the 19'h 

century screw-propellers intended for propeIling ships were designed largely empirically. 

Since then much effort has been invested to investigate propeller flows. Propeller flow models 

have been developed in order to be able to predict the performance and the flow field of 

propellers and to help design new ones. 

The next sections give a survey of propeller modelling techniques that have been developed 

in the past. The reason of this survey is to provide a background for the recently developed 

propeller models which are based on these classical theories . Especially the period ranging 

from the late 1800's to the 1940' s is considered during which most of the progress in 

understanding propeller flows has been made. This was also the period in which major 

progress was made in the design of propeller driven aircraft. Early methods like the 

momenturn, blade-element and vortex theory were developed in this period. From the 1940's 

to the 1970's there was considerable less development in the field of propeller modelling 

because emphasis was put on developing turbofan engines. Only since the 1980's new interest 

emerged for the subject when propfan prop ui sion systems were developed aimed at achieving 

greater fuel efficiency. The advancement of computer technology opened up the avenue for 

more sophisticated methods based on the potential flow, Euler and the Navier-Stokes 

. equations. 

First a basic introduction is given of the general layout of the propeller and its impact on the 

air flowing through the plane of the propeller. Then the development is reviewed of the 

propeller modelling development starting with the momentum theory of Froude and finishing 

with the most complete 'analytica!' model that is available, the vortex theory of Theodorsen. 

The different models are compared with each other and their basic advantages and drawbacks 

are summarized. 

2.1 Propeller aerodynamics 

In this section a review is given of the phenomena taking place in the flow field of propellers 

and propfans. First the layout of the propeller blades and the flow angles that define the 

operating condition of a propeller are described. The resulting lift and drag forces acting on 

the propeller are described as is the wake trailing the propeller blades. Non-symmetrical onset 

flow of the propeller plane and its effects are considered as weil. Finally a description is 

given of the viscous effects occurring in the boundary layer on the propeller blades. 
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2.1.1 Basic layout, onset flow angles and induced velocities 

The basic aim of a propeller is to produce thrust which helps an aircraft to overcome drag 
forces during flight. Thrust is generated by the addition of momentum to the airflow by the 
propeller blades. Therefore propeller blades have an airfoil shape which is capable of exerting 
forces on the flow. In this way the blades of propellers are similar to the wings of an airplane 
which produce lift to balance the gravitional force. The 'lift' forces generated by the propeller 
blades are propelling the aircraft. For a sustained propeller motion the drag forces acting on 
the propeller blades have to be balanced by the power of the engine. 

The basic difference between wings and propeller blades is the way in which the velocity 
vector of the onset flow of the blades is composed. For propellers this vector is the vector 
sum of the aircraft velocity, the rotational speed of the blade and the velocity induced by the 
environment (wake, nacelle, wing, other blades). Figure 2.1 illustrates this composition in the 
case of symmetrical onset flow in front of the propeller. Here vector w is the induced velocity 
due to the environment. lts axial and tangential components are added to the axial flow 
velocity Vo and the rotational velocity ror. The radial velocity component of w is not 
considered in Figure 2.1. Usually this component of the induced velocity vector is small and 
can be ignored because of its Iimited impact on the blade section characteristics. However, 
this may not always be the case in the boundary layer on a propeller blade as will be 
described in Section 2.1.4. 

The size and orientation of the velocity vector is varying continuously across the propeller 
disco This can be explained by the asymmetry of the aircraft geometry with regard to the 
propeller axis but other more important causes can be mentioned. They are the asymmetrie 
onset flow of the propeller due to the angle of attack or sideslip of an aircraft and asymmetrie 
onset flow due to the propeller wake in case of high blade loading. 

In the case of asymmetrie onset flow due to asymmetrie flight conditions the flow wil! have 
a component normal to the propeller axis. This is illustrated in Figure 2.2 in the case of a 
propeller at angle of attack. The total velocity vector V (incIuding the induced velocity 
components) wiU have a component in the plane of the propeller di sc of: 

(2.1) 

The change of the tangential velocity component depends on the azimuth angle (~) of the 
blade. The resulting tangential velocity experienced by the blade is: 

(2.2) 

This velocity varies with ~ resulting in a variation of the angle of attack of the blade and 
asymmetrie al blade forces and moments. A similar situation arises in case of sideslip. That 
problem can be viewed as simply rotating the configuration 90 degrees. 

The wake of a Iightly loaded propeller, which has an ordered, helical structure, induces a 
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circumferential velocity distribution in cross-sections parallel to the propeller plane like 
illustrated in Figure 2.3. The induced velocity distribution in the plane of the propeller results 
in a in circumferential direction constant but in radial direction varying angle of attack of the 
sections of a propeller blade. However, if the propeller blades are highly loaded, non-linear 
effects will arise and the ordered, helical structure of the wake will be destroyed. This results 
in a continuously varying induced velocity distribution in the propeller plane and therefore 
in a continuous variation of the angle of attack and loading of the blades during rotation. 

Another important source of induced velocities is the close proximity of other blades, the 
"cascade" effect. This effect is substantial in the blade root area where blade trailing edges 
and blade leading-edges approach each other. In propeller analysis methods which use 2D 
aerodynamic section data of ten use is made of some kind of cascade correction theory. In 
these theories the flow around the affected airfoil is compared with that of an airfoil in a large 
row of evenly spaced airfoils (cascade of airfoils). A cascade correction theory can be found 
in Black (2.11. Interpolation is used for defining cascade correction factors for blade-elements 
between the root where the effect is maximum and the tip where cascade effects are minimal. 

2.1.2 Forces actiog 00 propellers 

The forces that act on propellers can be categorized into pressure forces and friction forces . 
The local angle of attack determines the operating condition of an element of the propeller 
blade, resulting in a certain pressure distribution around the airfoil. In normal (positive thrust) 
conditions the pressure is decreased at the upper side of the airfoil (the upstream side of the 
propeller disc) and increased at the lower side of the airfoil (the downstream side of the 

·propeller disc). Integration of the pressure distribution along the airfoil leads to aresuiting 
section pressure force. Lift and drag components can be derived as weIl as thrust and torque
force components, see Figure 2.1. Integration of the contribution of all elements along the 
blade will lead to the total thrust and drag of the blade. 

The friction force is the force due to viscous effects in the boundary layer on the propeller 
blade. The friction force acts in the direction of the local flow on the surface of the blade. 
Because of centrifugal and Coriolis forces the development of the boundary layer on a 
propeller blade can be highly three dimensional. In Section 2.1.4 this boundary layer 
development is described in more detail. An accurate calculation of the friction force will 
require detailed information of the boundary layer development. Calculation of the boundary 
layer is not customary in propeller analysis methods. Usually the empirically obtained friction 
force is thought as acting in the direction of the local flow just outside the boundary layer. 
Also use is made of experimentally obtained lift and drag coefficients that include both the 
contributions of the friction and pressure forces . 

Because of the finiteness of the propeller blade and the dominating centrifugal force the flow 
outside the boundary layer cannot be treated 2D in the tip region. The use of two-dimensional 
airfoil characteristics requires a tip relief scaling of the airfoil characteristics in the tip region. 
Charts can be used that contain scaling factors for the spanwise distribution of lift and drag 
due to the lift. These factors are functions of the ratio of blade chord to blade radius, radial 
location on the blade and the tip Mach number. This method is only valid for straight 
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propeller blades. If swept blades are used another correction method, the conical flow theory 
relief model can be used. For specifics about both methods the reader is referred to Egolf et 
al. [2.2J . 

2.1.3 Propeller wake 

Like a wing, a propeller blade produces a wake trailing the propeller blade, resulting in the 
so-called propeller slipstream. This slipstream consists of sheets of vorticity originating from 
the separation of the flow from the trailing edge of the blade. Air flowing through the 
propeller plane suddenly experienees an increase in statie pressure and experiences a 
tangential acceleration while its axial and radial velocity components remain unchanged. 
Therefore the wake initially has a helical shape. 

The helical shape of the vortex sheets can easily be distorted by the surroundings. In specific 
situations the helical structure of the wake can even be completely destroyed. The take-off 
condition can be mentioned in which the forward speed of the aircraft is small and the thrust 
loading on the blade is high. In this situation the angle of attack of the blade is high resulting 
in very high vorticity in the slipstream which destroys the helical shape. Also the case can 
be mentioned in which the propeller is used for thrust reversal. In that case the propeller wake 
can even be traveling in upstream direction. 

Some influences can be mentioned which are known to distort the propeller wake. First of all, 
the wake is influenced by the forces exerted by the blade. The flow passing the blade is 
pushed aside and a perturbation velocity is added almost perpendicular to the blade trajeetory . 
This causes the vOrtex sheet to change shape. It is moving relative to the unperturbed flow. 
The air in the slipstream between two successive vortex sheets moves along with them. At 
the outer boundary of the wake the flow outside the wake gives way for the outer edge of the 
sheets. This results in cross flows at both sides of a sheet, see Figure 2.4. 

The shape of the wake is also influenced by self-induction. Because of the vorticity in the 
wake one part of the wake induces veloeities at other parts of the wake. The sense of rotation 
of the vortex lines is such that (for positive thrust) the fluid in the slipstream has an increased 
axial velocity and a rotational velocity in the same sense as the rotation of the propeller. Due 
to the self-induction the tip-end of the vOrtex sheet rolls up into a tip vortex, see Figure 2.5. 
This tip vortex has, in general, a strength equal to the maximum circulation strength along 
the blade. The diameter of the tip vortices is roughly 10% of the blade chord [23

1. These tip 
vortices are the dominating structures in a propeller slipstream. At the blade root a similar roll 
up may occur but the strength of the resulting vortex is much less significant. 

Also the expansion of the propeller slipstream can be mentioned. As remarked earlier the 
propeller increases the pressure at the downstream side of the propeller disc, As the wake 
moves downstream of the propeller, the flow expands and the statie pressure gradually 
decreases, being transformed into an axial and a circumferential velocity. Finally (far 
downstream) the velocity increments are about twice their value at the propeller plane, while 
the statie pressure is reduced to its freestream value. This expansion process reduces the 
diameter of the slipstream tube. This reduction is especially significant for highly loaded 
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propellers. 

Another important subject is the interaction of the propeller wake with a solid body. In 
Johnston [2.3] a description is given of a visualization study of a propeller slipstream interac
ting with a wing. In Marshall [2.4].[2.5] some theory is presented regarding the cutting of a 
vortex which occurs in a propeller slipstream. 

Some typical phenomena take pi ace when the propeller tip vortex pass the wing of an aircraft. 
As the tip vortex moves towards the wing leading-edge it deforms due to an image vortex 
effect at the wing leading-edge. In Figure 2.6 a vortex filament as wel! as the wing planform 
are viewed from top-side down. The mirror image of the vortex is drawn in the inside of the 
wing. The direction of rotation of the vortex deterrnines the direction of the deformation of 
the vortex filament along the leading-edge. Then the vortex passes the leading-edge and the 
vortex filament is cut in two parts. In this cutting process shear forces dominate and therefore 
the process is highly viscous. During this cutting process the fluid motion in the core of the 
vortex is suddenly blocked by the wing surface. This means that no axial motion of the fluid 
is possible as long as the vortex is interrupted by the wing. This process can be compared 
with the sudden closure of a tap in a line filled with running water. The sudden obstruction 
wil! cause the formation of pressure waves on both sides of the wing surface. A so-called 
vortex shock wil! form at the wing side where the core fluid of the vortex moves in the 
direction of the wing surface and an expansion wave will form at the other side. Both waves 
propagate along the vortex away from the wing [2.4].[2.5]. The expansion waves cause a gradual 
decrease of the core radius, whereas the vortex shock is typified by an abrupt increase in core 
radius as it propagates along the vortex. These pressure waves are considered to be an 
important source of sound. 

As the cut vortex moves in chordwise direction rnisalignments in both chordwise and 
. spanwise direction arise. Normally the flow velocities at the upper side of the wing are higher 

than at the lower side. This means that the vortex part that moves along the upper side is 
moving more quickly downstream than the vortex on the lower side, especially in the case 
of high angles of attack. This introduces a chordwise rnisalignment. The spanwise mis a
lignment is due to two mechanisms; the image vortex effect and the gradient in the spanwise 
wing circulation. The image of the vortex induces an opposite movement of the upper and 
lower halves of the tip vortices. This phenomenon is il!ustrated in Figure 2.7a and b. If the 
direction of rotation of the propeller is clockwise when viewed from downstream then the part 
of the tip vortex that hits the wing at the side where the propeller blades move in upward 
direction (rotation-up) rotates in the direction as indicated in Figure 2.7a. It can be shown 
(Figure 2.8) that the direction of rotation of the component in chordwise direction of the tip 
vortex vector is always counterclockwise when viewed from downstream. This wil! also be 
the case for the image vortices. Because of their relative positions the image vortices induce 
velocities in opposite spanwise directions, see Figure 2.7b. This means that the two halves of 
the vortex 'ring' are sheared with respect to each other (Figure 2.7a). At low angles of attack 
the amount of shearing is about the same on both sides of the wing. But at higher angles of 
attack the angle between the normal to the wing and the tipvortex vector increases in 
magnitude on the rotation-up side and decreases on the rotation-down side (Figure 2.8). 
Therefore the component in the chordwise direction of the rotation-up side is stronger than 
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that on the rotation-down side resulting in more shearing of the vortex at the rotation-up side. 
The second mechanism of spanwise tip vortex motion is due to changes in the spanwise wing 
lift or circulation due to the slipstream. Due to the induction of upwash and downwash in the 
propeller slipstream tube (Figure 2.3) the circulation in spanwise direction will have large 
gradients in this region. Therefore the vortices that spring of the wing in this reg ion will be 
considerably stronger than in other regions (except for the wingtip). These vortices again 
induce opposite spanwise velocity components at the upper and lower wing sides and, hence, 
opposite propeller tip vortex movement. Both of the described mechanisms act simultane
ously, they can re-enforce or counteract each other depending on magnitudes and direction. 

When the sheared tip vortex leaves the wing trailing edge areconnection process takes place 
between the separated vortex filament parts. This phenomenon is not yet fully understood and 
is a subject for further study. Vorticity shed from the wing trailing edge, due to the unsteady 
loading experienced by the wing, is thought to participate in joining the vortex filaments [2.3!. 

In this process viscous effects play an important role. 

The factors described above seriously complicate the modelling of the propeller wake. 
Especially in high loading cases and low forward speed the helical shape of the wake is 
distorted. Even the more sophisticated classical methods like the Theodorsen method and 
panel methods still use the helical shape of the slipstream. Therefore only field methods 
which calculate the actual structure of the distributed vorticity field behind the propeller will 
be able to model the distorted wake. These methods will be dealt with in Chapters 3 and 4. 

2.1.4 Viscous effects in the boundary layer on the blade 

As on every wetted surface of an airplane, a boundary layer develops on the surface of the 
propeller blades. In the boundary layer the friction forces have a considerable influence. In 
a boundary layer the velocity varies from zero at the surface to the value of the velocity in 
the inviscid outer flow region. The fluid particles close to the blade surface are moving along 
with the blade motion and experience the same centrifugal acceleration as the blade itself. The 
centrifugal acceleration is proportional to the di stance to the hub and accelerates the particles 
away from it. This is why in propeller boundary layer flows the velocity can have a 
considerable radial velocity component. Significant radial flow exists in separated flow 
regions and in laminar separation bubbles [2.6].[2.8] . This results in large differences in the lift 
and drag coefficients computed using 2D or 3D theory. 

The centrifugal force is not the only additional force in the propeller boundary layer. There 
is also the Coriolis force which acts on the partic1es moving in radial direction. This force 
accelerates the flow particles in downstream direction and stabilizes the boundary layer. lts 
effect can be compared with that of a favorable pressure gradient. 

The forces that are mentioned influence the behaviour of the boundary layer. Because of the 
chordwise acceleration the separation of the boundary layer is usually postponed up to higher 
angles of attack of the propeller blade. The acceleration leads to a smaller displacement 
thickness of the boundary layer and consequently to less decambering of the section profiles. 
The boundary layer at the root sections is removed by the radial boundary layer flow that will 
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postpone the separation even further. This is why the maximum attainable lift coefficients 
become larger when moving from the tip to the root of the blade. In McCroskey [2.7] it is 
argued that the stall delay effect is present up to 70% of the propeller radius. Some empirical 
correction methods can be found in Corrigan [2.9]. Also the displacement effect can be 
mentioned of the boundary layer on the nacelle on the flow over the propeller blade sections 
near the hub. This effect results in higher local Mach numbers of the onset flow of these 
sections. 

A very important phenomenon is the formation of a compact, well-ordered vortex along the 
leading-edge of thin propeller blades with substantial sweep at high loading conditions. This 
phenomenon is similar to the leading-edge vortex on delta wings at high angle of attack. This 
leading-edge vortex emerges because of flow separation at the leading-edge and can lead to 
a substantial lower pressure on the suction side of the blade compared to the staBed low
sweep blade where the vortex does not form. Therefore the highly swept blade can be used 
at higher blade pitch angles and thus at higher blade loading. 

The 3D boundary layer flow is very complicated and difficult to calculate accurately. 
Therefore in the classical propeller methods the viscous effects on the blades are of ten 
ignored or simplified greatly (by using experimental 2D data). This means that these methods 
are not very reliable for propeller operating conditions at which the boundary layer flow is 
substantially affecting the characteristics of the flow. These cases are, as mentioned earlier, 
the high loading case in which the propeller blades are close to stall and cases in which the 
propeller onset flow is at high angle with respect to the propeller axis. 

2.2 Review of classical propeller modelling methods 

In the past, great effort has been put into understanding the characteristic flow phenomena 
of propeller slipstreams and to model these flows as accurate as possible. The purpose of 
which was to contribute to the development and integration of improved propulsion systems 
in aircraft and naval vessels. In the next section a review is given of the most important 
classical propeller models and their specific characteristics. The object is not to go in too 
much detail but rather to provide a background to the more recent Euler methods for propeller 
flow modelling that will be described in Chapter 4 and 5. In the present report the many 
potential flow methods that also can be used to model propeller flows are not discussed. In 
Heyma [2.10] a survey of these methods can be found. 

The development of the propeller theories followed two independent lines of thought. These 
resulted in the momentum theories and the blade-e1ement theories, respectively. In a 
momentum theory attention is directed mainly to the motion of the fluid and the forces acting 
on the propeller are determined as the cause of this motion. In that way the exact shape of 
the propeller is not relevant. Only the forces that the propeller imparts on the flow are 
important. In contrast to that, the blade-e1ement theories and their derivatives, the vortex 
theories, use the aerodynamic characteristics of the propeller blade sections to determine the 
aerodynamic forces. 
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2.2.1 Momentum theories 

The earliest theories of the action of screw propellers date from the pioneering work of 
Rankine and Froude. Their initial application has been in marine propulsion systems. In the 
momentum theory the propeller is modelled as an infinitely thin actuator di sc which exerts 
a distributed force on the flow field. Two versions of the momentum theory exist; the axial 
momentum theory and the general momentum theory. Both theories will be described briefly. 
Relevant information can be found in Glauert [2.11) . 

The axial momentum theory of Rankine and Froude 

In the axial momentum theory the flow is considered incompressible, inviscid and uniform 
in each axial section of the slipstream tube. The thrust generated by the propeller is 
considered uniformly distributed over the propeller disco At the di sc a jump in statie and total 
pressure arises due to the propeller thrust. The axial velocity is continuous. 

The thrust of a propeller can be calculated by subtracting the momentum of the flow entering 
and leaving a cylindrical domain (Figure 2.9) or by integrating the pressure difference across 
the disc: 

T = J I1p dS = SIPVI(VI-V~ 
s 

(2.3) 

Furthermore the propeller power can be calculated by subtracting the kinetic energy of the 
flow entering and leaving the domain: 

(2.4) 

It is also possible to calculate the propulsion efficiency: 

VoT 1 
TI = 

P V-V 
1+(_1_0) 

2Vo 

(2.5) 

Here, the efficiency is the maximum theoretically obtainable efficiency that can be achieved 
using a specific propeller because induced tangential and radial flow velocities as weIl as 
viscous effects are neglected. The lower the ve10city difference across the propeller disc the 
higher the efficiency. The efficiency reaches 100% if the velocity increment approaches zero. 

If the geometry of the slipstream tube is known, also the velocity and pressure in the 
slipstream can be obtained. This is done by using mass conservation and by applying the Ber
nouilli equation. It can be shown that the axial velocity at the propeller disc is the mean value 
of the velocities at the upstream and downstream boundaries of the domain: 
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Udisc (2.6) 

The general momentum theory of Betz 

In the real propeller slipstream a rotational motion is present due to the tangential force 
exerted by the propeller on the air. In the general momentum theory the rotational character 
of the slipstream is taken into account by introducing an angular velocity jump with a 
constant angular momentum along the radius of the propeller disco The rotational velocity (<0) 
in the propeller slipstream is directly related to the angular velocity (Q) of the propeller and 
a tangential interference factor a'= V IV, in which V, is the tangential component of the 
velocity V in the propeller slipstream. Application of the Bemoulli relation results in an 
expres sion for the pressure increase over the propeller disc: 

p / = p(Q -!w )wr2 

2 
(2.7) 

Again the theust can be ca1culated by integration of p' over the propeller di sc but also by 
using a momentum balance. Because of the rotational motion in the slipstream the pressure 
is not uniform at downstream infinity but varies radially to balance the centrifugal force: 

dPI 2 

drl 
= pwlrl (2.8) 

The thrust follows with: 

T = fp/dS = f[pVl(Vl-V~-(PO-Pl)]dS (2.9) 
s s 

The torque that is acting on the propeller can be ca1culated by summation of the angular 
momentum imparted in unit time: 

(2.10) 

The propeller power is ca1culated in the same manner as in the axial momentum theory but 
now the kinetic energy of the rotational motion is included. This leads to a lower and more 
realistic value of the propulsion efficiency. The best efficiency in a propeller design is 
obtained by optimally distributing the thrust in radial direction. In this case the efficiency of 
all blade elements is constant [2. 111. 

In general it can be stated that momentum methods provide a simple relation between the 
velocities in the propeller wake and the thrust and torque of the propeller. However, because 
of the many assumptions made and because the actual shape of the propeller is not considered 
the momentum methods are not very suitable to ca1culate accurate jump conditions for the 
more advanced mathematical models that can be used to calculate the flow around propellers. 
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2.2.2 Blade-element theories 

The first simple blade-element theory was proposed by Froude and was further developed by 
S. Drzewiecki and W.F. Lanchester [2.IIJ. In contrast to the momentum theories, the blade
element theory is concerned with the actual aerodynamic shape of the propeller. The basis of 
the analysis is that the propeller blade is divided into a large number of elements along the 
propeller bladespan and that each of these elements is regarded as a 2-D airfoil section. The 
theory requires that the aerodynamic properties (lift and drag coefficients) of the airfoil 
sections are known. Viscous effects, like propeller stall and compressibility effects can thus 
be incorporated (quasi-3D). Each blade-element has an angle of attack determined by the 
tangential and axial components of the local velocity. The induced velocities due to the 
surrounding environment are not included. Totallift (thrust) and drag forces of the propeller 
are calculated by integration of the section properties. 

The method lacks accuracy because of the assumptions made in the theory. In reality the flow 
around the blades is not two dimensional. The finiteness of the propeller blade influences the 
lift and drag distribution so that the 3-D and the 2-D coefficients do not match. Furthermore 
the velocity induced by the vorticity in the wake is neglected. This results in errors in the 
angle of attack of the onset flow of the blades and consequently in errors in lift and drag 
forces and in the predicted propeller performance. Also interference effects between 
successive blade-elements are neglected. Aerodynamic characteristics are not corrected for 
these effects. 

The simple blade-element theory forms the basis for the later developed strip analysis theories 
or vortex theories. In these theories corrections are introduced for the induced velocity by the 
wake and the influence of the surroundings. In the next section the basics of these vortex 
theories are described. 

2.2.3 V ortex theories 

In propeller vortex theories the influence of the vorticity in the slipstream on the blade is 
included. This is achieved by prescribing the shape of the wake and calculating its induced 
velocity at the propeller disco In the next section three methods are described; the theory of 
Betz, Glauert and Prandtl, the theory of Goldstein and the theory of Theodorsen. In all three 
theories the wake model that is used is based on a blade loading distribution for minimum 
induced loss. The theories differ in the detail in which the wake is described and in their 
complexity. 

The theory of Betz, Glauerl and Prandtl 

In the vortex theory developed by Betz, Glauert and Prandtl the wake of the propeller is 
treated as a rigid cylinder. The propeller is assumed to have a infinitely large number of 
blades and the circulation along the bladespan is assumed to be constant. This implies that 
the vorticity springing from the blade trailing edge is concentrated at the edge of the propeller 
disco This vorticity is transported downstream without contraction of the slipstream. Thus, the 
combined vorticity of the infinite number of blades can be represented as a rigid cylinder 
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surface carrying a spiraling vortex distribution, see Figure 2.10. At the axis of symmetry a 
straight root or hub vortex is present which can be considered the combined return leg of all 
vortex lines on the propeller disco 

This way of treating the propeller wake has some consequences. As in the momentum 
methods all time-dependent characteristics of the slipstream are lost. Due to the assumption 
of an infinitely large number of blades there are no discrete vortex sheets that interact with 
the flow outside the slipstream tube. Therefore the radial velocity component will not be 
present in the slipstream (in case ofaxi-symmetrical onset flow). It should also be mentioned 
that neglecting the contraction of the slipstream is only valid in the case of lightly loaded 
propeller blades. 

Due to the simple geometry of the wake, the induced axial and azimuthal components of the 
velocity and the circulation at each radial position in the slipstream at downstream infinity 
can easily be calculated [2.11]. As in the momentum theories the induced axial component of 
the velocity at the propeller disc is half the value of the axial velocity at downstream infinity. 
This means that the induced velocities at the disc can be determined if the velocity 
distribution in the wake is known. The operating condition of the propeller blade sections can 
be determined and the section characteristics can be calculated by application of the blade
element theory. Again integration along the blade radius and summation of the contributions 
of all blades will lead to the total thrust, the total torque and the propulsion efficiency. 

The vortex theory can also be used to design propeller blades that lead to a minimum loss of 
energy or to the highest efficiency for a given thrust. It can be shown that the condition of 
.minimal energy loss is related to a certain optimal circulation distribution in the far wake. 
This distribution is identical to the circulation distribution around the propeller blades. The 
circulation around each blade section can be obtained by dividing the total circulation at a 
certain radial position by the number of blades. The resulting lift and drag due to the blade 
section circulation can be calculated by using Joukowski 's law. Integration of the blade 
section contributions along . the blade willlead to the total thrust, torque and efficiency of the 
propeller. 

Two corrections can be found in literature to improve the results of the above vortex theory. 
The first one is a correction for the profile drag (if this is not already included in the section 
drag coefficient). The introduction of profile drag, assuming the same distribution of 
circulation along the blade, wiU reduce the thrust and increase the torque of the propeller and 
thus will lead to a lower propulsion efficiency. Profile drag wiU also lead to a different 
optimal distribution of the circulation around a blade. The second correction is for the 
finiteness of the number of blades and was proposed by Prandtl. As described earlier in the 
real propeller flow the vortex sheets can be assumed to be rigid surfaces that move backwards 
at a constant speed. Near the edge of the vortex sheets the air will tend to flow around the 
edges of the sheets resulting in considerable radial velocity components. These radial 
velocities cause a decrease in circulation in the tip region of the propeller blades. To account 
for this effect a comparison is made with an equivalent flow around the edges of a number 
of flat plates moving with the same speed as the vortex sheets. A tip loss factor can be 
deduced that adjusts the circulation distribution in the tip-region. For propeller analysis 
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calculations an effective radius is defined that replaces the actual radius in the calculations. 

The theory of Goldstein 

In contrast to the vortex method of Betz, the theory of Goldstein [2.12J takes account of the 
periodic nature of the slipstream. Each blade is modelled by a single bound vortex with a 
varying circulation distribution in radial direction. Because of this, a vortex sheet of varying 
strength in radial direction is springing from the blade trailing edge. As in the vortex theory 
of Betz the propeller loading is considered to be light. In that case the vortex sheets wi11 have 
a helical shape with a constant slope which follows from the forward velocity and the 
rotational velocity of the propeller. In the theory no contraction of the slipstream tube or ro11-
up of the vortex sheets is considered. 

The 3D surfaces of the vortex sheets induce velocities in the slipstream. The equation of the 
vortex surface of a single blade far behind the propeller is given by: 

e - wz = 0 or 
V~ 

1t for r<R (2.11) 

r, e and z are the cylindrical polar coordinates with the helix axis as the reference axis and 
0) is the rotational velocity of the wake. Voois the unperturbed onset flow velocity of the 
propeller. 

Goldstein introduced a velocity potential function which he calculated at far downstream by 
sol ving the Laplace equation. This velocity potential has to satisfy certain boundary conditions 
in the cross-section far downstream. By introducing a curvilinear coordinate system he was 
able to reduce the three-dimensional flow problem to a two-dimensional problem. The 
solution for the potential is expressed in a semi-infinite series of modified Bessel functions. 

Goldstein was able to construct the solution for the potential only in case of small values of 
the advance ratio (VinD) . The circulation around an arbitrary blade section is assumed to be 
identical to the jump in the velocity potential at the corresponding point in radial direction 
of the vortex sheet. Thus the circulation around the blade is determined directly by the 
velocity potential. 

In the Goldstein theory the circulation around the blade is expressed in terrns of a non
dimensional K-function defined as : 

K 
Bwr(rjR) 

21twV~ 
(2.12) 

Here r is the circulation as a function of (rlR) and B is the number of blades. Different K
functions can be calculated for propellers with different number of blades. The K-function 
forms a correction on the induced velocity calculated for a propeller with an infinite number 
of blades (like the Prandtl tip loss factor). The value of K tends to unity as the number of 
blades tends to infinity and the propeller becomes an actuator disco The value of K tends to 
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zero at the blade tip for any finite number of blades, where the blade loses its circulation. The 
K-functions are obtained from tables and an additional interpolation procedure or by 
calculation of the BesseJ functions . Also finite-difference and finite-element methods for 
sol ving the potential-flow problem can be found in Wentzei [2.13). 

If the flow properties at a downstream station are known (for example from experiments) then 
the circulation distribution along the propeller blade can be caJculated. Using Joukowski's law 
the thrust loading, torque loading and the efficiency can be related to the K-function. The 
total propeller thrust, torque and efficiency can be caJculated by integration along the blade 
radius. It should be mentioned that the Goldstein theory is not intended to give a detailed 
description of the propeller slipstream. The solution of the potential problem is only valid in 
the far field . 

At propeller efficiencies weIl bel ow unity the Goldstein vortex theory can provide unreliable 
results. This is because the theory is based on a circulation distribution for minimum induced 
loss. This optimal distribution is of course not always present. Also for blades with low 
advance ratios the theory does not account for 3-D effects and unreliable results can be 
expected. 

Theodorsen's theory 

Theodorsen's theory [2.15) is largely based on Goldstein's vortex theory. Theodorsen showed 
that Betz's theorem of the optimum distribution of circulation applies equally weIl to heavily 
loaded propellers if reference is made to the shape of the helix infinitely far behind the 

. propeller. The radial distribution of the circulation in the far field wake behind a heavily 
loaded propeller is the same as that obtained by Goldstein for the propeller at light loading, 
if the results are compared for the same value of the helix angle. In this theory the heavy 
loading case is equivalent to an infinite number of lightly loaded propellers placed serially 
behind each other. Each lightly loaded propeller has an optimum circulation distribution. 

Theodorsen defines the following equation for the vortex surface: 

e = __ w_z_ 
V~ + w 

= 0 or TI o:;;r:;;R (2.13) 

This formula contains w, the axial component of the velocity of the screw surface in axial 
direction, which cannot be neglected anymore with regard to the velocity at infinity (as in 
Goldstein's theory). The velocity w can be viewed as an independent parameter upon which 
all other quantities depend. The proper value of w must be obtained by iteration. 

Furthermore Theodorsen defines a circulation function K (like Goldstein), a mass coefficient 
K and an axial tip loss factor e. Only the K and K functions contain the unknown circulation. 
e is directly related to K. Instead of calculating the K and K functions Theodorsen used 
experiments. An analogy can be made between a potential flow and the electrical potential 
in a waterbasin containing a physical model of the helical vortex sheets. The resulting voltage 
distribution is related to the velocity potential in the propeller slipstream. The K-functions can 
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thus be obtained physically. The mass coefficient K can be compared physically to the 
blocking effect of the helical surface. It is obtained experimentally by measuring the change 
in resistance caused by the helical surface when it is inserted in the waterbasin. Theodorsen 
obtained loading functions for a variety of propeller types and working conditions. Some 
examples are; highly loaded propellers with high advance ratios, propellers with large number 
of blades, counter-rotating propellers and propellers with guide vanes. 

Calculation of the propeller characteristics is done by means of an iteration process. The 
loading distribution on the blade and the functions K, K and E all depend on the unknown 
velocity w. An initial guess is made for w which together with the proper aerodynamic 
coefficients determine an initial loading distribution on the propeller blade. The loading 
distribution on the blade is linked to the far-field conditions via the K, K and E functions. 
These are also related to w, so a new approximation for w can be obtained. This process 
converges to the proper wand loading distribution. Thrust, torque and propulsion efficiency 
are all related to the K, K and E functions and can be obtained easily. 

2.3 Pros and cons of the different theories 

When comparing the different propeller models it is obvious that even the most sophisticated 
and complete model (Theodorsen) only gives an approximation of the real flow field of the 
propeller and its slipstream. In the next section the limitations of the different theories are 
summarized as weIl as their relative advantages. It must be realized that the described theories 
have different application areas. It is not possible to treat the entire propeller flow field with 
one universal theory. In practice the different theories are combined into a single propeller 
analysis method. 

None of the described propeller theories are suited for treating propellers at an angle of attack. 
This is particularly the case for vortex theories in which the shape of the wake is prescribed. 
The slipstream of a propeller at an angle of attack is highly time-dependent. Thus the 
conditions in the propeller plane are not merely depending on the (azimuthal) position of the 
blades but also on the continuously varying strength of the vorticity in the wake. The loading 
distribution on the propeller blade is therefore not like the optimum distribution according to 
Betz. Also the considerable radial flow on the blades prohibits the use of 2D aerodynamic 
section data. One case is found however in Eshelby [2.14] where the blade-element theory is 
used to calculate unsteady forces and moments under the restriction of small angles of attack. 

Momentum theories 

Momentum theories are easy to implement because of their simple formulation. However, this 
is at the expense of some serious disadvantages which may lead to very unreliable results. 

Momentum theories treat the propeller as an actuator disco They can only be used if 
conditions in the propeller plane (static and total pressures, induced velocities and swirl 
angles) are known. Therefore these methods need experimental propeller data or the results 
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of a propeller theory which caiculates the conditions in the plane of the propeller. 

Momentum theories give only a time-averaged approximation of the real, time-dependent 
propeller slipstream while ignoring compressibility and viscous effects. The general 
momentum theory gives more realistic results than the axial momentum theory because it 
includes tangential velocity components as weIl as a varying di sc loading. However, a detailed 
representation of the propeller slipstream with shed vorticity, wake roll-up and wake induced 
radial flow is not possible with these theories. Momentum theories also give wrong results 
in the far field wake because ve10cities go to a final value other than the free stream 
conditions. 

Blade-element theories 

Simple blade-element theories use the aerodynamic shape of the propeller blades. However, 
the problem is that 2D section data is used for the propeller blade sections. The aspect ratio 
effect therefore is neglected. The 2D section data include effects of viscosity and compressibi
lity, but 3D effects are neglected. Also induced velocities that influence the effective angle 
of attack of the blade are ignored. A wake model is therefore needed that accounts for these 
effects. Without a proper wake model the blade-e1ement theory will not be very accurate. 

Blade-element theories only treat the flow around the propeller blades. No information about 
the propeller slipstream can be obtained by using this theory. 

V ortex theories 

In the theories of Prandtl, Goldstein and Theodorsen the shape of the wake is prescribed. This 
shape is based on a loading distribution for minimum induced loss. In that case deformation, 
roll-up of the vortex sheets are considered as second-order effects at the propeller plane and 
can be ignored. Immediately it can be understood that the wake model is only valid if the 
propeller blade loading is not very much different from the optimal loading condition. In 
flight conditions such as take-off and landing this is not the case and even the most 
sophisticated analytical theory of Theodorsen will fail. Furthermore the shape of the vortex 
sheets at infinity is also influenced by the presence of bodies in the slipstream. These bodies 
can distort the slipstream considerably (shearing) so that the idealized shape is not present. 

The vortex models all ignore the radial flow on the blades. This radial flow can considerably 
change the aerodynamic coefficients of the blade sections. Radial flow deve10ps at the blade 
tip due to the contraction of the slipstream (especially at high di sc loading), due to possibly 
curved leading and trailing edges of the blade, due to centrifugal forces especially in regions 
of separation or at the blade root due to the presence of the nacelle and spinner. Besides this 
coriolis forces may seriously affect the boundary layer behaviour and therefore influence the 
aerodynamic coefficients. 

In the Prandtl and Goldstein theories only light loading of the propeller blade is considered. 
They also ignore the contraction of the slipstream. The theory of Theodorsen also treats the 
high loading case including the contraction effect. However, it must be mentioned that even 
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the Theodorsen theory will fail in cases such as the modem propfan propellers. On these very 
thin propfan blades flow separation effects lead to rolled-up vortex sheets along the leading
edge. These effects cannot be modelled by the Theodorsen theory. Of course also the 
considerable radial flow over the blades due to the extremely curved shape of the propfan 
blade will invalidate the use of these vortex modeis. 

Goldstein's theory is in principle more accurate than the Prandtl theory. Because of its 
accuracy, it is of ten used for performance calculations and propeller design. However, because 
of its more complicated wake model its application takes a considerable computing effort 
compared to the Prandtl theory. This is also the case for the Theodorsen theory. Numerical 
methods are used in these theories th at call for the use of computers. 

The models of Prandtl, Goldstein and Theodorsen are primarily used for the calculation of the 
condition at the propeller plane. From far wake conditions the discontinuity in velocity 
potential is calculated, which is a measure for the circulation around the corresponding blade 
section at the propeller plane and the velocities that are induced by the vortex system. The 
calculated velocity potential is only valid in the wake far downstream. Therefore, only far
wake field information can be obtained with the described theories. 

Theodorsen[2.1SJ performed calculations to determine the static pressure in the propeller 
slipstream but this led to disappointing results. A better model can be found in Schouten [2.16J. 
If information is needed about the wake in the neighbourhood of the propeller these models 
cannot be used. A combination of the these models and a momentum theory is then required. 

2.4 Propeller jump conditions for Euler methods 

In Chapter 5 of this report an actuator di sc representation of the propeller will be described 
in combination with an advanced free-wake analysis method (Eu Ier method). In this method 
the exact time-averaged shape of the wake is calculated. An auxiliary propeller model must 
be used to provide the flow jump conditions at the propeller di sc because the propeller shape 
is not included in this model. 

In principle the solution of a method based on the Euler equations wil! automatically include 
the time-averaged induced velocities in the propeller plane due to the distributed vorticity 
which is present in a propeller slipstream. An iterative process can be used in which the 
conditions in the propeller plane are calculated using the simple blade-element theory without 
a separate wake model. The jump conditions that can be obtained from it are imposed as 
boundary conditions for the Euler method. This method then calculates a new, improved, 
wake which induces different velocities at the propeller plane. If this process converges 
properly the correct loading on the propeller is obtained with the correct shape of the wake. 
It must be remarked that the used blade-element model must be corrected for 3D effects 
(aspect ratio) and for interference effects between the blades (cascade effect), because these 
interference effects cannot be calculated by the Euler method. 
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The selection of the propeller model depends on the information which is available about the 
propeller. If for instance the forces on the propeller blades are known from measurements, 
the required jump conditions can be obtained by using the genera! momentum theory. An 
altemative method is described in Chapter 5 in which source terms are added in the set of 
flow equations. If this information is not available then the most accurate model is of course 
preferred (Theodorsen). 
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3 Introduction into Euler methods 

This chapter is intended to give a brief introduction into the basics of Euler methods as far 
as is needed for understanding their application to the calculation of propeller flows . The 
Euler equations are compared to other flow equations and their mutual relations are explained. 
The general solution procedure in Euler methods is described as is the way in which the 
initial and boundary conditions are treated. The propeller slipstream flow around an aircraft 
is described as an initial-boundary-value problem that can be treated successfully with Euler 
methods. It is explained that the power of Euler methods in propeller flows lies in the fact 
that their solution includes the propeller wake. In that case the need for a separate propeller 
wake model is eliminated. 

3.1 Hierarchy of flow equations 

The most general set of equations describing airflows is the set Navier-Stokes equations. The 
time-dependent Navier-Stokes equations describe the conservation of mass, momentum and 
energy for general flows. The basic forces acting in these flows are pressure forces and 
friction forces. Temperature effects like heat dissipation resulting from friction and heat 
transfer are also modeIled in these equations. For the present study air may be considered a 
so-called Newtonian fluid. In Newtonian fluids the viscous stresses are directly proportional 
to the rate of deformation of the fluid particles while the heat flux vector is given by 
Fourier' s law that is proportional to the gradient of the temperature field. Solution of the 
system of Navier-Stokes equations, supplemented by thermodynamic relations, is a very 
difficult task because of the complexity of the equations (e.g. turbulence). Fortunately it can 
be observed that not all of the flow phenomena are equally important in all parts of the flow 
field. In these cases assumptions can be made to simplify the problem. All other types of flow 
equations can be derived from the Navier Stokes equations by using such assumptions. The 
more assumptions are made the more restricted is the validity domain of the resulting flow 
model. 

If the friction forces and the heat dissipation are neglected the next hierarchical level of flow 
equations is obtained; the Euler equations. These equations describe inviscid, compressible, 
rotational flows . In the next section they will be described in more detail. 

If the vorticity of the flow is neglected, the velocity can be expressed as the gradient of a 
velocity potential while assuming isentropic flow. The mass conservation equation can then 
be written in terms of the velocity potential, the so-caIled full-potential equation. The 
momentum equation reduces to Bemouilli's relation from which for a known velocity field 
the pressure and density can be obtained. For irrotational, isentropic, flows the energy 
conservation equation is satisfied automatically and does not need to be considered explicitly. 
Therefore only the full-potential equation remains. If the fuIl potential equation is linearized 
the so-called Prandtl-Glauert equation can be deduced. This equation describes compressible 
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flow only in a linearized fashion. Finally, if the compressibility of the flow is neglected the 
Laplace equation is the governing equation for the velocity potential. 

3.2 Introduction of the Euler equations 

As described in Section 3.1 the equations describing time-dependent, adiabatic, compressible 
flow of an inviscid, non-heat-conducting fluid are called the Euler equations. In integral 
conservation form these conservation equations using vector notation, take the following form. 

Conservation of mass: 

~ J J J pdV + J J pü1ÏdS = 0 
at v àV 

(3.1) 

Newton's second law: 

~ J J J püdV + J J pü(ü1Ï)dS 
at v àV 

-J pÏldS 
àV 

(3.2) 

'Conservation of energy: 

~ J J J pEdV + J J pE(ü1i)dS 
at v àV 

-J JPü1ÏdS 
àV 

(3.3) 

Here V is the control volume with its surface S and with n the local normal vector on S. The 
total energy E, for a calorically perfect gas is defined by: 

E = __ P_ + ..!.Ü 2 

(y-l)p 2 
(3.4) 

in which the velocity vector U : 

Ü = (u,v,wl (3.5) 

Here u, v and w are the velocity components in respectively x, y and z directions. p is the 
density and p is the static pressure. 

The Euler equations constitute a system of first-order non-linear partial-differential equations. 
The non-linearity has serious consequences for the solution of the Euler equations. In panel 
methods (linearized potential flow methods) the 3D flow equation is reduced to a surface 
integral equation using Green's theorem. Because of the non-linearity of the Euler equations, 
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this reduction is no longer possible. Discretization of the Euler equations in 3D space (in case 
of a 3D problem) is thus required. 

The general approach to the numerical solution of the Euler equations consist of two major 
steps . 

. Spatial discretization of the flowequations and the boundary conditions of the 
continuum-model formulation of the problem. 

. Sol ving the resulting system of ordinary differential equations. 

In the next section the general solution procedure of the Euler equations will be described. 

3.3 Solution procedure in Euler methods 

In this section the basic procedure for solving the system of Euler equations is described. 
Some discretization approaches are mentioned and the concept of numerical viscosity is 
introduced. The method for obtaining the solution for the resulting system of discretized 
equations is also described. Use was made of BoerstoeI [3.1J. 

3.3.1 Discretization of the system of equations 

U sually the system of Euler equations as described in Section 3.1 is discretized by a finite
volume discretization. The Euler equations in integral form as described in Section 3.1 can 
be used locally for each finite volume (celI). The system can be written as: 

~fffqdQ + ffFndS = 0 
at Cl ao 

(3.6) 

with q the vector of conserved quantities: 

q = (p,pU,pY,pW,pE)T (3.7) 

and F the flux tensor: 

pU pY pW 

pU 2 +p pVV pUW 

F pVV i + py 2+p j + pVW k (3.8) 

pUW pVW pW 2 +p 

pUR pVH pWH 

with the total enthalpy H defined by: 
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H=E+R 
P 

(3.9) 

These equations can be discretized by so-called semi-discretization. This means that first the 
equations are discretized in space. The equations are then transformed into a system of 
ordinary differential equations with time as the independent variabIe: 

d - -
-(h" k q . . ,k) + Q" k = 0 dt IJ, IJ IJ, (3.10) 

Here hi,j,k is the volume of cell i,j,k and Qi,j,k is the net flux out of the cell given by: 

Qjj,k = (F'S)j+l/2j,k - (F'S)j_l/2j,k + (F'S)jj+l/2,k 

(F'S)jj-l/2,k + (F'S)jj,k+l/2 - (P'S)jj,k-I/2 (3.11) 

S is the surface of a cell face. This system of ordinary differential equations can be integrated 
in time using for example an explicit scheme such as a Runge-Kutta method. The spatial 
discretization is done by dividing the physical domain into a sufficiently large number of cells 
(grid generation). The distribution of cells should be such that in areas where the flow has 
large gradients the grid is locally refined (Figure 3.1). The cells should be solid boundary 
conforming (follow the surface) so that boundary conditions can be implemented easily. The 
system of Euler equations in integral conservation form has to be satisfied for each cello 
Therefore, the flux tensor must be calculated at the cell faces. This can be done in a number 
of ways. 

The easiest and most widespread method at the moment is the central-differencing method 
used by Jameson [3.21 . In this scheme the flux terms at the cell-face midpoints are taken as the 
average of the fluxes evaluated at the adjacent cell centres. For the 2D case this central 
differencing scheme is illustrated in Figure 3.2. 

Another method for calculating the flux is by using the so-called approximate solution of the 
one-dimensional Riemann problem. A detailed description of this method is beyond the scope 
of this study. The reader is referred to literature on this subject [3.31.[

3 4
1. The essence of the 

method lies in utilizing the hyperbolic nature of the Euler equations and using information 
obtained along the local characteristics to calculate the fluxes . This is done by using so-called 
'upwind' differences, see Figures 3.3 and 3.4, instead of central differences. Later on some 
specific qualities of these differences are described. Characteristics of a hyperbolic system of 
differential equations running through a point in space determine the domain (dependence 
domain) that influences the flow conditions in that point through propagation of the 
perturbation waves. This is very similar to Mach lines in supersonic 2D flow. 

3.3.2 The concept of numerical viscosity 

A very important property of Euler methods is that distributed vorticity is included in the 
solution. When expressed in integral conservation form Euler methods allow solutions with 
vorticity concentrated in vortex sheets. This is of great value for the calculation of propeller 
slipstreams. Also shockwave type discontinuities with associated production of entropy and 
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vorticity are modelled in Euler methods. However, the vorticity due to flow separation is not 
included in the mathematical model and has to be modelled through Kutta-type conditions. 
The convection and stretching of vorticity in the propeller wake, is calculated as part of the 
solution and a wake model is not required. Responsible for the generation of vorticity at sharp 
edges are numerical dissipation terms that are added to the discretized system of equations. 
There are two ways to add these terms: 
1) They can be added implicitly as in 'upwind' schemes, see Figures 3.3 and 3.4. Using these 
schemes automatically incorporates damping terms for the truncation error that arise because 
of the discretization. Because the system of equations is hyperbolic the direction in which 
these differences must be taken depends on the characteristics of the equations. For explicit 
schemes the domain of dependence of the numerical scheme should contain the domain of 
dependence of the differential equation (CFL condition for numerical stability). The 
magnitude of the artificial dissipation is controlled by the properties of the grid. 
2) They are added explicitly to the discretized equations and the user can control their 
magnitude through input parameters. This is required when a 'conventional' central 
differencing scheme (Figure 3.2) is used. This scheme does not automatically incorporate 
these additional terms. 

Numerical dissipation or numerical viscosity acts as a means of smoothing the solution and 
takes care of the elimination of non-physical solutions in case of shockwave discontinuities. 
Because the natura! dissipation is not present in the Euler equations there is no mechanism 
that prevents expansion shocks in which the entropy drops rather than rises as prescribed by 
the t d 

law of thermodynamics. Without correction these non-physical solutions of the Euler 
equations can arise. The artificial dissipation terms add an entropy condition to the system. 

3.3.3 Solution of the discretized system 

For the solution of the system of equations it must be recalled that the flow that is treated 
might be time-dependent. As will be described in later chapters the flow in propeller 
slipstreams can be treated time-averaged or time-dependent. In the case of time-averaged flow 
the solution of the system of ordinary differential equation that results after spatia! 
discretization of the Euler equations can be solved by integration in time until a steady 
solution is obtained. Integration methods like the Runge-Kutta scheme can be used for this. 
Acce1eration methods like local time stepping (optimizing the local time stepsize with relation 
to stability criteria) can be used to speed up this iteration process. In the time-dependent case 
this acceleration is no longer possible because the solution must be calculated time-accurate. 

3.4 Initial and boundary conditions for the flow problem 

The system of Euler equations with initial and boundary conditions constitutes an 
initiallboundary value problem. The initial conditions are simply the initial values of the flow 
variables. Usually the undisturbed uniform flow is used or a quickly obtained solution on a 
coarse grid. At time t=O the initial conditions are activated and the solution starts to develop. 
In the following a description is given of the boundary conditions that have to be imposed 
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on the solution of the Euler equations. 

In general four types of boundary conditions can be mentioned. These boundary conditions 
are to be imposed at: 
· Physical boundaries like the body surface; 
· Far field boundaries of the computational domain; 
· Boundaries at intakes or outlets of engines; 
· Interna! boundaries in the grid used for treating discontinuities in the solution such as an 

actuator disc 
These types of boundary conditions will now be described briefly. 

The physica! boundaries of the flow domain are forrned by physical objects like the solid 
surfaces of an aircraft. There is no mass flow across these boundaries resulting in a boundary 
condition for the normal component of the velocity: 

Ü'ïi=O (3.12) 

In some cases the influence of the boundary layer that is developing along the body surface 
is modelled by allowing a smal! norrna! velocity (transpiration boundary condition associated 
with the displacement thickness of the boundary layer). 

At infinity the solution should approach the free-stream conditions, except possibly in the 
vortica! wake at downstream infinity behind shock waves. Although a number of different 
approaches can be found in the literature the one using the theory of characteristics is 
. described further. 

Proper boundary conditions can be imposed by using the characteristic directions of the 
hyperbolic Euler equations. These directions prescribe the way in which wave-like 
disturbances propagate through the flow field. It is essential for the stability of the solution 
method that waves that leave the flow domain are not reflected back into the domain. In some 
methods this is done by splitting the incorning and outgoing fluxes at the boundary. Only the 
incorning fluxes are imposed as boundary conditions on the solution. Boundaries at intakes 
or outlets of air-breathing engines are treated in a sirnilar way. 

The last type of boundary conditions are the conditions for a discontinuity inside the flow 
domain. As will be described in Chapter 5 jump conditions can be imposed on the solution 
of the Euler method. Because the domain is divided in a large number of cells, the surface 
of a discontinuity can be thought of as being build up by the faces of the volume elements. 
For programming reasons the discontinuity is often aligned with a grid surface on which one 
of the coordinates is constant. 

The boundary conditions described above have to be discretized along with the Euler 
equations. Depending on the discretization method, the boundary conditions can be accounted 
for at the cell faces that coincide with the boundaries. In some cases an interpolation might 
be necessary to fit the boundary conditions into the numerica! scheme. In Chapters 4 and 5 
the boundary conditions for propeller flows are treated in more detail. 
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3.5 The propeller slipstream as an initial-boundary-value problem. 

As was discussed in Section 3.1 the Euler equations describe the c1ass of inviscid, compressi
bIe, rotational flows. Especially the fact that distributed vorticity is inc1uded is of great value. 
In aircraft aerodynarnics some flow types are highly dorninated by vortical floweffects. 
Examples of these flows are: 

· Flows with strong shock waves 
· Fighter aircraft aerodynarnics (low aspect ratio, high angle of attack) 
· Flows involving the exhaust of turbofan engines 
· Rotating systems like propellers and helicopter rotors 

Therefore, Euler methods are better suited for simulating propeller slipstream flows than the 
methods discussed in Chapter 2. 

In Chapter 2 an introduction has been given on the basic aerodynarnics of propellers and 
propfan blades. It was explained that in principle the blades are rotating wings behind which 
a helical wake develops. In the real (time-dependent) flow these vortex sheets are convected 
downstream. The shape of this wake and the vorticity distribution in it is influenced by self
induction and by the presence of bodies (wing/nacelle) in the slipstream. 

A description of the propeller slipstream problem in terms of an equivalent numerical 
initial/boundary value problem can be obtained as follows. The propeller flow problem 
constitutes the numerical approximation of the flow bounded by the surfaces of the aircraft 
together with the propeller blade surfaces. The blade boundary conditions are time-dependent. 
The self-influencing nature of the slipstream is simulated in Euler methods by the 'wave-like' 
propagation of the disturbances through the grid during execution of the iteration process. The 
shape and strength of the vortical slipstream can be automatically captured in the numerical 
solution if the computational grid is sufficiently refined in regions with concentrated vorticity. 
In the time-dependent case a self-adapting grid must be used that follows these regions during 
their journey through the flow field. 

In the case of a time-averaged approach of the propeller slipstream the individu al vortex 
wakes that are springing from the blade trailing edge are not captured in the solution. The 
vorticity is distributed continuously in the flow field. The benefit of this way of looking at 
the problem is that the flow can be treated as a steady flow. Here adapting grids rnight not 
be needed. The exact geometry of the propeller can be approximated by reducing the propeller 
to a discontinuity (the actuator disc) in the computational domain. In Chapter 5 this way of 
treating the propeller is described in more detail. 
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4 Unsteady propeller slipstream modelling 

In some cases a detailed knowledge of the real, time-dependent behaviour of the flow field 
of a propeller can be crucial for the proper design of a propulsion system and its integration 
in the aircraft configuration. As an example can be mentioned the design of propfan 
propulsion systems. These propulsion systems, with their potential advantage in propulsion 
efficiency over turbofan engines, can only be designed properly if the designer is able to 
understand and predict the behaviour of the complicated flow field around the instalied 
propfan. The unsteadiness of the flow caused by non-symmetric inflow of the propeller 
considerably affects the propfan performance and the noise levels. Propfans will have to 
operate at high subsonic speeds which will lead to regions in which supersonic flow exists 
over part of the propfan blades. Thus, the time-dependent motion of shockwaves and the 
associated wave drag are important subjects in the design of the propfan installation. Also the 
time-dependent loading of the propfan blades and the deflection of the blades under loading 
are problems which have to be understood before a suitable propfan configuration can be 
manufactured. The very thin blades of propfans are very flexible and catastrophic aeroelastic 
instabilities might arise. 

As was described in Chapter 3, the flow field around a propeller and its slipstream can be 
simulated accurately by Euler methods. It was also argued that the propeller flow can be 
treated time-averaged or time-accurate. The time-averaged modelling of propellers is not 

. suitable for propellers at angle of attack, although some examples are found in literature in 
which the propeller flow is modelled in a quasi-steady fashion by introducing inflow swirl 
[41 1• In this chapter some recent time-accurate slipstream modelling techniques will be 
discussed. In these methods the aerodynamic shape of the propeller is inc1uded in the 
geometrical model of the configuration. This gives some problems regarding the proper 
application of boundary conditions on the propeller surfaces. A major difficulty arises in the 
generation of grids for bodies in relative motion. It is not possible to construct a single grid 
which wraps around both the propeller and the aircraft configuration. Therefore special grid 
construction techniques are used that will be described in this chapter. 

In the literature on the subject of time-accurate propeller flow simulation with Euler methods 
two general ways of thought can be recognised. The first one is the quasi-steady modelling 
of the propeller flow field. In this method a reference system is used which is attached to the 
propeller and rotates along with it. If the propeller configuration is symmetrical with respect 
to the rotational axis, the time-dependent flow field can be viewed as a ' steady state' flow 
field in the rotating reference system. It is obvious that this modelling technique can only be 
used if the onset flow of the propeller configuration is axi-symmetric. The angle of attack of 
the onset flow therefore has to be zero. As will be remarked later on, this modelling technique 
allows a reduction of the required grid size because use can be made of the symmetry of the 
flow field. The second modelling technique is the real time-dependent treatment of the 
propeller flow field. This technique can be used for any propeller configuration at any any 
operating condition incIuding asymmetric flow conditions. 
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4.1 Quasi-steady modelling of propeller slipstreams 

One of the first methods which could provide detailed solutions of propeIler flow fields was 
an unsteady finite-difference Euler method (NASPROP) developed by Bober at al. (4.2J.(4.3J.(4.4J 

on the basis of Beam [4.5J. The method llses the quasi-steady modelIing approach in which the 
flow field is considered to be steady with respect to a rotating reference system. It can only 
be used for axi-symmetrical configurations at symmetrical flow conditions. 

4.1.1 Transformation of the Euler equations 

In the NASPROP method the goveming Euler equations in differential form are rewritten in 
cylindrical coordinates. A time-dependent mapping is applied and the Euler equations are 
transformed to a rotating, body-fitted curvilinear coordinate system. This is accomplished by 
the folIowing transformation: 

ç = ç (t,z,r,cI» 

Tl = Tl (t,z,r,cI» (4.1) 

, = , (t,z,r,~) 

, = t 

The system of PDE's then transforms to: 

aQ aF aG aH 
-+-+-+-+/=0 (4.2) 
aT al; aTJ a, 

where Q is the vector of the conserved quantities, F, G and H are flux vectors, and I is a 
source vector: 

-
pU 

P puU + I;,p 
pu 

Q=J pv F=J 
pvU + I;,P (4.3) 

pw pwU + 1;/ 
E 

r 

U(E+p) - I;p 
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-pV pW 
- -

puV + TJR puw + 'R 
- -

G=J 
pvV + TJ,P 

H = J pvW + ',P (4.4) 

pwV + TJcj>E. pwW + 'cj>E. 
r r 

-
V(E+p) - TJP W(E+p) - (p 

and: 

pv/r 

puv/r 

I = J p(v 2-w2)/r (4.5) 

2pvw/r 

(E+p)v/r 

where pand p are the density and the pressure respectively, E is the total energy and u, vand 
w are the axial, radial and circumferential velocity components. 

The contravariant veloeities U, V and Ware defined as: 

- çcj>w 
U = Çzu + Çrv + -- + çt 

r 

J is the Jacobian of the inverse transformation: 

and the metric quantities are: 

(4.6) 

(4.7) 

(4.8) 

(4.9) 
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I;z = J -1(r'1<I>, - r'1<I>,) 

I;r = J -1(<I>'1Z, - Z'1<I>,) 

1;", = r 1
(Z,r{, - rTJZ') 

1;, = -ztl;z - rtl;, - <l>tl;", 

'z = J -1(r~<I>'1 - <I>~r'1) 

'cl> = J -1(z~r'1 - r~z'1) 

11z = J - 1(r~<I>, - r~<I>,) 

11r = J -l(Z~<I>, - <I>~Z,) 

11", = r1(z,r~ - r,Zç) 
(4.10) 

The vector 1 contains the centrifugal and Coriolis force terms due to the propeller rotation, 
The propeller is assumed to rotate only about the z-axis in the cylindrical coordinate system. 
Thus, zrO and rrO and <l> is equal to the rotational velocity (ü of the propeller. This means 
that: 

(4.11) 

The spatial derivatives in the equations are replaced by central differences. This means that 
in NASPROP artificial viscosity must be added explicitly. Furthermore use is made of a first
order accurate implicit time-differencing. Integration of the equations in time will lead to a 
so-called time-asymptotic solution. The solution becomes steady (in the rotating reference 
system) when time tends to infinity. 

4.1.2 Boundary conditions 

The proper application of the boundary conditions for the Euler equations is a very important 
and difficult subject. During recent years some different techniques have been developed with 
varying success. It must be understood that using improper boundary conditions can lead to 
substantial errors in the solution. This process of designing better models for the boundary 
conditions is still ongoing today. 

inflow and outflow boundaries 

As described in Chapter 3 at the inflow and outflow boundaries use is made of the theory of 
characteristics to prescribe the proper number of boundary conditions. If a discretization 
scheme is used which uses the characteristics theory this discretization technique can also be 
used in the treatment of the boundaries. Therefore some methods use the same Riemann 
invariant technique that can be used to calculate the fluxes in the interior of the grid. The 
characteristic directions belonging to the individual fluxes determine the direction in which 
the fluxes are discretisized. A comparabIe approach using characteristics is used by Whitfield 
[4.6J• A detailed theoretical description of the method is beyond the scope of this report. The 
reader is referred to Whitfield et al. [4.6J. [4.7) for this. Some basics concerning the method are 
described briefly. 
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The 3D Euler equations constitute a hyperbolic system of five first-order partial differential 
equations. Consider the quasi-linear form of the original set of Euler equations expressed in 
general curvilinear coordinates: 

aQ + A aQ + BaQ + CaQ = 0 
at aÇ aT] a( 

(4.12) 

using: 

ç ç(x,y,z) 

T] T] (x,y,z) 
(4.13) 

( (x,y,z) 

t = t 

with: 

A = aF aG aH B =- C =-
aQ' aQ' aQ 

(4.14) 

Note that now the source term I is absent because a fixed reference system is used in this 
case. The eigenvalues of A define the characteristic directions in the t,ç-plane, the eigenvalues 
of B define those in t,T1-plane and the eigenvalues of C define those in the t,Ç-plane. The five 
eigenvalues of each direetion ean be written as : 

123 
Àk = Àk = Àk = ~u + ~v + kzW = ek 

(4.15) 

and: 

1\71( 1 (4.17) 

In these formulas k ean be respectively ç, TI and ç. e is the speed of sound. Each eigenvalue 
"ik is assoeiated with a so-ealled partieular charaeteristic variabie W k.i (i= 1..5), see Whitfield 
[4.6]. Eaeh eigenvalue indicates the direction across aplane K=eonstant in whieh information 
contained in the associated charaeteristic variabie is propagated. Depending on the sign of the 
eigenvalue the value of the characteristic variabie at the boundary must either be specified or 
can be determined from the solution and does not have to be prescribed. In Whitfield [4.6] 

equations for the characteristic variables ean be found expressing the conditions at one side 
of a boundary in those at the other side. If the grid is chosen sueh that the inflow or outflow 
boundary is normal to the ç-axis then the equations in TI and ç direetions ean be deleted. The 
boundary conditions are specified on the basis of the remaining five equations for the both 
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inflow and outflow boundaries. 

For subsonic in flow the signs of four eigenvalues are identical and one eigenvalue is of the 
opposite sign. Consequently four flow variables at the boundary can be expressed in terms 
of the 'upstream' values of the flow variables and one condition depends on 'downstream' 
values of the flow variables. In Barton et al . (4.3J. (4.4J the following boundary conditions are 
used. The inflow boundary should represent the freestream conditions. Therefore the 
components of the ve10city (u, v and w) are deterrnined using the free-stream value Uoo . In 
addition the derivatives of all other quantities are taken zero. 

For subsonic outflow the signs of the eigenvalues are reversed. Again four flow variables 
depend on the 'upstream' values of the flow variables and one variabie depends on the 
, downstream' values of the flow variables. Therefore four variables can be expressed in terms 
of the 'upstream' solution and one variabIe has to be specified. In principle it is possible to 
specify the static pressure at the outflow boundary. Instead in Barton et al. (43 J. (4.4J the radial 
equilibrium relation was used: 

: . (p~il. (4.18) 

Here, va is the tangential component of the velocity in the propeller slipstream. The following 
relations specifying the boundary conditions in terms of the conditions inside of the flow 
domain can be derived if four characteristic variables are taken constant across the boundary: 

(4.19) 

( 
p +u) - ( p +u) 

Poco b Poco i 

Index 'b' denotes the condition on the boundary of the domain and index 'i' the condition at 
the last points inside the computational domain. Using above equations the pressure at the 
boundary can be deterrnined by integration, using a trapezoidal rule, from the maximum value 
of r (where the pressure is taken to be the free-stream pressure) down to the rotational axis. 
The density p and the velocity component u at the boundary are also easily determined. 

For supersonic inflow and outflow the eigenvalues all have the same sign. Therefore at the 
inflow boundary all five conditions depend on upstream values of the flow variables and need 
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to be prescribed. At the outflow boundary the opposite is the case. All variables now depend 
on the solution and are extrapolated from upstream. 

It will be clear that discretization of the boundary conditions is only possible if the values of 
the primitive variables are known at, for example, points i,j,K + 1 if points i,j,K are the last 
points in the computational domain. Therefore, implementation of the boundary conditions 
can be achieved by using a layer of phantom points Iocated just outside the computational 
domain [4.6J . Conditions at these phantom points are determined by extrapolation using the 
relation: 

(4.20) 

Impermeable surface boundaries 

Boundary conditions at the impermeable surfaces can be applied in severaI ways. These are 
described next. 

The first technique [4.3J uses linear extrapolation of the primitive flow variables. At cell faces 
on soIid boundaries the only contribution to the fluxes sterns from the pressure and density 
(only tangential velocity components are present here). The pressure and density are directly 
extrapolated from the interior to the boundary surface. The tangency condition is enforced by 
extrapolating the contravariant velocity and setting the appropriate component to zero. Then 
.the physical velocity components u, v and w can be computed from the inverse of equations 
(4.9)-(4.11) . The advantage of this technique is its ease of application. However, it does not 
represent the real physical behaviour of the flow at the boundary. 

The second technique due to Rizzi [4.9J uses a so-called normal momentum relation: 

(4.21) 

where n represents the unit vector normal to the surface. The equation relates the velocity, 
density and the body geometry to the normal derivative of the pressure. Using the normal 
momentum relation in general curvilinear coordinates (~,l1,Ç), the pressure at the wall can be 
estimated by using the pressure gradient normal to the surface which can be expressed in 
terms of the pressure at the cell centres adjacent to the wal!. 

A third technique is a method which uses the characteristic variables as described previously 
[4.6J. This method provides the most accurate representation of the physical boundary. It can 
be shown that if there is no flow going through the boundary, the first three eigenvalues are 
zero, the fourth positive and the fifth negative. Therefore only one condition has to be 
specified, the condition that there is no flow across the boundary. The five equations (if the 
surface is parallel to plane k=constant) are again used to express the conditions at the 
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boundary in the conditions in the interior of the domain. The following equations can be 
derived which express the variables at the boundary (b) in terms of the variables inside the 
flow domain (index i): 

(4.22) 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

with: 

(4.27) 

The proper value of k must be chosen which corresponds with the direction of the normal 
(ç,T] or Ç) on the body surface. The plus sign in equation (4.22) is used if i is in the negative 
k-direction from the boundary and the minus sign is used if i is in negative k-direction. 

Periodic boundary conditions 

As was remarked before, for the quasi-steady modelling technique use is made of the 
symmetry of the flow field with respect to the rotational axis. This fact can also be used to 
reduce the size of the physical and computational domains (Figures 4. l.a and 4.l.b). Only one 
of the passages between two propeller blades needs to be used in the calculations. The 
solution of the complete flow field is obtained by simply adding copies of the calculated 
subdomain. It can be seen that by proper mapping of the physical domain a rectangular 
computional domain can be obtained with two boundary surfaces aligned with the upper and 
lower surface of the blades (Çmin and Çmax)' On the blade surfaces the impermeable surface 
boundary conditions are imposed. On the rest of the surface Çmin and Çmax periodic boundary 
conditions must be imposed. Again use can be made of the symmetry of the flow field by 
taking the cells at Çmin as phantom neighbours of çmax and vice versa. 
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4.1.3 Initial condition 

For the time-asymptotic solution of the Euler equations it is not very important what initial 
conditions are specified. Freestream conditions could be imposed or results from a previous 
calculation. 

4.2 Modelling of the unsteady flow due to propeller slipstreams 

In cases of propellers at angle of attack or multiple counter-rotating propellers the flow field 
is truly unsteady and cannot be treated with the quasi-steady modelling technique. In the 
literature a real time-dependent modelling technique can be found [4 6].[4 7]. A model is used that 
is valid for non-stationary, non-constant volumes. Later in this section a few remarks wilI be 
made about this non-constancy of the volumes (distortion of the grid). 

4.2.1 Transformation of the Euler equations 

The Eu Ier equations described in Chapter 3 are transformed from a Cartesian reference frame 
to a body-fitted curvilinear reference system. In this case however no use is made of 
cyIindricaJ coordinates. The equations are quite sirnilar to the quasi-steady ones, but they are 
given for the sake of completeness. 

Transformation: 

I; I; (x,y,z,t) 

Tl (x,y,z,t) 

, = , (x,y,z,t) 

The system in Chapter 3 transforms to: 

aQ + aF 
B't al; 

where: 

't = t 

+ 

(4.29) 

(4.30) 
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with: 

p 

pu 

Q = J pv 

pw 

e 

pV 

puV + fl xp 

G = J pvV + flyP 

pwV + flJ> 

V(e+p) - flIP 

pV 

puV + /;xp 

F = J pvV + /;yP 

pwV + /;J> 

V(e+p) - /;tP 

pW 

puW + 'XP 

H = J pvW + (yP 

pwW + (J> 

W(e+p) - 'lP 

and the contravariant veloeities: 

W=(u+(v + "w+" x y ~z ~t 

and the Jacobian of the inverse transformation: 

and the metric quantities: 

/;x = r1(Y,h - z'lY') 
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(4.32) 

(4.33) 

(4.34) 

(4.35) 



(x = rl(y~Z~ - Z~Y~) 

(z = rl(XI;Y~ - YI;XT) 

(4.36) 

This system of equations rewritten, in integral form can be discretized by using a fini te
volume method. The ways in which the fluxes at the faces are calculated varies in each of the 
references on thls subject. 

The boundary conditions that have to be specified for this type of problem are the same as 
those for the quasi-steady case. In this case however no use can be made of the axial 
symmetry and therefore the periodic boundary conditions cannot be used. Problems occur for 
the internal boundaries of the different blocks. In the next sections the treatment of internal 
boundaries is described further. 

4.2.2 Grid generation for propeller flows 

From the computational point of view the major problem in treating time-dependent propeller 
flows with Euler methods lies in the construction of proper grids. It is obvious that there is 
a relative motion between the propeller and the airplane. A single stationary grid that wraps 
around both the propeller and the wing is not possible. It would have to distort considerably 
in time and the resulting calculations will turn inaccurate af ter a very short period. 

The problems can be overcome by subdividing the space in zones or blocks. Several 
advantages can be mentioned concerning blocked grids. First of all different regions of 
interest can be divided into geometrically simpier sub-regions. Grids can then be generated 
independently for each block using existing grid generator schemes. Relative motion of 
different parts can be accommodated by restricting the stationary parts in one set of blocks 
and the moving parts in others. Also local refinement of the grid can be confined to a smaller 
region (one bloek). Furthermore the use of multiple blocks can reduce the amount of 
(expensive) core computer memory. The data of other blocks can be stored on disco 

Certain requirements must be met at the interfaces of different blocks. Across these interfaces 
information is transferred from one block to the other. The boundary conditions at the 
interface should be such that the solution of the problem is not influenced by the subdivision. 
Therefore, some requirements can be formulated. The algorithm used to implement the 
conditions must be: 
• numerically stabie 
• spatially and temporally accurate 
• easily applicable in generalized coordinates 
• (kept) conservative so that discontinuities can move from one block to the other. 
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In the next section the different techniques which are used for treating the interfaces are 
described. 

4.2.3 Interface boundary condition between grid blocks 

There are three different approaches to composite gridding of the physical space [47].[4.10]. 

These are; patched gridding, overlaid gridding and (dynarnic) blocked gridding. The different 
approaches differ in the way in which the interface between the subdomains is treated. The 
patched-grid approach is a technique where different blocks of generally different topologies 
(zones) join along common boundaries, see Figure 4.2. In this approach information transfer 
between different blocks occurs at the interfaces which separate the zones. The second 
technique is the overlaid technique, see Figure 4.3. In this approach the blocks do not have 
a common boundary, but overlap instead. In this case information transfer takes place in the 
overlap region. In the third approach, the blocked gridding approach, is much like the patched 
grid approach but it does not need interpolation of the information on the interfaces because 
the spacing of the grid lines of both blocks is equal. 

Both patched- and overlaid-grid techniques have their relative advantages and disadvantages. 
In overlaid grids an interpolation in n dimensions of an n-dimensional flow problem is 
required. Patched grids require only an (n-l) dimensional interpolation. Furthermore 
maintaining global conservation with overlaid grids is more difficult to achieve than by using 
patched grids. The advantages of overlaid grids over patched grids are that this method is 
more flexible in generating grids and the grids can move more easily relative to each other 
(no discrete time stepping for proper positioning of the cell faces). 

As already stated, the patched-grid method and the overlaid-grid method need interpolations 
for the transfer of information across block boundaries even when blocks are not in relative 
motion. The dynarnic blocked-grid approach elirninates this requirement. The early version 
of the method required that the grid spacing (lines) be uniform in the azimuthal direction at 
the block interface. This elirninates the need for interpolation and considerably simplifies thr 
task of maintaining conservation of the flow properties across block interfaces. The technique 
is also called an extraction-injection technique because values from within the domain of one 
block are extracted and then injected (as phantom values) in the adjacent block (Figure 4.4). 
Note the need for extra interpolation for the case of re1ative motion between blocks. 

A serious drawback of the dynarnic blocked grid approach is that perrnissible time-steps are 
linked to' the grid spacing in the azimuthal direction at the interface (the gridlines stay 
continuous after each time step, As is stated in Nallasamy et al. [4.11] a restriction of the 
timestep size will lead to errors in 'tracking' the waves that move from one block to the 
other. A numerical scheme will mistrack the wave differently in both blocks. With 
'rnistracking' is meant the artificial acceleration or retardation of waves. Hence a "shearing" 
of the wave might be expected at the interface if large timesteps (increasing such mistracking 
errors) are chosen, It seems that this will be true each time two computational domains 
moving relative to one another are "connected" such that the grid time metrics are 
discontinuous. Thus, the patched grid method, the overlaid grid method and the dynarnic 
blocked grid method with discrete time steps all suffer from this same effect. Another 
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disadvantage is that if a non-uniform spacing is used between blade rows in the azimuthal 
direction the spacing must transition to a uniform spacing at the relative-motion block
boundary interface. This because the cells at the boundary between the blocks must be the 
same size. 

In Nallasamy et al. [4.11] a number of approaches is taken to eliminate the mistraclcing problem. 
The fITst approach is that of using additional iterations (sweeps of the grid) at each time-level. 
The objective of this approach is to view each time-level as a quasi steady-state. With this 
the tracking error is reduced with each iteration count. In [4 .1 1] it is observed that using more 
iterations leads to a better approximation of the fluctuating blade pressure coefficients. 
The second approach is obviously the use of smaller time steps. In Janus [4.7] another approach 
is used, the so-called localized grid-distortion (regridding) technique that is aimed at 
distributing more equally the wave tracking error. This technique does not require uniform 
spacing in the azimuthal direction at the interface. A region between blade rows is established 
across the axial block-block boundary and designated as the grid distortion zone. The radial 
and axial positions of all points within the zone remain constant, only the angular positions 
is adjusted at each time-level to accommodate the propeller rotations (Figure 4.5). The 
redistribution of grid points is done by exarnining the boundary points in axial and 
circumferential direction and linking a fore-boundary point to an aft-boundary point with a 
line or Bezier curve and then interpolating to find the new angular positions of the interior 
points lying on this line. Of course the geometry of the blades must not be distorted. Like the 
discrete-rotation method, no interpolation of the solution is required at the relative-motion 
block-boundary interface. 

As described in Section 4.2, boundary conditions are implemented in Whitfield [4.6] by using 
phantom points. This technique is also used for transfer of information from one grid block 
to another. This means that for each block phantom points are defined that lie in each block 
having common faces with that block. These phantom points are in this case not artificial 
points but rather the cell-centres of the cells of the adjacent blocks. As the grid is swept 
during each time-step, the values of the conserved quantities of the preceding time-step in the 
phantom points are used as the boundary conditions for each grid block. 

4.2.4 Initial condition 

For the real time-dependent flows the initial condition is important for the development of the 
flow field. Usually the same initial conditions are specified as in the quasi-steady case, thus 
the unperturbed flow field. Then the problem is solved for a certain time period in which the 
flow field starts to develop. Af ter a few rotations of the propeller the influence of the initial 
condition and the transients fade away and the desired time-dependent flow field is obtained. 

4.3 Some results of testcases 

In this section the results of some validation testcases are described. It must be mentioned that 
there are more examples available of propeller flow simulations using Euler methods but they 
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are performed simply to explore the possibility of the methods [4.1 2J.[4 .13J or to test new ways 
of treating the block boundary conditions [4.7J. The results of these calculations are not 
validated employing experimental results. 

A popular testcase for validating 3D Euler methods in their use for predicting unsteady 
propeller flows is the Hamilton Standard SR-3 propeller (Figure 4.6) that was used in 
experiments by Heidelberg and Clark [4.1]. This is an eight-blade propeller-spinner-nacelle 
configuration with highly twisted and highly swept blades. In the experiments unsteady blade 
pressure distributions were obtained for the SR-3 propeller for a range of Mach numbers at 
various advance ratios and blade angles. Also the effects of angle of attack were investigated 
( up to 4 0

). This testcase is used in Bober [4.2J,[4.3J,[4.4J for the quasi-steady modelling technique 
and in Whitfield [4.6J also for the real time-dependent case (at 40 angle of attack). The Mach 
number was 0.8, The advance ratios ranged from 2.9 to about 3.7. 

Comparison of measured and computed (Bober [4.2J.[4.3J.[4.4J, and Whitfield [4.6J) power 
coefficients in [4.6J show a considerable difference (Figure 4.7). A maximum deviation of 10 
percent is no exception. It is stated that refinement of the grid (in [4.6J) can substantially 
improve this result. Comparison shows that computations generally predict swirl angles higher 
than those measured (Figure 4.8). Explanations for these differences are according to the 
writers viscous effects and again the coarseness of the grid. It must be mentioned that using 
the radial equilibrium condition instead of the constant pressure condition at the far field edge 
has a large positive influence on the prediction of the swirl angle. If this condition is used the 
differences between calculated and measured angles are in the order of 2 to 3 degrees 
(maximum swirl angle in the experiments is about 6 degrees). It is therefore concluded that 
the boundary conditions that are prescribed are very important for the quality of the 
calculations. Comparison of the surface pressures and their fluctuations (waves) in [4.6J at 
Mach numbers 0.6 and 0.8 for the case of 40 angle of attack leads to the conclusion that the 
Whitfield method can give very accurate approximations. 

Another testcase is a propfan configuration (General Electric-UDF) with counter-rotating 
propellers Smith [4.14J (Figure 4.9). In this article the propfan performance is measured for 
various advance ratios and free stream angles of attack of 00 and 20

• This testcase is also used 
in Whitfield [4.6J. Because of the counter-rotation the radial condition was not needed at the 
far-field boundary. Again the power coefficient is overpredicted over the entire range of 
advance ratios. At high tip speeds (low advance ratio) the computed power coefficient is 
approximately 15 percent higher, and increases to 20 percent at lower values of the tip 
velocity (Figure 4.10). Furthermore the calculated results show that the influence of the angle 
of attack on a propfan is rather small (as is the case in the experiments). It seems that the 20 

angle of attack is too small in that respect. If the propulsion efficiency is compared, it seems 
that at low advance ratios the calculated efficiency is very near the experimental value (Figure 
4.11). At higher advance ratios (2 .8-3) the calculated efficiency is about 10% higher than the 
measured efficiency. 

In Nallasamy [4.IIJ a 3D Euler method was used to predict the blade pressures for input into 
a time domain acoustic calculation for a SR-7 A propeller over a range of loadings 
investigated in the NASA Lewis 9- by 15 foot Anechoic Wind Tunnel. The predicted power 
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coefficients were in reasonable agreement with the measured values for three blade angles 
(loadings) over a range of advance ratios. While fundamental tone agreement between data 
and predictions is good at the lowest loading case, there is an increasing tendency to 
underpredict as the loading is increased. When a propeller is operating appreciably off-design 
such as at takeoff, a leading-edge vortex that merges with the tip vortex is expected to form. 
The phenomenon is sirnilar to the vortex structure on a delta wing aircraft at high angle of 
attack. If the associated loading distribution is not accounted for in the model , errors in the 
aerodynarnic performance andJor the tone noise level predictions will result. Failure to 
adequately define such a complex propeller loading distribution is the suspected cause of the 
underprediction of the tone noise at high loading. lt remains to be investigated whether the 
inviscid Euler method solution accurately captures the main features of the vortex flow and, 
therefore, is useful for acoustic predictions at conditions such as take-off. 

In Nallasamy (4.15J the SR-7L prop fan propeller is used to compare results from a finite
difference Euler method (NASPROP code) with results from a finite-volume Euler method 
(Denton ' s method) with experimental results. Both methods use the quasi-steady modelling 
technique and use central differencing to discretize the system of equations. Therefore, the 
artificial dissipation terms must be added explicitly by the user. Both transonic and low 
subsonic cases are treated at zero angle of attack. In general, both techniques predict the blade 
pressure distributions fairly well for the range of Mach numbers between 0.2 to 0.78. The 
finite-difference method predicts a trailing-edge shock at Mach numbers of about 0.78 unlike 
the fini te-volume method ahd the experiments. For the low Mach number (0.2) the predictions 
were best for the low loading case. In the high-Ioading case a leading-edge vortex is formed 
but this vortex is not captured by either Euler method. It must be concluded that proper grid 

·refinement and improvements in added dissipative terms are required in this case. The same 
SR-7L propeller was used in Kobayakawa (4.16J but now using a more advanced differencing 
scheme (TVD scheme) that is better capable of capturing discontinuities. 

4.4 Wake development as a part of the iteration process 

If accurate information of the flow in the propeller wake is required it is essential th at the 
proper shape of the wake forms in the solution of the Euler method. As was described in 
Chapter 2, the propeller wake consists of initially helical shaped vortex sheets which are 
distorted as they are transported downstream. It is therefore essential that the Euler method 
is able to capture these vortex sheets. Obviously the grid must be enough refined so that the 
vortex sheets can be captured in detail. This is difficult because the vortex sheets are moving 
in time. Therefore the complete slipstream must be gridded with many cells, which is very 
expensive in calculation time, or a grid adaptation technique must be used that modifies the 
grid after a certain number time-steps so that the highest resolution is moved to a new region 
with large values of the vorticity . According to the au thor there are no applications of this 
grid-refinement technique yet in the field of numerical propeller slipstream simulation. 

A second remark about the capturing of the wake can be made regarding the numerical 
dissipation which is generated in the Euler methods. The explicit addition of numerical 
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dissipation in the case of central differencing does not guarantee automatically the proper 
level of dissipation and therefore of the proper representation of the propeller slipstream. In 
that respect upwind schemes have shown to capture the discontinuities more crisply. However, 
a drawback of the upwind schemes is that although they automatically generate numerical 
dissipation, the level of this dissipation depends on the grid quality. 

A final remark can be made regarding the capturing of the leading-edge vortex in Euler 
methods. The development of this vortex for high loading cases of propellers with a highly 
swept blade is due to the separation of the flow at the (relatively sharp) leading edge. 
Therefore it is a viscous problem. It is generally accepted now that the current Euler methods 
are able to capture the leading-edge vortex caused by flow separation at 'aerodynamically 
sharp' edges accurate enough so that accurate pressure calculations on the blades and in the 
slipstream can be obtained. This under the condition of a sufficient size of the vortex (vortex 
not engulfed in the boundary layer. 
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5 Propeller simulation by actuator-disc representation 

The basic goal of a propeller is to add an amount of momentum flux to a certain amount of 
air with the object to generate thrust. Often the concern of the designer is to focus on the 
interference effects generated on the airframe rather than the details of the blade-to-blade flow 
field of a propeller. In that case the propeller slipstream rnight be considered as a time
averaged flow field. This in contrast with the time-dependent or quasi time-dependent 
modelling approach of propeller slipstreams as discussed in Chapter 4. In the next sections 
this time-averaged modelling technique is described. 

5.1 Introduction of actuator disc concept 

The time-averaged modelling of the slipstream uses the so-called the actuator disc represen
tation of the propeller. The propeller is considered as an infinitely thin disc which discontinu
ously increases the momentum and energy of the flow, i.e., changes the magnitude of the 
velocity components and other flow variables. In the actuator disc concept the exact shape of 
the propeller blades is not relevant. Only the forces exerted by the propeller on the flow are 
important. This concept significantly simplifies the modelling task and consequently saves 
computer-calculation time and costs, which of course are very important aspects in the aircraft 
. design process. 

Application of the actuator disc concept hinges on imposing proper boundary conditions on 
the solution of the conservation equations. The Euler equations allow solutions with 
distributed vorticity and discontinuities like shockwaves and vortex sheets. The propeller plane 
can also be regarded as a discontinuity surface. 

Because a system of five conservation law equations is used, five jump conditions are 
available to apply to the propeller disco The jump conditions across the actuator disc must 
accurately simulate propeller loading and swirl effects. Solving the conservation equations 
with the imposed boundary conditions by discretization techniques then automatically 
incorporates the time-averaged effect of the propeller on the flow field. 

Generally the propeller di sc is represented by a number of rectangles along a computational 
grid plane. Obviously a grid type should be chosen with which it is possible to embed the 
actuator di sc properly in the grid. It is evident that the fineness and quality of the 
discretization of the space around the disc and of the di sc itself will influence the quality of 
the simulation of the effect of the propeller on the time-averaged flow field. A large number 
of cells near the propeller plane will lead to a better approximation of the flow induced by 
the disco 

The actuator di sc concept does not directly use the aerodynarnic shape of the propeller. A 
separate computational method or the results of experiments have to be used to supply the 
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proper boundary conditions. Chapter 2 deals with propeller analysis methods. 

5.2 Boundary conditions 

Along the disc, properly chosen boundary conditions for the conserved variables 
(p,pu,pv ,pw ,pE) are needed in order to simulate effects, like the introduction of swirl, of the 
propeller on the flow field. These boundary conditions are obtained by expressing the 
conserved variables at both sides of the disc in terms of the conserved variables at other grid 
points. In this way, the boundary conditions can be discretized and included in the system of 
fITst-order partial differential equations. Because of the boundary (jump) conditions the 
conserved variables will vary discontinuously across the disco 

Basically three different approaches can be followed to calculate the jumps in the variables 
across the di sc [5. 1] . These are: 
- specification of the distribution of force and work delivered by the propeller to the flow 
- specification of flow conditions on the downstream side of the di sc 
- introduction of source terms in the form of body forces in the goveming equations 
These three methods are described in the next sections. 

5.2.1 Boundary conditions using prescribed work and force 

The first method assumes that information is available about the distribution over the 
propeller disc of the force F and of the work Q exerted by the propeller on the air. The Euler 
equations are applied to an infinitesimal domain with volume V, bounded by surface av that 
contains a part of the actuator disc with surface as to express the flow variables at the 
downstream side of the disc in terms of the flow variables at the upstream side (Figures 5.1 . 
and b for the 2D case). This is achieved as follows using the Euler equations. 

mass conservation: 

.i f f f pdV + f f pii-iidS = 0 
at v a v 

(5.1) 

Because a time-averaged approach is used the time-dependent part can be dropped resulting 
in the following jump condition across the disc: 

[pu) = 0 (5.2) 

or expressed in upstream (1) and downstream (2) terms: 

P1Uni = P2U"2 (5.3) 

Here un is the velocity component normal to the actuator disco 

Momentum equation: 
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~(mÜ) = ~ f f f püdV + f f pü(ü·ii)dS = Ë's 
at at v av 

(5.4) 

The force vector F; contains contains a pressu~ part and a part whicÈ is introduced by the 
propeller (external force). The viscous part of F s is neglected. Thus, F, can be written as: 

Ps = J Jr -pii + P·TiJdS (5.5) 
as 

with p the static pressure and F a force per unit area. Again the time-dependent part is 
ignored resulting in the following equations for the jump conditions in the directions normal 
to and in the plane of the actuator disc (Figure 5.2): 

(5.6) 

(5.7) 

with: 

(5.8) 

üt = ü-(u·ii)ii = iix(üxii) (5.9) 

(5.10) 

Energy equation: 

~ J J J pEdV + J J pE(ü·ii)dS = - J Jpü·iidS+ J J QdS 
at v av av as 

(5.11) 

Here Q represents the distributed work (in J/m2) exerted on the flow by the propeller. Again 
the first term is dropped. Using: 

H = E+l!.. = _Y_l!.. + .!.U2 (5.12) 
p y-1 p 2 

it follows for the jump over the disc : 

[pun H] = Qas (5.13) 

or expressed in upstream (1) and downstream (2) terms: 
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(5.14) 

Using equation (5.3) the density pz can be expressed in terrns which depend on the preseribed 
work and flow variables which can be extrapolated from the solution. 

__ Y_ P2 1 2 
+ -U2 

Y -1 P2 2 
(5.15) 

(5.16) 

Using the equations described above, the boundary conditions at both sides of the actuator 
di se can be determined. The number of boundary conditions which have to be specified 
depend on the nature of the boundary as has been deseribed in Chapter 4. The upstrearn side 
of the dise is a subsonie outflow boundary where only one boundary eondition has to be 
prescribed and the other four can be obtained by extrapolation from the solution (boundary 
condition is discretized by using the values of the variables at neighbouring (upstream) cells). 
At the downstream side the disc is an inflow boundary and four boundary conditions need to 
be prescribed and one depends on the solution. 

At the downstrearn side of the dise veloeity U2, defined by: 

2 2 2 2 U2 = U2 + v2 + W2 (5.17) 

can be obtained by extrapolation from the values of U2 at downstream grid points. Here 
U2,V2,W2 are the velocity components in an arbitrary coordinate system. Using equations (5.6) 
and (5 .7) with density P2 specified byequation (5.16) the conservative variables 
(p,pu,pv,pw,pE) at the downstream side can be expressed in terms of the upstream 
conservative variables and the prescribed force and work distributions aeross the propeller 
disco The mass flux PZun? at the downstream side, which according to equation (5.3) is equal 
to plun ' ean now be caIëulated and used as a boundary condition for the upstream side. The 

I 
other four conserved variables at the upstream side are extrapolated from upstream. 

5.2.2 Boundary conditions using prescribed flow conditions 

The second method assumes that the distribution of totaI pressure Pt?' total temperature Tt? and 
the swirl angle Ö are known at the downstream side of the disco Therefore, insteäd of 
specifying forces and work the jump in the totaI pressure and temperature and the change in 
of the direction of the flow is specified. 

Like in 5.2.1 the the velocity Uz is obtained by extrapolation of the solution from 
downstream. Then the Mach number M2 can be computed with the prescribed total 
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temperature T'2 using: 

2yRT~ 2 
---U2 y-1 

which can be obtained by combining the following two formulae : 

T = 2 

2 M 2 = 

The static pressure P2 is obtained using: 

Tt, 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

Next, the velocity components u2' v2 and w2 can be computed using U2 and o. The density 
P2 can be obtained using (5 .21) and the equation of state: 

P2 
P2 = RT 

2 

(5.22) 

Using the above equations, the conserved variables can be expressed in terms of the solution 
and the prescribed values for P'2' T, and O. Again the normal mass flux pun? can be obtained 
and is prescribed at the upstream sIde of the disco -

In some cases in the literature the effect of the boundary layer on the nacelle is modelled by 
prescribing a zero jump in the total enthalpy (H2=H I ) in the neighbourhood of the nacelle. 
This is also the case for the tip of the propeller where no momentum is added to the flow. 

Supersonic flow conditions 

In the case of supersonic inflow conditions, which may arise in the flow around a propfan, 
a special treatment of the boundary conditions must be followed . If MI is greater than I , flow 
conditions upstream of the propeller are not influenced by downstream conditions. In that case 
all flow variables depend on upstream flow conditions and can therefore be obtained by 
extrapolating from upstream. Instead of prescribing the work Q in the first method or the total 
temperature T, in the second method the mass flux obtained from the upstream values of the 
flow variables 2can be used as a boundary condition on the downstream side of the propeller 
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disco If both upstream and downstream flow conditions are supersonic the described are no 
longer valid. 

5.2.3 Addition of souree terms to the Euler equations 

The third method is a method used by Jameson [52J. The method is quite similar to the first 
method except that here the distributed force and work applied by the propeller are directly 
inserted in the Euler equations instead of used as boundary conditions. The force and work 
are introduced as source terms in the form of body forces in the goveming equations. The 3-D 
time-dependent Euler equations can be written as : 

with: 

- T G = [p,pu,pv,pw,pE] 

[pu,puu +p,pvu,pwu,p(E+R )U]T 
p 

[pv,puv,pvv+p,pwv,p(E+R )vf 
p 

Fz = [PW,PUW,pvw,pww+P,P(E+!)W]T 

B = [O,pfx,pfy,pfz,p(fxu+fyv+fzw)]T 

(5.23) 

(5.24) 

Here fj are the components of the distributed force F and fju j is the distributed work Q. 
Instead of using boundary conditions in this method the equations are modified to include the 
terms B. In this way the equations seem to include source terms. In [5.4J a further description 
is given of these source terms. Generally the terms can be written as a function of the lift and 
drag coefficients Cl and Cd of the propeller blade, the angle of attack of the propeller blade 
with respect to the relative velocity vector, the absolute velocity of the fluid at the 
instantaneous blade location (R,e,t), some geometric properties of the blade, and some flow 
parameters like the Mach number or the Reynolds number. If unsteady and viscous effects 
are neglected and the aerodynarnic characteristics of the blade sections are known, the source 
terms can be easily calculated without the need of a separate propeller analysis method. The 
source terms then evolve as integral part of the solution. 

In Jameson [5.2J use is made of experimentally obtained data to calculate the force terms 1. The 
thrust was imposed in the calculations by introducing the same jump in total pressure as 
measured in the experiments. Force components in the plane normal to the direction of the 
thrust vector were chosen such that the same le~l of swirl was obtained as was measured in 
the experiments. Variation in the stress vector f proportional to the square of the di stance 
from the centre of the propeller was used to appropriately simulate swirl variation in radial 
direction. 
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5.3 Comparison of tbe metbods 

A few remarks can be made about the different choices of imposing the boundary conditions. 
First of all, the methods are theoretically identical. So a choice must be made on grounds of 
ease of implementation of the methods. 

The advantage of the first method is that the effect of angle of attack and sideslip can be 
simulated more naturally through the input of normal force and side force distributions along 
the propeller disco This approach is followed in Yu [5.31. Of course the propeller model that 
is used must be able to calculate these force distribution. In the literature however few cases 
are found where asymmetrical flow conditions were included. Asymmetrical flow conditions 
are of ten modelled by simply adding a transverse velocity component to the symmetrical flow 
field. One of the attempts to include the effect of angle of attack can be found in Schipholt 
[5.51 . A propeller-spinner-nacelle configuration was used to validate an Euler method using an 
actuator disc representation of the propeller disco In the testcase two different propeller codes 
are used that supply the boundary conditions for the actuator disco The first one is a method 
based on the blade element theory and the second is a vortex lattice method. Time-dependent 
propeller loading results were obtained through a large number of calculations. These 
calculations are performed before the actual solution of the Euler equations. The shape of the 
wake that was used in both propeller models was prescribed beforehand. A veraged values of 
the load distribution were deduced from the time-dependent results of both modeis. 

The advantage of the second method lies in the ease of inserting experimentally obtained data . 
. For the purpose of validation often experiments are used. Then the exact aerodynarnic 
properties of the propeller can be obtained and used as jump conditions. Obtaining force 
distributions from experiments seems very difficult if not impossible. 

Some drawbacks of the third method can be mentioned. First of all this methods appears to 
require rewriting of parts of the CFD-code because it uses modified equations. Modification 
of existing codes could be more time-consurning then using the standard boundary conditions. 
Also as described in Yu [5.11, oscillatory solutions are usually obtained near the propeller 
region, especially for heavily loaded propellers when the source terms are relatively large. 

5.4 Simulation of counter rotating propellers 

Counter-rotating propellers can also be mode lied by using an actuator disco Because the 
second propeller removes the swirl from the flow that is generated by the first propeller, some 
simplifications can be made. First of all, the two propellers can be effectively modelled by 
a single actuator disco Secondly in the idealized case, the swirl is completely removed by the 
second propeller. Then the assumption can be made that the jump in the circumferential 
components of the velocity across the disc is zero. Thirdly, it can be assumed that the jump 
in the radial velocity is also zero. What remains is only a jump in stagnation enthalpy (the 
energy) of the flow. 
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6 Conclusions 

In this report a description is given of the application of Euler methods to modelling the flow 
fields generated by propellers. It has been argued that these advanced design tools will be 
needed in the design process of future generation civil aircraft that will be powered by new 
highly efficient propeller propulsion systems. Proper integration of the powerplant will 
eliminate the adverse interference effects between propeller and the airframe. 

The next generation propulsion systems will be geometrically complex and wil! operate at 
high subsonic speeds. Modern propeller blades will have considerably higher disc loading and 
will have to operate at transonic conditions. The relatively simple and computational 
inexpensive classical propeller modelling methods cannot be used for these new propellers 
because these propellers are not within the range of applicability of these methods. They also 
cannot handle off-design conditions very weIl. 

In this report an introduction is given into the generallayout of the propeller and its impact 
on the air that is flowing through it. The development is reviewed of propeller development 
starting with the momentum theory of Froude and ending with the most complete analytical 
model that is available, the vortex theory of Theodorsen. Next, the theory behind Euler 
methods is described. It is explained that the power of Euler methods in modelling propeller 
flows lies in the fact that their solution automatically includes the propeller slipstream, i.e. 
the need for a separate propeller wake model is eliminated. 

In this report two different ways of modelling the propeller slipstream using Euler methods 
are described. The first one is the time-dependent modelling and the second one is the time
averaged modelling method. Time-accurate modelling is required if detailed information is 
needed of the flow in the direct neighbourhood of the propeller blades for example for use 
in structural or noise analysis. If the designer is only interested in the general interference 
effects between propeller and airframe use can be made of the time-averaged approach using 
an actuator representation of the propeller. 

In both cases the proper prescription of the boundary conditions for the Euler equations is 
essential for obtaining a meaningful solution of the problem. In this report some different 
approaches are described that can be found in literature. In case of the time-averaged 
simulation extra boundary conditions are needed to prescribe the proper jump conditions at 
the actuator disco These jump conditions will have to be supplied by a separate propeller 
analysis method because the actual propeller model is not included in the Euler model. 

Instrumental in proper 'capturing' of the propeller wake is the numerical dissipation added 
implicitly or explicitly to the discretized system of equations. The quality of the 
approximation of the flow field is determined by the quality of the computational grid and, 
when applicable, by the level of artificial dissipation required to let the solution procedure 
converge. Research is still ongoing at this moment on the subject of designing better 
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numerical schemes that will guarantee a high quality solution. 

Another important requirement for proper slipstream capturing is the fineness of the computa
tional grid. Adapting grids are to be preferred that refine the grid in are as where the flow 
con di ti ons change rapidly. In case of time-dependent modelling of the propeller complications 
arise concerning the motion of the propeller and slipstream. A description is given of some 
solutions that are used for this problem. Adapting grids should be used th at follow the 
vorticity in the slipstream as it moves downstream. 

The results of a number of propeller simulations using Euler methods are described. Although 
the genera! trends are predicted weil, in some cases still large discrepancies can be found 
between calculated and experimentally obtained pressure distributions, thrust and propulsive 
efficiency. In some cases these discrepancies can be traced back to the grid quality (no 
applications of adapting grids have been found) , the numerica! schemes used and the negIect 
of the physical viscosity. Also the proper capturing of the leading-edge vortex that develops 
at the leading-edge of highly loaded, highly swept propeller blades can sometimes be a 
problem. At this time however it is generally accepted that Euler methods are capable of 
capturing strong leading-edge vortices, but only if the grid qua!ity is accurate. Weak vortices 
are more difficuit to capture because viscous effects often dorninate these flow regions. 
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Fig 2.1 Blade element veloeity diagram for propeller in symmetrie free flow 
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Fig 2.5 

Fig2.6 
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Fig 4.6 

Fig 4.7 
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Fig 4.9 The General Electric UnDucted Fan (Whitfield [4.6]) 
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Fig 4.11 Propulsion efficiency (calculated and experimental) (Whitfield [4.6]) 
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Future generation civil aircraft will be powered by new, highly 
efficient propeller propulsion systems. New, advanced design tools 
like Euler methods will be needed in the design process of these 
aircraft. This report describes the application of Euler methods to 
the modelling of flowfields generated by propellers. An introduction 
is given in the general layout of propellers and the propeller 
slipstream. It is argued that Euler methods can treat a wider range 
of flow conditions than the classical propeller theories. The power of 
Euler methods lies in the fact that a separate wake model is not 
needed because their solution includes the propeller slipstream. Two 
different ways are described of modelling the propeller slipstream 
using Euler methods. These are the time-accurate approach that 
uses the real propeller geometry and the time-averaged approach 
using an actuator disc representation of the propeller. Both 
techniques and their specifics concerning the imposition of boundary 
conditions and the grid are described. The results of a few propeller 
calculations using Euler methods are described. Discrepancies 
between experiments and the simulations can often be traced back 
to the neglection of the physical viscosity and the quality of the 
grid. Research is still ongoing into further improving the 
mathematical flow models and using new concepts like grid 
adaption. 
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