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From Previous Plays to Long-Term Tastes

Exploring the Long-term Reliability of Recommender Systems Simulations for Children

Robin Ungruh
Delft University of Technology

Delft, Netherlands
R.Ungruh@tudelft.nl

Abstract

Studying the interplay of children and recommender systems (RS) is
ethically and practically challenging, making simulation a promis-
ing alternative for exploration. However, recent simulation ap-
proaches that aim to model natural user-RS interactions typically
rely on behavioral data and assume that user preferences remain
consistent over time—an assumption that may not hold for chil-
dren who undergo continuous developmental changes. With that in
mind, we explore the extent to which simulations based on histori-
cal data can meaningfully reflect children’s long-term consumption
patterns. We do this via a simulation study using real-world data
in which user behavior is modeled from observed listening pref-
erences. Specifically, we probe whether simulation mirrors user
preferences over time by comparing with organic (i.e., real) con-
sumption patterns. Our findings offer a critical reflection on the
reliability of simulation-based RS research for children and question
the reliability of using behavioral assumptions to model users.
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1 Introduction

Recommender systems (RS) often curate the items children en-
counter online; yet, they are driven by the needs of the ‘majority’,
i.e., adults, overlooking children’s interests and/or interactions with
these systems [11, 20, 27]. This is not surprising, as children seldom
play a role in (informing) the design and evaluation of RS [14]. The
rare studies for which children are the main stakeholders show
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that recommendation algorithms (RAs) struggle to capture their
preferences [43], deeming them “difficult” users [34]. Scarce data
availability and limited access to real users [11, 20] make simula-
tions a promising avenue to advance understanding of children’s
interplay with RS and evaluate how RS shape their experiences.

Simulations allow gauging what users would be exposed to when
interacting with RS [7, 12, 13, 25]; they enable examination of RS’
effects on long-term preferences [10, 15, 44] and recommendation
utility for both users and providers [6]. Simulation outcomes can
further reveal broader societal impacts, such as bias amplification
[17-19, 31], preference homogenization [8], or the reinforced pre-
sentation of misinformation [4, 16]. To uncover such effects, long-
term explorations are especially critical since many of these effects
do not manifest immediately: feedback loops of RS-user interactions
[8, 31] can gradually shift exposure distributions or amplify biases
[19, 31]. Overlooking the long-term lens risks to underestimate
cumulative effects or overestimate the persistence of short-term
suitability of recommendations in the long term.

Still, previously mentioned explorations largely center on system-
level effects, often overlooking whether the simulated behavior of
users accurately reflects organic consumption patterns [7]. Recently,
data-driven approaches have been introduced to better align simu-
lated behavior with organic consumption patterns. They produce
more realistic models of user behavior based on observed inter-
actions with real-world systems, using past data to predict future
choices [22, 25, 42]. Grounding simulations in empirical evidence
offers a way to approximate long-term dynamics in RS interactions.

Data-driven approaches for modeling user behavior aim to mimic
users’ historical interactions via simulation [9, 45] and thus rely
on a crucial assumption: previously observed interaction patterns
and preferences remain consistent over time. We posit that for chil-
dren, such an assumption does not hold, due to deviating consump-
tion patterns across age [32, 36, 40, 43], alongside developmental
changes throughout childhood [3, 5, 24]. Yet, there is no empirical
evidence on whether RS simulations reflect children’s preferences
and consumption patterns. Establishing this knowledge is essen-
tial if simulation studies are to meaningfully capture longitudinal
dynamics between children and RS. This prompts our research
question (RQ): To what extent can RS simulations reflect the long-
term consumption patterns of children?

To address this RQ, we simulate long-term consumption behav-
ior using an RS and compare the resulting interaction patterns to
organic behavior. To facilitate this exploration, we use the LFM-2b
dataset as it provides a long history of user interactions along with
detailed age information, which allows us to track both short- and
long-term changes in preferences focused on users of different ages.
We conduct a two-phase exploration: In the choice model fitting
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phase, akin to [43], we explore varied model configurations that
replicate users’ listening choices to yield a holistic model that best
fits the behavior of each user, i.e., tailored to individual patterns.
In the long-term simulation phase, we evaluate whether this indi-
vidually fitted model continues to reflect users’ organic consump-
tion beyond the phase in which it was fitted. We do this through
a long-term simulation with users of varying ages. This allows
us to assess how reliably previous user behavior can serve as a
foundation for realistically simulating long-term consumption in
RS simulations. Ultimately, this comparison enables us to reflect
on the capacity of simulation-based studies to capture longitudi-
nal dynamics, particularly for children. We publish our code at
© https://github.com/rUngruh/2025_RecSys_ChildSimulations.

2 Experimental Framework

Here, we lay out the experimental framework for our exploration.

2.1 Pipeline

As shown in Fig. 1, in the choice model fitting phase, RS simula-
tions run for n iterations with different parameter configurations
of a homogeneous choice model (CM), one that assumes the same
behavior for all users, to identify the configuration that best repli-
cates organic consumption behavior of each user u € U. The best
configuration for each u leads to the holistic model CM;; [42],
which considers individual differences in behavior. In the long-
term simulation phase, we probe how well CM;; continues to
reflect users’ behavior over time. We simulate with CM;; for m
iterations (m > n), spanning both the time used for fitting and sub-
sequent periods, and compare simulated to organic consumption.

We extract organic interactions comparable to the simulation
setup. For each u, we identify the set of items consumed across
the entire exploration timeframe and extract interactions between
timestamps t;_; and t; for 0 < [ < m (C,). For the simulation,
we follow common approaches [e.g., 8, 23, 30, 31]. The simulation
is initialized by creating a rating matrix M, including all dataset
interactions before t( (start of the simulation). We set [ « 1 and
repeat for n (choice model fitting) or m (long-term simulation)
interactions:

(i) Train a RA r on M;_; and create for each u € U recommen-
dations Ry, ;(r).
(if) Simulate choices CAu!l(r, cm) for u assuming behavior based
onaCM cm.
(iii) Update the rating matrix with the choices (M; «— M;_; U(:‘u’ i)
andset ] « [+ 1.

By retraining the RA at each iteration and feeding choices back
into training, we model the feedback loops inherent in user-RS
interactions [8, 31].

2.2 Algorithms & Choice Model

We use ItemKNN and EASEr, two well-established RAs [1]. In addi-
tion to their generally high performance, both have short training
times, a valuable property when repeated training is necessary. At
each iteration, the algorithm provides a recommendation list of 10
items to each user.
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Figure 1: Exploration Pipeline

CM:s directly impact simulation outcomes [21, 23]; but typically,
they simplify realistic user behavior [7, 22]. To bypass this limita-
tion, we use a cognitive CM based on ACT-R’s base-level activation
[33], which determines the likelihood of a user consuming an item
based on the frequency and time since previous interactions with
items and their genres. This model has been shown to capture music
preferences [26] and can be adapted to individual users by adjusting
its parameters. At each iteration, we compute

B(gu) = ) 14, (1)
j=1

for each genre g and u (normalized using softmax), where n is the
number of times u has interacted with an item j of genre g and
tu,g,j is the time in hours since u listened to j. The probability of u
interacting with j is determined by summing the probabilities of
genres associated with that item. The CM selects items based on
these summed probabilities. This approach allows for the consump-
tion of multiple items from recommendations in a single iteration.
If no item is chosen, a random recommendation is picked. To de-
termine parameters representative of user behavior, we explore a
range within the fitting phase: d € [0.3,0.4,0.5,0.6,0.7,0.8]. We
denote the resulting CM as CMy. A low d indicates that items of
genres frequently consumed are favored; a high d favors recently
consumed.

2.3 Data

We use LFM-2b [37], which includes detailed user demographics
and over 2 billion user-song interactions for an extended time frame.
We only explore the period with the most listening events: October
1, 2011 to September 30, 2016. We collect users’ observed ages as
of October 31, 2013!. For consistency in age annotation for each
observed user-item interaction over the years, we assume users
turned that age on October 1, 2013. This allows us to estimate users’
ages for each interaction, with a potential error margin of +1 year.
We consider user-artist interaction, binarized by selecting the first
interaction of a user with an artist. By focusing on first interactions,
we capture newly discovered music and examine emerging pref-
erences over time. To ensure that interactions with an artist are
valid and reflect users’ preferences, we only consider user-artist
interactions if the user listened to the artist at least 5 times. Further,
we only consider artists that have annotated genre information, as

This information was kindly provided by the dataset creators via email.
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gathered from LFM-1b UGP [38], which maps 219,022 artists to at
least one out of 20 genres from Allmusic?. All genres belonging to
an artist have a uniform weight distribution. Given our focus on
children, we include a representative sample of young adults for
context, as they represent a prominent mainstream group assumed
not to undergo major developmental changes [43]. To create a bal-
anced set that does not favor users of certain ages, we randomly
sample 100 users for each base age (as of October 1, 2011) from 12
to 25, selecting only those who interacted with artists in every year
of the exploration period>.

We split the dataset (1,262 users, 120,245 artists, and 1,243,165
interactions) in three parts. The initial set (the first 6 months) is
used to train RAs. The next 6 months mark the fitting set. This time
frame enables an exploration of sufficient iterations to study users’
behavior to fit the CM to them individually. The remaining four
years (from October 1st, 2012) create the long-term exploration
set. In the initial set, users interact on average with 177.45 artists.
In the fitting set and the long-term exploration set, users interact
with an average of 14.95 new artists each month.

2.4 Measures

We measure how well simulations match natural consumption with
the overlap between genres of artists organically explored and
those simulated to be explored during the same time, using genre
calibration [29, 41, 43]. We aggregate artists explored throughout
28 days (i.e., 4 simulation rounds) to get a wider picture of con-
sumed artists. Artist-Genre Similarity AGS, (/) measures the
alignment by computing the complement of the Jensen-Shannon
Divergence (JSD) between the average genre distribution of artists
explored between t; and t;_3 and the average genre distribution
of artists simulated throughout the same timeframe. This sliding
window approach helps smooth out short-term consumption fluc-
tuations and provides a more robust signal of alignment between
real and simulated behavior over time. We define the aggregated
Artist-Genre Similarity between multiple iterations k and m as
AGSIIE’m = m—1k+1 22 AGSy (1); which allows us to compare sus-
tained alignment with real user behavior over an extended period.
Choice Consistency CC™ (1) determines the alignment of
simulated choices with the initial preferences of u (i.e., the artists
captured by the initial set). Akin to AGS,,(]), it measures the com-
plement of the JSD between the average genre distribution of artists
simulated to be chosen by u between t;_3s and t; and those organi-
cally consumed before ty. CCly ? (1) measures the similarity of artists
organically consumed between t;_3 and t; and the artists interacted
with before ty. These metrics indicate how consistent (organic or
simulated) choices are with users’ previous listening patterns.

2.5 Setup

We use the Elliot framework [2] and tune the hyperparameters of
the RAs, utilizing the last month of the initial set as the validation
set. We use the entire initial set to initialize M. We run six choice
model fitting simulations for each parameter configuration of the
CM for n = 25 iterations as outlined at the beginning of this section,
where the RA suggests 10 items, and we simulate user choices based

Zhttps://www.allmusic.com/genres
3Due to filtering, only 23 12-year-olds and 42 13-year-olds, 97 14-year-olds remain.
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Table 1: Average AGS.* across all u € U (AGS); percentage
of users for which this parameter configuration resulted
in highest AGS.? (%); regression slope based on linear re-
gression on AGS,(I) for I € {4,8,12,16,20,24} (Slope). Bold
indicates significant difference from CMg;;.

ItemKNN EASEr
AGS % Slope | AGS % Slope

CMps | 0.603 158 -0.0033 | 0.624 24.5 -0.0027
CMopg4 | 0.610 17.0 -0.0025 | 0.623 16.0 -0.0031
CMys | 0.610 21.5 -0.0025 | 0.620 19.0 -0.0032
CMps | 0.605 219 -0.0025 | 0.616 18.0 -0.0028
CMy7 | 0599 13.0 -0.0028 | 0.611 12.0 -0.0030
CMps | 0.594 138 -0.0031 | 0.607 10.5 -0.0031

CMy; | 0604 —

-0.0005 | 0.625 — -0.0004

on the CM. Based on the average alignment across all iterations,
AGS:i’25 for each u € U, we construct the CMy;;. For the long-term
simulation, we run the simulation pipeline with CMy;; for m = 235
iterations, i.e., 6 months reflecting the fitting set and additional
four years. We measure AGS,(l) for 4 < I < 235 and analyze
differences across varied ages and over time.

3 Results
We present and reflect on the results from our 2-phase exploration.

Choice Model Fitting. Table 1 presents the average AGS;ﬁ’25 across

all users u € U for each parameter configuration d of CM, high-
lighting how closely different CM configurations align with organic
consumption during the choice model fitting. It also reports the per-
centage of users for whom each configuration was most aligned
and thus selected for CMg;;. Overall, AGS;i’25 is similar across con-
figurations. In turn, each configuration was the best fit for at least
10% of users, indicating diverse choice behaviors. Selecting the

best-aligned behavior per user (reflected by CM;;) leads to high

short-term alignment, as reflected in higher AGS:i’Z5 than some

of the homogeneous models (paired t-tests, p < .05). Importantly,
CMgp;; is never significantly worse than any of the homogeneous
baselines. To examine alignment consistency during choice model
fitting, we run linear regressions on AGSy (I) for CMy;; and each
CMy (I € {4,8,12, 16, 20, 24}, to avoid overlapping windows). All
models show declining alignment over time; CMg;, exhibits a sig-
nificantly less steep decline (Welch’s t-tests, p < .05) across recom-
menders and compared to all homogeneous configurations. These
results suggest that while CMg;, is not always significantly better
on average, its performance remains more stable over time.

Long-Term Simulation. To study long-term alignment, we com-
pute AGS, (1), CCng (), and CC5/™ (1) at every 4th iteration (i.e.,
I €4,8,...,232), reflecting their definition over a sliding window
of the last four iterations and avoiding overlapping measurements.
Although we focus on longitudinal trends, we compute metrics
separately for each year to capture potential variations over time.

To contextualize how users of different ages change in their
preferences over time, we study users’ consistency; Fig. 2a shows
decreasing CC,) 7 (I) over time, uncovering that users deviate more
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Figure 2: Average metrics by base age over iterations. Vertical lines mark the end of a year.

from their initial preferences as time progresses. For most users, con-
sumption drifts gradually; yet, children’s (particularly 13-year-olds)
consumption immediately diverges from their initial preferences.
Linear mixed models with age and iteration as fixed effects fitted on
each year confirm this (test statistics and model details are provided
in the repository); each year, iteration has a significant negative
effect on CCy'? (1), confirming a temporal decline in consistency,
while age has a significant positive effect, indicating that younger
users tend to deviate more from their initial preferences.

To assess whether the simulation reproduces these organic
shifts in consumption behavior, we compare the findings to the
simulation-based metric CC3¥™ (1) for EASEr (Fig. 2b). Here, choices
align more closely with the initial user profile, as per significantly
higher average CC$/™(l) (mean = 0.646) than CC,‘;rg () (mean =
0.632). Using ItemkNN yields significantly lower CCS™ (1) (mean =
0.617).

A mixed linear model finds that the iteration has—in line with
trends of organic behavior—a significantly negative effect on
CCsim(1) for simulations with EASEr; alignment with initial pref-
erences diminishes over time, albeit more gradually. A small but
significant increase in the third year slightly moderates this trend.
Age does not affect CCS™ (1) in any year. To explore whether spe-
cific age groups differ, we compare average CCS™™ (1) across all years
between base ages using independent t-tests (p < .05), revealing
that users with base age 13 tend to deviate more from their initial
preferences than other groups. Average CCS/™ (1) are significantly
lower than for users with base age 15, 17, and 20 to 23. For ItemKNN
the mixed linear model also shows a consistent decline in CCS™ (1)

1196

across all years except Year 4. Here, age has no overall effect either,
and no base age stands out for which users’ mean CC$™™ (1) signifi-
cantly differ from other age groups (independent t-test, p < .05).
These findings show that while simulations mostly seem to replicate
the temporal decline observed in organic consumption behavior,
they do not fully capture the stronger age-related effects present in
organic data, particularly the greater deviations among children.

To study whether inconsistent trends between simulations and
organic consumption reflect long-term alignment of simulated and
organic consumption, we analyze AGS,, () for EASEr, Fig. 2c shows
no notable difference between users of different ages. We run linear
mixed models: the predictor iteration has a significantly negative
effect on AGS, (1) in all years (except year 3), but age has no impact
(except a negligible negative trend in year 5), indicating declining
alignment between simulated and organic choices, regardless of
user age. The drop is most pronounced during the first two years
(80 iterations). Results for ItemKNN mirror these findings (addi-
tional figures in our repository). Overall, although both organic and
simulated consumption patterns evolve, their trajectories diverge;
changes in simulated behavior do not replicate the shifts observed
in organic user behavior—regardless of age.

4 Discussion

We designed the CM to best align with each user’s organic con-
sumption patterns. However, alignment between simulated and
organic interactions declines rapidly— noticeable already within
the first months. Decreasing alignment between organic and simu-
lated behavior raises concerns about the reliability of simulations
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to faithfully simulate children over time. Although the rate of de-
viation slows after 80 iterations, the CM fails to regain alignment
with users’ organic behavior. Our results indicate that this misalign-
ment is not solely a result of the interaction between the RA and
CM. Data-driven approaches try to mimic what a user consumed
through observations. If they do that well (e.g., CM;; with EASEr),
they drift only slightly from initial preferences and remain rela-
tively consistent in how they simulate user preferences. In contrast,
organic consumption patterns captured by the used dataset tend
to be less consistent. Users often deviate quickly from their ini-
tial preferences—the very signals that the RA and CM rely on for
generating recommendations and simulating interactions.

Consider 13-year-olds. Early on, alignment between simulated
and organic choices is relatively high (mean AGS,(4) = 0.684). For
example, during the first 4 weeks (1 < I < 4), 21.1% of the artists
simulated to be consumed belong to the genre Alternative; in
organic consumption, 17.1% are Alternative. After a year (53 <
I < 56), simulated choices are relatively consistent; still, 23.8% of
artists are Alternative, but organic consumption behavior shifts:
only 15.7% of artists are Alternative. As a result, alignment drops
notably (mean AGS,,(56) = 0.578). This trend continues: by age 17,
the average alignment falls to AGS,,(222) = 0.497, showing that
simulations capture even less of what these users actually consumed.
In the organic behavior (219 < [ < 222), Alternative becomes less
prominent (12.9%) while the simulation remains consistent (21.6%).

These trends show that preference changes of individuals may
not be addressed by simulation settings. For example, a user who at
13 eagerly listens to Alternative music might initially be closely
represented by the simulation’s predictions. Over the next few
years, however, they could develop a preference for electronic music,
whether due to changing personal taste, exploration of new genres,
or peer influences [28]. This causes their actual consumption to
diverge from the simulation, which continues to predict steady
Alternative interest.

Although not the primary focus of this study, our analysis also
revealed salient deviations in other consumption patterns. For ex-
ample, the number of consumed items at each iteration decreases
strongly for 13-year-olds. During the first 4 weeks, 13-year-olds
consume an average of 13.9 artists. In the same timeframe, 1 year
later (53 < I < 56), only 7.8 artists, and by age 17 (219 < | < 222),
only 6.8. Simulated behavior remains markedly more consistent:
In the same timeframes, the number of consumed artists changes
from 18.7 to 18.8 in the first year, and only decreases to 8.9 at age
17. This indicates that the simulation does not directly capture the
rapid decline in consumption observed in organic behavior.

These examples clearly illustrate a broader pattern: simulations
do not mirror real child behavior as preferences develop over time.
Surprisingly, this pattern is not unique to children; while our study
setup mainly aimed to uncover discrepancies between simulated
and organic user consumption of children, misalignment is observ-
able across all considered ages, indicating broader limitations in
capturing true user dynamics and evolving preferences.

Our study suggests that simulations can only yield meaningful
insights if preferences and behavior are assumed to remain consis-
tent or when alignment with actual behavior is not crucial. This
makes alignment with organic consumption a relevant challenge for
future RS simulations. Simulations hold great potential for studying
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the interplay between children and RS; what they are presented
with, how systems shape their experiences, but also how effective
RAs and interventions targeting children (i.e., safeguarding mecha-
nisms) can be. However, such insights depend on simulations that
realistically model long-term interactions. As children’s preferences
are particularly inconsistent, they warrant specific attention. To
make simulations a reliable tool for studying child-RS interactions,
data-driven models must move beyond replicating past behavior. In-
stead, they must incorporate mechanisms that capture the dynamic,
evolving, and often inconsistent nature of human preferences.

Limitations & Future Work. The combination of RA and ACT-
R-based CM offers a simple and easily applicable framework, but
simplifies complex user behavior. Nuanced data-driven approaches
[e.g., 9, 25, 45] should be explored to enhance realism and general-
izability of findings. Further, consumption is never solely driven by
RS; users also engage with items independently of RS. To capture or-
ganic behavior, simulations should account for non-recommended
interactions; e.g., Hazrati and Ricci [22] introduce an “awareness
set” to model items that users might discover and consume outside
algorithmic curation. Changes in preferences and consumption
patterns are not only impacted by intrinsic developments. Instead,
external influences, such as evolving trends, can affect what a user
consumes over time—a facet that future simulation settings should
consider.

Finally, focusing on artist consumption follows previous research
[17, 35, 39] and enables long-term simulations and analysis of the
kind of items users consumed. While this simplification does not
consider behavioral patterns like repetitions, it serves as a start-
ing point for uncovering children’s unique habits and preferences,
which can be extended to more realistic interaction patterns. Explo-
rations of the realism of simulation settings should be extended—
next to better-suited RAs and CMs—to different domains and a
variety of robust datasets, more nuanced user groups, and differ-
ent timeframes to increase the reliability and generalizability of
findings.

5 Concluding Remarks

Simulations are widely used to explore RS behavior, yet—based
on a balanced sample of children and young adults in the music
domain—our findings highlight that RS simulations fail to reflect
organic user consumption patterns. We advocate that to unlock
the full potential of RS simulation studies, they must move beyond
reproducing past behavior and instead acknowledge the evolving
and inconsistent nature of user behavior and preferences. Only
then can simulations become a trustworthy lens for understanding
how RS influence what children see, choose, and become.
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