
Eliciting user engagement
with a social robot
Drawing attention techniques for Pepper

Edoardo Amadei

D
elf

t
Un

iv
er

sit
y

of
Te

ch
no

lo
gy





Eliciting user engagement with a social
robot

MASTER OF SCIENCE THESIS

For the degree of Master of Science in Mechanical Engineering -
BioMechanical Design at Delft University of Technology

Edoardo Amadei

December 12, 2018

Faculty of Mechanical, Maritime and Materials Engineering (3mE)
Delft University of Technology



Copyright c© Edoardo Amadei.
All rights reserved.



Eliciting user engagement with a social
robot

Abstract

The elicitation of user engagement is one of the current challenges of human-robot
interaction, alongside with the identification of appropriate metrics to evaluate users’
experience. Several studies focused on strategies aimed at maintaining engagement
throughout an interaction, but limited research has been done on how to initiate it by
drawing users’ attention. The use of social cues in nonverbal human-human commu-
nication has been identified as a reliable source of information to determine if a person
is engaged. These social cues can be used not only to understand more about human
behavior, but also to design robot behaviors that can successfully draw the attention of
humans. In this project we look to investigate what are effective techniques to draw
attention and elicit initial engagement with a social robot at the entrance of a building.
The robot proposed to display these behaviors is the humanoid robot Pepper, from
SoftBank Robotics, as it has been specifically designed for human-robot interaction.
Initially, the on-board functionalities of the robot are going to be tested. Secondarily,
state-of-the-art techniques are going to extend those functionalities to improve Pep-
per’s interactive skills. Eventually, robot behaviors are going to be designed and dis-
played to participants during an experiment. We aim at understanding the reactions of
people to identify the most effective drawing attention behaviors and examine if the
encounter with the robot is affected by a novelty effect. Different metrics are proposed
to measure both these phenomena in our results. Our system is developed in Python
with features extracted from Pepper’s Naoqi framework.
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Preface

I chose robotics as the finishing touch for the specialization of my career, because I am
convinced that robots will play a fundamental role in human society in the nearby future.
During my studies, I realized how this conviction of mine is no more than a myth for most of
the supposed users of these technologies, so I found my focus of interest in bridging between
these two realities that still strive to encounter. Starting this project was, therefore, a natural
decision to take; in particular considering the opportunity it offered to learn about human-
robot interaction and user engagement. Working with Pepper was definitely one of the
most motivating characteristics of this project, because it taught me how to work on different
fields of robotics to improve the encounter between humans and robots. Identifying effective
attention drawing techniques for a humanoid social robot felt the appropriate challenge to
deepen my knowledge and test my engineering skills.
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Chapter 1

Introduction

In the last decades, the development of robotics has remarkably broadened the application
fields of artificial agents. From the initial employment in factories for industrial production,
robots started to be used in domains that imply closer contact with users, such as search
and rescue, entertainment and hospital care. These new contexts motivated the implemen-
tation of robots with socially interactive skills, in order to promote their social acceptance
and make human-robot interactions as natural as possible. In fact, the major requirements
for social robots are set by human social psychology, not only in terms of appearance and
movements that robots should have, but also as capability to express a certain degree of
”intelligence” through their behaviors [3] [28]. However, it is still hard to understand what
social skills a robot must have according to human expectations, because they vary depend-
ing on people and contexts of application.

Approaching a perfect stranger is an eventuality that easily happens in everyday life, when-
ever we need to ask for information, directions, or simply to order food. We have naturally
developed several strategies to draw the attention and make contact with our designated
interlocutor, doing so according to the context we are set within and the social standards
related to it. The communicative skills we use are progressively refined through multiple
experiences of interactions in the society we live in, which makes it complex to explain
objectively why we behave in certain ways under specific circumstances. However, it may
happen that our verbal and nonverbal behaviors are not effective in contexts that developed
from different societies, so we might perceive these cultural differences as weird and un-
comfortable. The encounter with a diverse culture can be improved if the new standards are
understood and integrated into our behaviors. Human-robot interactions can be interpreted
as one of these encounters, where humans and machines need to tune their communicative
skills in an effective way to ensure mutual understanding. In this case, we want technology
to adjust to our expectations, so we have to provide machines with enough knowledge about
our social rules to behave in an appropriate way among humans.

Encountering a robot in a train station, hospital or hotel is not a plot for science fiction
anymore, but a reality that is getting closer every year. Robots built with the specific aim
of interacting with humans are growing in popularity and sophistication, many of them are
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1.1 Problem description and motivation Introduction

already available to the public. If human-robot interactions are becoming part of everyday
life, we need to understand how we want the encounter with technology to be for a com-
mon user. There are several aspects that affect the quality of an interaction and multiple
expectations to meet according to its context, but in this project the focus is going to be
the establishment of initial engagement. Therefore, we are going to analyze what are the
strategies that a robot could adopt in a daily life scenario to draw the attention of humans
in a way that feels natural and safe. Users should feel at ease with a social robot, with the
way it makes contact with them and behaves using shared social cues. In general, the robot
should draw the attention leaving a positive first impression to the user, being discrete and
avoiding behaviors that could feel inappropriate or awkward.

1.1 Problem description and motivation

The goal of this project is to analyze what are effective techniques to elicit initial engage-
ment with the humanoid robot Pepper. The robot has been specifically designed to establish
human-robot interactions and already displays social features that can be further imple-
mented for this purpose. The first contact that Pepper will make with a human could occur
in various ways and contexts. For simplicity, only specific circumstances are going to be
studied in this research. In our ideal scenario, the robot will be stationary and try to draw the
attention of people who are passing in front of it. To do so, it will adopt different behaviors
(e.g. face tracking, short greeting etc.) and display social cues. The encounter is expected
to last less than a minute, because Pepper will not interact with participants but only aim at
eliciting initial engagement.

Figure 1.1: An example of how an interaction will occur in our ideal scenario [6].

The environment in which Pepper is going to be deployed has to be chosen according to the
expectations that users associate to it. In a setting like a train station where people are often

2



Introduction 1.2 Research question

hurrying and there is a lot of background noise, entertaining a conversation with a robot
might not be what a person is looking for. There are also scenarios that may have an am-
bivalent interpretation like a public building, where people usually start interactions when
entering rather than on the way out. People have expectations from the contexts they are
set within, so those contexts that maximize the willingness of interaction should be selected
to make users perceive Pepper as socially acceptable. An appropriate location that satisfies
these requirements is a place that people are entering where they may expect to greet or
have a short conversation with someone. This could be the entrance hall of a building, a
break area with coffee machines or a cafeteria.

The main motivation of this project is the growing popularity of social robots among the
public, whose number on the market is expected to considerably increase in the upcoming
years [43]. If more users can be exposed to this new technology, it is important that the first
encounter with it is smooth and natural, even for people who never came in contact with
robots or know about them. Initial engagement is one of the most characterizing features
of user experience [56], and can contribute to the social acceptance of robots among peo-
ple. However, the evaluation of human-robot encounters is a complex matter that involves
several aspects often difficult to assess individually and in combination with each other.
They need to be defined a priori because the elicitation of initial engagement is very sus-
ceptible to changes in these variables, and may affect the validity of the result. Therefore,
it is fundamental to specify that the whole application with Pepper is going to be indoor
and stationary, and that navigation will not be taken into account in this study. Under these
circumstances, the robot will have to draw users’ attention using social cues and combining
them in different nonverbal behaviors. These are expected to make the robot behave in a
human-like manner, and users’ reactions to them are going to be studied to fine tune them
toward social acceptability.

1.2 Research question

The objective of this project poses the motivating research question of identifying effective
techniques for initial engagement with the humanoid robot Pepper. Taking into considera-
tion the several aspects that will contribute to shape the quality of the interaction, this main
question can be addressed focusing on the following subquestions:

1. Which social cues should be implemented on Pepper to draw users’ attention and
ensure successful initial engagement?

2. Is Pepper affected by a novelty effect that induces users to approach regardless of the
behaviors it displays?

3. How can initial engagement be evaluated effectively in these scenarios and which
metrics should be used for this purpose?

3



1.3 Approach Introduction

1.3 Approach

In order to better conduct this research the human factor has to be taken into consideration
using a user-centered approach. This has been defined as ”a set of methods to gain powerful
insights into the ’actual’ practices, habits, needs and values of the users you are design-
ing technology for, rather than purely having to rely on your own perceptions, assumptions
and preconceptions” [39]. As Pepper will be drawing people’s attention, it is reasonable
to investigate what is users’ general feeling about its behavior. Users’ feedback will help
understand if there are aspects of the robotic platform to improve and where to orient the
research focus. I will therefore conduct a preliminary study to investigate this before devel-
oping new features on the robot.

A baseline interactive application will be prepared and tested in advance, to immediately
deploy the social skills of Pepper with users and analyze their performance. The basic fea-
tures from the NAOqi framework will be incorporated in the application, so the robot will
be using its embedded functionalities to detect, track and talk to people. The application is
going to be implemented on Choregraphe, a graphical programming tool that allows to con-
trol Softbank robots, and will simulate a simple conversation with an unknown interlocutor.
This is going to be tested in a pilot experiment described in Chapter 4. The analysis will
determine whether on board functionalities are sufficient for social interaction with Pepper.
Eventually, software and hardware limitations will be taken into account to understand the
extent up to which they can be developed.

Another crucial issue to be addressed is the definition of appropriate metrics to evaluate
initial engagement. Thanks to several examples retrieved from the literature they will be
selected from the following fields:

• Behavioral measures: analyze participants’ nonverbal behaviors during the experi-
ment providing a reliable indication of their level of engagement. These include user
proximity, head orientation and gaze direction, rhythm of interaction and response
times;

• Self-reported measures: rely on participants’ report of the experience through post-
experimental questionnaires and interviews. These are the most common metrics
even if hard to validate and corroborate;

• Task performance measures: analyze the experience from a more practical and util-
itarian point of view, but contribute to complete the assessment of user experience.
Among the main ones, the percentage of successful initial engagement is particularly
relevant, to have an estimate of how effectively Pepper can draw attention.

The focus of this research is the initiation of engagement, not its maintenance, so Pepper’s
task performance is going to be measured only on the first encounter with users. Therefore,
behaviors like approaching the robot, looking at it or touching its tablet are going to be
analyzed in relation to the social cues that the robot displays.

4



Introduction 1.4 Outline

To answer the main research question, an experiment with participants is going to be con-
ducted. A pilot will both test the main behaviors that Pepper will display during the ex-
periment and analyze whether a novelty effect influences users’ behavior toward the robot.
During this phase, it is important to observe if there will be significant changes in the num-
ber of people who approach the robot and spend time trying to interact with it. In this way
it will be possible to reduce the influence of the novelty effect, which might induce users
to react positively to the robot just because it is novel, regardless of how it behaves. The
focus of the experiment is going to be on user’s behavior: Pepper is going to display some
behaviors to participants and their reactions will be recorded by the experimenter. The mo-
tivating assumption of this approach is that users experience is going to be less affected by
the novelty effect, hence results will be more reliable in this phase of the experiment.

1.4 Outline

The outline of the report follows the structure of the project, with Chapter 2 describing the
related work in the field of initial engagement, drawing attention and novelty effect. Chap-
ter 3 continues with a technical overview of the humanoid robot Pepper and describes the
preliminary experiments conducted on it. Chapter 4 explains the baseline application devel-
oped to deploy the robot’s on-board interactive skills and the preliminary study conducted
to test their performance. Chapter 5 compares the different state-of-the-art algorithms con-
sidered to extend Pepper’s functionalities and presents advantages and limitations of those
finally selected. The design choices of the experiment and the behaviors developed for Pep-
per are analyzed in Chapter 6, that also explains which data are going to be collected during
the experiment. Chapter 7 describes the set up, the procedure and the objectives of the final
experiment, while Chapter 8 provides a qualitative evaluation of the results and presents the
conclusions of this project.
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Chapter 2

Related work

There is limited work that investigates initial user engagement with social robots, because
most of related HRI studies focus on its maintenance throughout an interaction rather than
on its establishment. In the same way, research on nonverbal behaviors has often aimed at
making robots display social cues to preserve users’ attention instead of drawing it. More-
over, there is little knowledge about how human-robot interactions evolve in the long-term,
so it is not clear how they can be affected by the novelty effect. Even if these fields still
need further exploration, the existing body of related work can be used to better structure
this project and orient its research. Articles with similar goals or methods are hereby pre-
sented to illustrate the main contributions to this work. They belong to the three main topics
of interest: initial user engagement, drawing user attention and novelty effect.

2.1 Initial user engagement

One of the most widely accepted definitions of user engagement is provided by Sidner et
al. [57], who describe it as ”the process by which individuals involved in an interaction
start, maintain and end their perceived connection to one another”. This process involves
both nonverbal and verbal behaviors as well as low-level and high-level cognitive processes.
Similarly to Sidner et al., also O’Brien and Toms [45] suggest that engagement can be di-
vided into distinct stages: point of engagement, period of sustained engagement, disengage-
ment and re-engagement. In particular, the point of engagement stage corresponds to the
instant in which the engagement process begins, which is usually triggered in conjunction
with the arousal of users’ interests and attention. It can occur either to satisfy a specific goal
or out of curiosity and desire to have new engaging experiences.

User engagement is often measured by observing the display of specific social cues through-
out an interaction. In particular, proxemic behavior, gaze direction and gestures are going to
be analyzed more in detail because indicative of the degree of engagement at its beginning
[53]. In addition, these behaviors are the easiest to detect and interpret when user’s intention
to interact is manifested.
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2.1.1 Proxemic behavior

Michalowski et al. [41] study the establishment of initial engagement within a context
very similar to the one of this project. They investigate what are the best behaviors for a
Roboceptionist (robotic receptionist) to attract people and initiate an interaction. During the
research, they also focus on the interpretation of users’ nonverbal behaviors to infer their
willingness to interact. Being the interaction stationary, proxemic behavior is of particular
interest because humans choose spontaneously their conversational distance from the robot,
revealing their degree of comfort around it. The authors classify users using the proximity
framework developed by E.T. Hall [25]. Together with social cues like user’s direction, head
visibility and pose, user proximity has been used to decide what behavior the robot should
adopt. However, the study concludes that more parameters (i.e. users’ speed of motion
and direction) should be taken into consideration to achieve a better users classification and
improve the interpretation of human intentions.

A similar analysis of proximity was performed by Bergström et al. [4], who addressed
the problem of a robot that had to detect people and approach them naturally. This work
goes beyond the methodology of Michalowski et al., employing the mobile robot Robovie-
II that also considered direction and speed of motion of people to assess their willingness
to interact. Results show that an accurate classification of users was performed, especially
when people showed hesitation and indecisiveness (i.e. they kept distant from the robot but
looked toward it). The authors made use of off board floor sensors positioned around the
robot to achieve such precise classification. However, the sensors sometimes discouraged
people to approach the robot because they had to walk on them.

2.1.2 Gaze direction

Okuno et al. [46] developed a system to improve social interaction based on audio-visual
tracking. In their experiments, they use a robot capable of gazing in the direction of a sound
source (i.e. a person speaking) and tracking faces. They analyzed two different scenarios,
in which the robot was either approached by a participant or had to initiate an interaction it-
self. In both cases, the new tracking features made the robot look more aware of the context
and increased the engagement of users. The authors found out that participants felt engaged
even when the behavior of the robot was rather passive. Hence, results show that follow-
ing the interlocutor’s face or turning toward him when he is speaking makes the interaction
more natural. An attentive behavior makes the robot behave in a human-like manner even
when waiting for an interaction, becoming advantageous to draw users’ attention.

Similar conclusions were drawn by Sidner et al. [57], who analyzed the effects of visual
cues on user engagement during human-robot interactions. Their study focused on a col-
laboration task between participants and a robot, which could display nonverbal behaviors
like blinking, nodding, gaze aversion and face tracking. To initiate the interaction, the robot
searched for a face and estimated user’s willingness to interact through proximity and user’s
motion. Then offered greetings to ensure engagement and started a conversation to main-
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tain it. Timing of gazes was confirmed to be a crucial factor to make the robot feel more
real, as participants assessed its behavior as ”appropriate” and ”on time”. Face tracking and
gaze aversion represented the most relevant aspects of the interaction, while blinking and
nodding resulted to be the least salient. In summary, gaze cues combined with face tracking
are essential to maintain engagement but are also functional to its establishment, because
they make the robot look like an aware and competent interaction partner.

2.1.3 Gestures

In their analysis on visual cues during human-robot interaction, Sidner et al. [57] also
explored the effects of engagement gestures to initiate an interaction. In particular they
compared two scenarios, in which the robot was displaying head and hand gestures in a
collaboration task. The use of gestures encouraged users to approach the robot and respond
to it, making them more involved in the interaction. On the contrary, when the robot was
only talking, participants paid less attention to it and assessed its behavior as less ”appropri-
ate”. Engagement gestures improved users’ perception of the robot and made it look more
competent for the interaction.

Schwarz et al. [55] developed an algorithm that estimates user’s intention to interact tak-
ing into account body pose, motion and facial features. More specifically, they analyzed
what behaviors people displayed to naturally engage with each other and to interact with a
vision-based interface. It emerged that looking toward the interface and using gesture such
as waving or raising the hands above the head were widely used. These techniques express
participant’s intention of drawing the attention of the interlocutor and interact with it. It is
important to notice that the same technique of ”wave to engage” was used by most of the
subjects, and can be clearly connected to the attempt of establishing initial contact. There-
fore, the understanding of such gestures by social robots and their ability to reproduce them
can considerably improve the quality of the interaction and clarify user’s intentions.

2.2 Drawing user attention

In order to elicit initial engagement, Pepper needs to use effective techniques of attention
drawing. Many studies have analyzed which strategies are more successful to manipulate
user’s attention combining different social cues. Pitsch et al. [48] investigate how to se-
cure and sustain user’s engagement in a real world scenario using the Sony Aibo robot as a
museum guide at the Ohara Museum of Art. The purpose of this experiment is exploring
effective methods to enter an interaction in a dynamic environment solely exploiting user’s
face orientation. The robot employs a basic mechanism to dynamically break up the pre-
designed talk, to simulate a human conversation in which the addressee is distracted or not
attending. Whenever a nearby user was detected, the robot lifted its head, flashed the eyes
and started to talk to get user’s attention. Once the visitor was looking at the robot, it would
restart the opening sentence and pronounce it completely. This ”pause and restart” proce-
dure attempts to handle dynamic and contingent interactions in which engagement is built
in a stepwise process of mutual adjustments, and therefore cannot be predicted in advance.
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Hoque et al. [29] explore techniques to draw and control human attention in different so-
cial situations. Depending on the field of view of the targeted person, the behavior of the
robot has to be adjusted to attract attention. Results showed that head turning and shaking
is sufficient if the robot is in the near peripheral field of view, while more abrupt motions
are necessary once in the far peripheral field of view. Speaking is also used if a human is
turning back to the robot. Once attention is attracted, eye contact and blinking are used to
strengthen the connection. At this stage, target’s attention can be controlled by the robot
by gazing to a particular point in space, making the human mimic the same behavior. This
suggests that gestures and utterances have a major role in attention drawing, but that gaze
awareness and other visual cues are fundamental to establish and manipulate joint attention.

Torta et al. [62] used the NAO robot to analyze how to attract attention with visual and
auditive cues. The authors designed four different communication behaviors on the robotic
platform: (1) attempting to establish eye contact, (2) blinking, (3) waving and (4) uttering
the word ”Hello”. The first three are nonverbal actions of visual nature, while greeting users
is purely auditive. However, due to the noise generated by the motors of the robot while do-
ing gestures, waving has also been classified as partially auditive. Once drawn the attention,
the robot would present information to participants in the form of short video-clips. Results
showed that reaction times differed considerably among the four behaviors. In particular,
auditive cues like speech and waving had the fastest response, while blinking and trying to
establish eye contact were the least salient cues. This suggests that attention drawing tech-
niques relying on cues such as waving and speech may be more successful. Nevertheless,
gaze cues have a stronger impact when users are already focused on the robot and can help
ensure that attention is maintained.

2.3 Novelty effect

The novelty effect represents the trend of users’ performance to initially increase when a
new technology is introduced, which is not related to any actual improvement but to the in-
creased interest in the technology itself [59]. Because of its temporary nature, it is important
to observe this phenomenon in long-term interactions and wait it wears off to obtain more
reliable results. The findings of Gockley et al. [20] highlight the relevance of long-term
observations in human-robot interaction to evaluate real user engagement. They researched
how users interacted with a roboceptionist able to give directions, tell stories and looking up
weather forecasts over a period of nine-months. Results showed that the average number of
interactions decreased throughout the experiment as well as their average duration, which
reduced to half the time of initial interactions. This is mainly due to the novelty effect,
which was observed to last until the 5th week of the experiment. Afterwards, the number
and duration of interactions reached a steady state value with slight variations. While it
is hard to know a priori how long the novelty effect will last, it is possible to measure its
influence observing significant differences in metrics from the beginning of the experiment.
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Since its release to the public in 2015, also Pepper has been employed in studies on human-
robot long-term interactions. Rivoire et al. [52] analyzed how to program Pepper to become
an engaging life companion focusing on the right degree of proactivity to use in its behav-
iors. The aim was to avoid that the robot was perceived as annoying (too much proactivity)
or boring (too little proactivity), to make it more appealing to the public as a domestic robot.
In particular, they analyzed the influence of the novelty effect over 8 weeks of experiment
measuring the time that users spent interacting with the robot. Their results showed that
users who had the robot for long periods used it less than users who got it for a shorter time.
The way they interacted with it did not change through the experiment, but lasted less than
at the beginning, reaching a steady state duration after the first 2 to 3 weeks of experiment.

Leite et al. [34] highlight the correlation between novelty effect and familiarity of users
with the robot. The more users get used to the robot, the more they prefer novel behav-
iors. The authors suggest that the novelty effect can be measured with behavioral measures
such as the time users spend looking at the robot. In one of their previous studies [35],
the authors investigated the role of social presence in long-term human-robot interactions,
analyzing also the novelty effect. In particular, they found that after the second week users
spent looking at the robot half the time they spent at the beginning. These results were
aligned with those obtained from questionnaires about social presence of the robot, which
also decreased throughout the experiment. Similarly with the study of Gockley et al. and
Rivoire et al., it seems that a significant variation in such behavioral metrics indicates well
if the novelty effect is wearing off.

2.4 Metrics

As anticipated in Section 1.3, self-reported measure like questionnaires or interviews are
very often used to evaluate engagement during an interaction. Also in this study, in spite
of their subjectivity, post-experimental questionnaires are going to be used to have a better
insight into users’ experience. However, behavioral measures are more objective indicators
of initial engagement and do not compromise the naturalness of the interaction [3]. The
related work hereby presented provides a large selection of behavioral metrics, which have
been classified in the table below.
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Metrics Description Relevant for IE References

Eye contact A direct look between the robot
and the participant

Y [29] [62]

Gaze direction The synchronized movement of
eyes and neck that indicates the
direction of visual attention (also
referred to as head pose)

Y [3] [9] [26]
[31] [44] [58]

Direction of motion The direction of motion of a user Y [4] [41] [53]

Speed of motion The speed of motion of a user Y [4] [41] [53]

Proxemic behavior The different ways in which hu-
mans position and orient their
body in relation to the peo-
ple and objects around them in
space

Y [5] [15] [64]

Waving Moving one’s hand to and fro in
greeting or as a signal

Y [11] [55]

Speech and gestures Pronouncing utterances in syn-
chronization with gestures

Y [1] [29] [30]

Body pose The way people position their
body and arrange their limbs

N [3] [13] [55]

Facial expressions A combination of eyes, lips,
nose and cheek movements that
help form different moods of an
individual

N [26] [55]

Blinking Shut and open the eyes quickly N [26] [57]
[29] [33]

Nodding Lower and raise one’s head
slightly and briefly

N [26] [33]

Face tracking Following one’s face with gaze Y [46] [57]

Table 2.1: A summary of the metrics for user engagement encountered in literature. The
metrics are classified as relevant for initial engagement or not, based on the references
provided.
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Chapter 3

Experimental platform

3.1 Humanoid robot Pepper

Pepper is a humanoid commercial robot created by Softbank Robotics, presented in June
2014 and available to the public from February 2015. It has been designed to establish
interactions with humans, so it has the capability to read basic human emotions, interpret
the tone of voice and facial expression. Its functionalities make it more a daily companion
rather than a domestic helper, in fact, it has been the first robot to enter Japanese homes and
be employed as a receptionist in several offices in the UK [63]. Even if most of its charac-
teristics are pre-programmed and sum up to very simple behaviors, its software framework
allows to easily develop more advanced features. In addition, thanks to its friendly and an-
thropomorphic design, Pepper is the ideal robot to work with to study user engagement in
social interactions, especially in a scenario where users’ attention should be drawn by how
the robot looks and behaves.

3.2 Technical overview

The main body dimensions are shown in Figure 3.1. The weight of the robot, approximately
28 kg, is concentrated in the lower part to optimize movements of the arms and torso.

Figure 3.1: Physical dimensions of Pepper [22].
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To activate its degrees of freedom the robot uses 14 motors located as shown in Figure 3.2.
For the scope of this project, the 3 motors of the wheels are not going to be used, as the robot
will be involved in a stationary interactive scenario. For the same reason, also its 6 laser
sensors situated in the lower body, employed for front ground and surroundings evaluation
during navigation, are not necessary. Pepper has two sonars that lie below the torso, and the
frontal one is going to be fundamental for people detection in this task. They are located
in the back and front of the KneePitch and used to estimate the proximity of objects (or
interlocutors) within a range of 5m. The field of detection of the sonars is shown in Figure
3.2.

Figure 3.2: Joints location (left) and field of detection of sonars (center and right) [22].

Most of the sensory input needed to fulfill the task of this project is going to come form
Pepper’s cameras. Two identical 2D cameras are located on the forehead and in the mouth,
while behind the right eye of the robot it is placed a One ASUS Xtion 3D depth camera.
The fields of view provided by these sensors are shown in Figure 3.3. A set of four micro-
phones is positioned on top of the head, which optimizes understanding of human speech
as interlocutors are usually taller than Pepper. Instead, loudspeakers are contained in the
”ears” of the robot, on the sides of the head.

Figure 3.3: Field of view of 2D cameras (left) and 3D sensor (right) [22].

The robot can also interact through the tablet on its chest, which can be used for both
visual representation (e.g. displaying images) and tactile feedback (i.e. touching the tablet).
Pepper has additional tactile sensors on its body as shown in Figure 3.4. Three of them are
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on its head, in the front (A), middle (B), and rear (C), both hands have one in the back and
three others are in the bumpers at the bottom.

Figure 3.4: Tactile sensors in the head (left), hands (center) and bumpers (right) [22].

Pepper uses an embedded PC with an Intel Atom card. The card has 2 CPU cores running
at 1.6 GHz, and 1 MB of RAM. There is no GPU. The Operating System is OpenNAO and
on top of it, NaoqiOS, the robotics OS solution created by Aldebaran, is running all the
Software used for hardware control and AI decision making.

3.3 NAOqi Framework

NAOqi is the name of the main software that runs on the robot and controls it. The NAOqi
Framework is the programming framework used to program Aldebaran robots [23]. Within
the NAOqi structure it is possible to create several applications with Pepper using the mod-
ules already embedded in it. These modules have default methods that are programmed for
specific actions and are all comprised in the API (Application Programming Interface), so
that users can easily retrieve what are the commands that the robot can execute. The main
programming languages available in the framework are C++ and Python.

Figure 3.5: Default engagement zones [22].
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There are several modules available within the NAOqi framework. For instance, ALEngage-
mentZones gives access to the configuration of the engagement zones that Pepper uses to
classify people according to their relative distance form it. Depending on the zone in which
a person is, the robot can change its behavior, and this can be adjusted using the parameters
FirstDistance, SecondDistance and LimitAngle, which are illustrated in Figure 3.5. Other
modules relevant for the purpose of this project are further described in Appendix C.

3.4 Preliminary experiments

Before starting to work on Pepper, some preliminary tests have been conducted to investi-
gate capabilities and limitations of its sensors. Even if this information is already partially
available on the technical manual of the robot, it is necessary to validate it within a con-
text similar to the one used for this project. The experiments took place in office 12.260
of EWI in TU Delft campus. The room has a bright artificial lighting and a broad window
that provides further external illumination, creating good visibility conditions for the robot.
Pepper has been placed in front of the window looking at the entrance door, 4m away from
it. The applications used to run the experiments have been implemented in Choregraphe, a
graphical programming tool to control Softbank robots and create basic behaviors for them.

Figure 3.6: An example of the working environment in Choregraphe with description of
inputs and outputs.

Figure 3.6 shows an example of the working environment in Choregraphe. On the left side
there are the inputs used to start the behavior, which can be triggered either manually (i.e.
onStart) or automatically when an event is raised (i.e. Add event from ALMemory), while
on the right side there is the output that stops the behavior (i.e. onStopped). In the center
of the working space there is an example of a Choreographe block, with inputs on the left
and outputs on the right. In order to start a behavior, one input of the working environment
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has to be connected to one from the block. To stop the behavior one of the outputs from
the block needs to be linked to the output of the working environment. There are different
kinds of inputs and outputs, which can be distinguished by their color: black (sends or
receives a generic signal when activated), blue (sends or receives a string), yellow (sends or
receives a number). Multiple blocks can be used and connected to each other to generate
more complex behaviors for Pepper.

3.4.1 People detection

The goal of this experiment is to understand the maximum distance at which Pepper can
detect a user. A simple two blocks application has been implemented. Once started the
behavior, an input is sent to a Basic awareness block, which makes the robot establish
and keep eye contact with people. Its Human Tracked output, which is triggered when a
stimulus that is confirmed to be a human is detected, is connected to a Say block that makes
the robot say ”There you are!”. The results of this first experiment showed that Pepper can
successfully detect people up to 3m. The robot may still detect users up to 4m, but only if it
is already looking in the direction where they are going to appear. If the experimenter was
right outside the door of the office (from 4m to 5m), no detection occurred even if the robot
was already looking in that direction.

3.4.2 People tracking

The goal of this experiment is to understand the maximum distance at which Pepper can
track a person once detected. A simple two blocks application has been implemented. Once
started the behavior, an input is sent to a Basic Awareness block, and its output Human Lost,
which is triggered when the human currently tracked is lost, is connected to a Say block that
makes the robot say ”I lost you!”. The experimenter made sure to be tracked by the robot
once eye contact had been established, then moved away waiting for the robot to speak (i.e.
human tracked is lost). The robot was able to keep track of a person up to 3m, but sometimes
had difficulties in coping with bright light and reflections, which could make it loose track
of the target even at close distances. Also the walking speed of a person can considerably
affect the performance of tracking, which sometimes fails even if the user keeps still and
looks at the robot.

3.4.3 People distance

The goal of this experiment is to understand whether Pepper can correctly detect how far a
person is. In this case, only three Say blocks have been used, each of them connected to a
different event input: PersonEnteredZone1, PersonEnteredZone2 and PersonEnteredZone3.
These inputs are triggered when the related event is raised. In this case, each event should be
raised when a person enters a different engagement zone, and their values have been kept as
default as shown in Figure 3.5. The three blocks simply make the robot say ”One”, ”Two”
or ”Three” when the experimenter enters the respective engagement zone. Once started the
behavior, the experimenter approached the robot from 5m away and waited for it to say the
messages. The events were not raised in the correct order (i.e. ”Three”-”Two”-”One”) as
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in most of the trials the event PersonEnteredZone3 was not raised. Moreover, the two other
events were sometimes raised in the wrong order or one of them was not raised. Also in this
case, the walking speed of the user can considerably affect the accuracy of the results.

3.4.4 Gaze control

The goal of this experiment is to understand whether Pepper can successfully detect when a
person is looking at it. In this case, only two Say blocks were used, one of them connected
to an event input PersonStartsLookingAtRobot and the other connected to the PersonStop-
sLookingAtRobot event input. In this case, the first event is raised when a user starts looking
at Pepper and the other when it stops. The two blocks simply make the robot say ”Start”
and ”Stop”. Once started the behavior, the experimenter looked at the robot to make it pro-
nounce its first message, then gazed away waiting for the second. These events were not
always raised when the experimenter gazed at or away from the robot. It is not clear why
this happened, because in different trials under the same conditions they were raised cor-
rectly. Moreover, while the first event was raised as soon as the experimenter looked at the
robot, the other one was always raised late. This delay, which has been timed using a Time
block in Choregraphe, is on average around 4s. Finally, these events could be raised only
when the experimenter was within 3m from the robot, which corresponds to the maximum
people detection threshold.

3.5 Conclusion

These experiments have been performed within a similar context to the one used for the
final experiment with Pepper. This is why they have been structured according to the ideal
conditions for the encounter, with the human looking in the direction of the robot, which
is stationary in an indoor environment with bright natural lighting. People detection can be
generally performed effectively up to 3m from the robot. However, bad lighting conditions
such as too bright lights or reflecting surfaces in the surroundings should be avoided, to
prevent the detection module to miss the targets. Similar conclusions can be drawn for
people tracking, which works effectively up to 3m but its performance is highly sensitive
to lighting conditions. Moreover, the events from the NAOqi framework are not reliable to
detect users’ distance or users’ gaze, because they are either not raised or raised late. These
results already suggest that some of Pepper’s on-board functionalities need to be extended,
as they have a limited perception range and lack of robustness. However, a more thorough
analysis of the interactive skills of the robot will be conducted with a user study, to further
define which features need to be improved.

18



Chapter 4

Baseline application

As described in Section 1.3, the on board functionalities of Pepper need to be tested with
a user study to understand whether they are already satisfactory for the goal of this project.
The approach chosen to answer this question is to create a simple application in Chore-
graphe, the default programming tool to control Softbank robots, to deploy baseline inter-
active skills and verify their effectiveness. This application has been tested during a quick
pilot experiment aimed at understanding how users responded to the behaviors of Pepper.
In Section 3.4 the sensing capabilities of the robot have already been investigated with pre-
liminary experiments, to validate the information from the specification manual within our
context. In this section, a more global analysis is conducted to provide a basic comprehen-
sion of: the interactive capacities of the robotic platform, the role of the human factor, and
the appropriateness of the tools used. The building of Computer Science in TU Delft cam-
pus at Van Mourik Broekmanweg 6 (VBM building) has been the site where the experiment
took place.

4.1 Baseline application

4.1.1 Motivation

This baseline application provides a basic interactive activity for Pepper that can be tested
with users before implementing any off board functionality. Its purpose is to highlight
whether there are some capabilities of the robotic platform that need to be improved and, in
case there are, which of them have to be prioritized to successfully initiate engagement. As
this analysis is mainly qualitative, the application scenario is not similar to the one of the fi-
nal experiment, where Pepper will not actually interact with users. The application has been
structured as a dialog in which the robot uses its autonomous life mode to display the social
cues already embedded in its architecture, such as simple gestures, blinking and vocal tone
variations according to sentence format. The whole application is going to be stationary to
avoid variations of context and the necessity of socially aware navigation. This choice has
been made also considering that some functionalities of the robot are not available once in
motion (as explained in section 3.4).
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Originally, two possible contexts were considered for the baseline application: the break
area with the coffee machine and the space in front of the elevator, at the 6th floor of the
building of Computer Science. These spaces have been chosen under the assumption that
they can easily be the setting of a short interaction, because in both contexts users will be
waiting either for the coffee to be ready or for the elevator to arrive. It is therefore expected
that they will have time to talk to Pepper without perceiving it as annoying. However, when
deploying the robot in the field, some issues were found with the elevator scenario. In fact,
the hallway in front of the elevator is not wide enough to allow for both a robot and a person
to talk comfortably without obstructing the passage to other people. Moreover, the waiting
time for the elevator cannot be known a priori and could also be too short for the whole
interaction, inducing the user to interrupt it abruptly. For such reasons this scenario has
been discarded, while the break area with the coffee machine was selected for further de-
velopment. This context allows for a more flexible duration of the interaction and provides
a more comfortable setting for the conversation. Moreover, it is less likely that users will
not have enough time to interact with Pepper (as in the elevator scenario).

4.1.2 Description

The application has been developed in Choregraphe as a behavior, which is uploaded on
Pepper and is given some trigger conditions. The first condition activates the application
when a person is detected in EngagementZone2, i.e. between 1.5m and 2.5m distant from
the robot (Chapter 3). However, due to sensory limitations, it is possible that if a user moved
quickly, it could go from EngagementZone2 to EngagementZone1 (closer to the robot) with-
out being detected. This is why a second analogous condition is introduced, which makes
the behavior activate also if a user is detected in EngagementZone1. A third condition pre-
vents Pepper from restarting the application immediately after it has ended, because the
interlocutor may still be in the engagement zones after the conversation. If the interacting
user is only one, it is likely that he or she will leave soon after finishing to talk with Pepper,
so a short time span before restarting the application could be enough. However, if two or
more people go to take coffee together, it is possible that they will stay longer at the coffee
machine. Then it would not feel natural if the robot restarted the same conversation while
they are still around. In order to find a waiting time suitable for both these cases, the robot
has been set to wait 2 minutes before repeating the same behavior. Nevertheless, sometimes
two or more people can spend longer time in the break area to chat. In such unpredictable
situations the behavior of the robot is deactivated (and later on reactivated) by the experi-
menter using the Choregraphe interface, so that Pepper will not restart talking to the same
users.

Once the behavior has been started, an input signal is sent to a sequence of Say-Delay-
Say blocks, used to respectively get user’s attention, wait 1s, then repeat the initial utterance
accompanied by a greeting. This ”pause and restart” method to draw attention has been
experimented by Pitsch et al. [48], to ensure attention of distracted or not attending users.
Subsequently, a Python Script block is used to lower the threshold of speech recognition
accuracy from 50% to 40%. When the robot was using the highest threshold, users would
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often need to repeat themselves more clearly to obtain a response from the robot. How-
ever, it has been tested that utterances can often be understood correctly also with the lower
threshold, which benefits to the rhythm of the interaction. A Dialog block follows, which
contains the main body of the application with questions and answers that Pepper will give
according to users’ response. To make the conversation more involving, the tablet is used
to display images of some objects mentioned. This is done using the block Show Image.
Figure 4.1 shows how the baseline application has been implemented on Choregraphe.

Figure 4.1: Baseline application in Choregraphe

This baseline application exploits several modules of the NAOqi framework in order to de-
ploy Pepper’s interactive skills. To begin with, the ALEngagementZones monitors the pres-
ence of people in the engagement zones in front of the robot and triggers the application
when at least one person is detected. This module works together with the ALPeoplePer-
ception module, which keeps track of the users detected, and with the ALFaceDetection
module, which recognizes the faces of users and make the robot look at them. These mod-
ules use the information from Pepper’s cameras and 3D depth sensor, they are activated by
the autonomous life mode so they keep working throughout the whole application. The Say
and Dialog blocks use the module ALAnimatedSpeech to make the robot speak and perform
contextual movements during the conversation. Within the Dialog block, this module co-
exists with the ALSpeechRecognition module, which is responsible for the interpretation of
what users say and associates it to a confidence value. These modules use Pepper’s speakers
and microphones to communicate with users, and they are active only if the correspondent
blocks have been started.

The dialog between Pepper and the user is expected to last less than 1 minute. The structure
of the conversation aims at simulating the interaction between two people, one familiar with
the settings (the user) and one that is new to the environment (the robot) and asks question
about it. In fact, the people interacting with Pepper will most likely be workers in the build-
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ing. Hence, the robot asks simple routine questions about the coffee machine and how it
works, as illustrated in Figure 4.2. The sequence of actions that Pepper follows based on
this behavior are the following:

1. Pepper waits for a person to approach in autonomous life mode;

2. Once a user approaches and enters EngagementZone2 or EngagementZone1 the ap-
plication is triggered;

3. Pepper tries to attract the attention by saying ”Excuse me”, then waiting for one
second before repeating the same utterance accompanied by a greeting, using a ”pause
and restart” technique;

4. Pepper asks information about the context it is set within, to act like someone not
familiar with the place;

5. According to user’s answer Pepper asks a second question and displays an image on
its tablet, otherwise disengages;

6. If it has not disengaged yet, after the answer to the second question Pepper disengages
greeting the user.

The questions asked by the robot are designed to (1) be easily answered by any person
familiar with the working place; and (2) allow for closed answers. This is particularly
important when programming in Choregraphe, because the Dialog block that controls the
conversation flow has to receive a known input from users after every question. In fact, if the
users does not use an expected answer, the robot just keeps silent and does not pronounce
the next utterance.

4.2 Pilot experiment

4.2.1 Procedure

The baseline application has been tested with a pilot experiment, aimed at revealing whether
the on board functionalities of Pepper allow to successfully initiate engagement. In case
they do not, the experiment will highlight which aspects of the interaction require major
refinement. The experiment has been observed from a distance to avoid any influence on
users’ performance. The robot has been deployed in the break area next to the coffee ma-
chine at the 6th floor of the building of Computer Science. The procedure of the experiment
is as follows:

1. The experimenter places Pepper in the break area next to the coffee machine. The
robot is switched on but not in autonomous life mode.

2. The experimenter leaves the robot and observes the setting from distance.

3. The experimenter enables the autonomous life mode of Pepper so that the robot
”wakes up” and is ready to begin the interactive activity.
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Figure 4.2: Dialog flow of the baseline application.
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4. When a participant approaches, the trigger conditions of the interactive activity make
Pepper begin the interaction.

5. Pepper will try to execute the script of the conversation flow of the Choregraphe
behavior.

6. If the end of the script is reached, Pepper disengages from the participant.

7. The participant leaves the break area.

8. The experimenter approaches the participant and hands out a questionnaire about the
experiment.

The 7th step of this procedure will probably not happen all the times, as some participants
may want to drink their coffee in the break area or, if there is more than one, stay there
to have a chat. In such cases, the experimenter will disable the trigger conditions of the
baseline application to avoid that Pepper restart the conversation after 2 minutes. Then,
participants will be approached, debriefed and interviewed as explained in step number 8.

4.2.2 Method

The pilot experiment has the purpose to provide a qualitative evaluation of the on board
functionalities of Pepper. The main tools that are going to be used to conduct this evalu-
ation are the observations of the experimenter, noted during the experiment, and the post
experimental questionnaires filled in by participants.

4.2.2.1 Objective metrics

During the experiment, the researcher has the tasks of observing the interaction and record-
ing the limitations of the application. The focus is to test the performance, of people detec-
tion and face tracking as discussed in Section 3.4. These can be summarized in the following
set of metrics:

• Track lost: indicates if the robot has lost track of the participant’s face during the
conversation.

• Late detection: indicates if the robot detected the participant while approaching or
once already very close.

• Missed answer: indicates if the robot did not understand what the participant said
and did not continue with the next utterance. This moment is really important for
the interaction because it may either induce the participant to repeat its answer or to
leave.

• Completion of ”happy flow”: indicates if a participant got to the end of the whole
script or abandoned it earlier.

• Time: the duration of the whole interaction is also taken into consideration.
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4.2.2.2 Subjective metrics

The paper based questionnaire that participants will be asked to fill in has the purpose to ob-
tain participants’ feedback on Pepper’s capabilities. Questions have been chosen in relation
to the objective metrics, in the format of a Likert Scale of 5 points:

Q1 The robot noticed my presence: this question aims at understanding if the par-
ticipant feels that the robot detected him/her on time.

Q2 The robot was attentive to me during the conversation: indicates whether
the robot looked distracted and not attending.

Q3 The robot interpreted correctly what I said: focuses on the performance
of Pepper’s speech recognition, and if users felt understood when talking.

Q4 The verbal and bodily expressions used by this robot felt natural: tests
whether the robot’s behavior seems natural and understandable to participants during
the conversation.

Q5 I find it easy to interact with a robot.

Q6 I find it intuitive to interact with a robot.

Q7 I appreciated seeing a robot near the coffee machine: aims at understand-
ing whether the presence of a robot in a public space (e.g. near the coffee machine)
is accepted by users.

Finally, any suggestion or recommendation for future developments is asked, to collect a
more personal feedback from users. The questionnaire is attached in Appendix A.

4.2.3 Results

The baseline application was tested during the pilot experiment with 11 participants in total,
9 males and 2 females, all of them were master students of TU Delft. Only one among them
had previously interacted with Pepper, while the others had never interacted with a robot
before. The observations of the experimenter are summarized in Figure 7.3.3, which shows
the metrics indicative of Pepper’s performance, and Figure 4.4, which presents the duration
of the interaction for every user.

As shown in Figure 7.3.3, Pepper lost track of 7 participants throughout the trials without
being able to track their faces again, at different times of the interaction. For what concerns
late detections, 5 participants were noticed only when they were in front of the robot (less
than 1m from it), while the others could be seen when they entered EngagementZone1 or
EngagementZone2. As for misunderstood answers (missed input from user), the robot could
not interpret participants correctly in 7 interactions, sometimes not even after they repeated
the answer twice or three times. In 4 of these cases participants abandoned the application
before completion, but were approached and asked to complete the questionnaire anyway.
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Metrics from observations
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Figure 4.3: Analysis of the metrics observed during the experiment.

Duration of the interaction

 

1 2 3 4 5 6 7 8 9 10 11

Participant

 

0

20

40

60

80

100

T
im

e
 (

s
)

Participants who abandoned the interaction

Average time for participants who completed the application

Average time of all participants

Average time for participants who abandoned the interaction

Figure 4.4: Duration of the interaction with Pepper.

The average duration of all the interactions with Pepper was around 40s, but this value drops
to 33s if only those who completed the ”happy flow” script are considered. The average
raises to 52s if we take into account only the users who had problems being understood
by Pepper. In these cases, users waited some time before repeating themselves, probably
assuming the robot understood them and was about to reply. If these pauses were too long
and the robot could not yet understand participants once they repeated themselves, then the
application was abandoned. Considering only the users who left before the application was
over, the average time raises to 62s. Nevertheless, the abandonment of the application may
not be caused only by issues with speech recognition, because in these 4 cases Pepper lost
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track of users 3 times and did one late detection. These factors may also have contributed
to make the participant leave the interaction.
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18% 45% 36%

9% 9% 55% 18% 9%
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The robot interpreted correctly what I said
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I appreciated seeing a robot near the coffee machine
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Figure 4.5: Results from questionnaires presented as a Likert Scale Plot.

The answers of the questionnaires have been collected and summarized in Figure 4.5. The
outcome of the experiment confirmed the limitations of on board functionalities emerged
during the preliminary analysis presented in Section 3.4. Question 1 (Q1) corroborates this
idea, as only 5 participants felt that Pepper noticed their presence while 4 experienced that
the robot was not aware of them. Question 2 (Q2) is in line with these findings, because
only 3 participants perceived Pepper as attentive during the conversation, while 5 thought
it was distracted. Question 3 (Q3) highlights the same trend, showing that Pepper could
interpret correctly only 4 participants throughout the whole trial. On the contrary, question
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4 reveals that verbal and gestural expressions used by the robot were mostly perceived as
natural, suggesting that the on board autonomous life mode is probably already satisfactory
to conduct short interactions.

As for the overall impression about the interaction with Pepper, analyzed in questions 5
(Q5) and 6 (Q6). Only 4 users found the interaction easy and 3 intuitive, while one par-
ticipant did not find it intuitive at all. Nevertheless, question 7 (Q7) shows that the idea
of having Pepper next to the coffee machine was highly appreciated by almost the totality
of users (10), regardless of the performance of the robot during the experiment. The main
suggestions and recommendations from users were related to speech recognition and face
tracking. One user wrote ”the robot was not looking at me and moving too much”, while
the comment ”the robot could not understand me” was more frequent. Some suggested that,
in order to make the application more intuitive, the robot should say when it did not under-
stand, so that people would know they have to repeat themselves, while others expected the
robot to look more at them.

4.3 Discussion

The results obtained from the observations and the questionnaires helped to evaluate the
performance of Pepper during the interactions and participants’ impression about it. The
main aspects that can be discussed with these findings are: people detection and tracking,
dialog flow and initial engagement.

4.3.1 People detection and tracking

Pepper’s sensitivity to lighting had a major influence on its capability to detect people. In 5
of the trials (out of 11), it could not detect users until they were closer than 1m because it
was distracted by the lights. This means that the robot was staring at the artificial lights from
the ceiling, most likely mistaking them for faces. The late detection of participants is also
due to the fact that distance is estimated using only the 3D depth sensor in the right eye of
the robot. Therefore, if the robot is distracted and does not look in the direction from which
a person is approaching, neither of the conditions of having people in EngagementZone1 or
EngagementZone2 are triggered. As a consequence, participants assessed Pepper as aware
of their presence only in 5 cases. If the robot was using also its sonars to estimate distance,
it would probably be able to detect users nearby without necessarily looking at them, then
turn toward them and perform detection. However, even in those cases where the robot was
looking toward a person approaching, the detection algorithm would not work unless the
person was closer than 3m. Also people tracking was hindered by the sensitivity to lighting,
because Pepper often mistook lights for faces. In 7 trials, this occurred even when the inter-
action had already started, when the robot lost track of the user and continued talking while
not looking at it. This issue had been already explained in the Softbank robotics manual and
observed also during some preliminary experiments of Section 3.4. Users seemed particu-
larly sensitive to this aspect, as only 3 of them felt the robot was attentive to what they said.
Moreover, similarly to the people detection algorithm, also people tracking has a maximum
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range of perception up to 3m from the robot. This limitation is not due to the cameras of the
robot, which can see people even from more than 5m away, but to the on-board algorithms
themselves.

4.3.2 Dialog flow

The rhythm of the interaction was considerably affected by the limitations of speech recog-
nition, as demonstrated by the 7 trials in which users had to repeat themselves. If Pepper
could understand the input after one repetition, participants continued the interaction be-
cause the robot moved on with the script. If they had to repeat themselves twice or more
and still did not receive any feedback, they eventually abandoned the application. This was
the case of the 4 users who did not reach the end of the script, because they could not be
understood by the robot even after two repeated answers to either the first or the second
question. When the robot did not hear what a user said with a speech recognition accuracy
of at least 40%, it kept waiting in silence until the input was repeated more clearly. The
performance of speech recognition could have also been affected by the background noise
of the setting chosen, but it seems clear that this idle behavior of the robot discouraged
participants to continue the interaction. In fact, less than half of users felt Pepper was un-
derstanding them correctly. These elements contributed to slow down the conversation and
make feel unnatural the rhythm of the interaction.

4.3.3 Initial user engagement

As anticipated, the way Pepper drew users’ attention was based on a ”pause and restart”
technique inspired to the research conducted by Pitsch et al. [48]. This method was not
always successful to engage users in a conversation, because it relied on a specific reaction
from the addressee. People were expected to turn to the robot after the pronunciation of the
first utterance, then take initiative in starting the conversation. If users did not reply to this
initial approach, Pepper would just stay silent staring at them, waiting for verbal inputs. On
the other hand, if a user tried to approach Pepper too early, it would have been interrupted by
the robot starting the behavior of the application. This explains why most users felt neutral
about the simplicity and intuition of the application, while some of them even disagreed
with these statements. In spite of the ”pause and restart” strategy chosen, the limitations
of the programming environment would always require users’ input to start a conversation,
which does not make the interaction flexible to the context. During the pilot experiment
Pepper was in autonomous life mode, which makes the robot simulate breathing and use
gestures coherent with the dialog flow. Participants appreciated the expressions generated
by this mode during the conversation, but outside the interaction it made Pepper behave
awkwardly or look distracted (e.g. when it was staring at lights mistaking them for faces).
In these situations, if the robot had looked more attentive, it would have probably aroused
users’ interest to approach. Nevertheless, the fact that the robot ”looked alive” triggered the
curiosity of users and induced them to talk to it anyway. However, this interest in interacting
with the robot could also be related to the novelty effect rather than to its autonomous life
mode.
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4.4 Conclusion

The experiment highlighted the main limitations of Pepper’s behavior and demonstrated
that its embedded functionalities are not sufficient to ensure the naturalness of the interac-
tion. Among the aspects discussed above, people detection and tracking as well as initial
engagement have been selected for further improvement, while dialog flow is left for future
work. The reason of this choice is that in the establishment of initial engagement dialog
plays a minor role, while better people detection and tracking functionalities can generate
more successful strategies of initial engagement. In fact, even if most of users experienced
issues related to the conversation with Pepper, this is important mostly for the maintenance
of engagement. In fact, those who abandoned the interaction did it because they could not
keep talking with Pepper, but they approached it because the robot noticed them and drew
their attention. Therefore, issues related to lighting have to be solved firstly by choosing
a more appropriate setting of the experiment and implementing more robust detection and
tracking algorithms on the robot. Staring at bright lights or at reflecting surfaces hinders
people detection, compromising the initiation of an interaction. The robot needs off board
functionalities to extend its detection range beyond 3m and ensure real-time accuracy. Fi-
nally, the robot has to display specific social cues to draw attention more effectively. In
particular, these behaviors need to be deployed when users are not close to the robot yet,
to convey the impression that Pepper is aware of them even when they are approaching
it. A combination of social cues, maybe even in synchrony with speech (e.g. waving and
greeting) could result in more successful techniques to elicit initial engagement.
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Chapter 5

Off-board feature detection

When people enter a building, they usually spend some time looking around and exploring
the surroundings, especially if they are not familiar with the place. While doing so, they can
either stop or continue walking, but in both cases their attention is more likely to be drawn
by something that is in the new setting they entered. If a social robot like Pepper is present
in the entrance hall of this building and welcomes people when they enter, it is probable that
it will successfully draw people’s attention and maybe even make them approach. However,
this is possible only if Pepper is able to correctly detect people and their social cues on
time, which depends on its sensors and capabilities. Therefore, the purpose of this chapter
is to identify which off-board functionalities can allow Pepper to successfully draw users’
attention.

One of the main objectives of this project is to exploit exclusively Pepper’s on board algo-
rithms to monitor interactions with users. The motivation of this choice lies in the intention
of making the application more compact, so that only the robot itself would be needed to re-
produce the experiment in another scenario. However, Pepper’s CPU does not have enough
power to run different state-of-the-art techniques simultaneously. Therefore, the robot has
to be complemented with the necessary hardware (e.g. GPU) to process the data obtained
from the sensors. This will improve the speed and performance of people detection and
enable Pepper to detect major features of users entering the building. The information col-
lected can then be exploited to elicit initial engagement and correlate it to specific attention
drawing behaviors. To do so, three main requirements need to be taken into consideration.

The first requirement is real-time data processing. The robot is going to be deployed in
a real-life scenario, so it has to respond to people in real-time. This will make Pepper’s
behaviors look more natural and smooth, but also prompt them at the right time after the
person has entered (i.e. not too early when the person might still be too far to hear or see, or
too late when the person might have already gone). Moreover, the robot also needs to record
data with real-time precision, so that people’s reactions or social cues can be correctly asso-
ciated to the behavior that generated them. Therefore, the processing time of each algorithm
is going to be taken into account.
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The second requirement is detecting features that indicate if users are paying attention to
Pepper. The robot has to be able to detect relevant social cues such as proxemics and gaze
direction, while others are going to be recorded on the observation sheet (i.e. gestures). It
is important to understand how people respond to Pepper’s attention drawing behaviors and
study how their social cues change when initial engagement is elicited. Also in this case, if
the robot is able to record this information autonomously and accurately, it will be possible
to study the relationship between its behaviors and participants’ reactions.

The third requirement is extending the range of detection within the experiment setting.
The robot is going to be stationary in the entrance hall of the building of Computer Science
(VMB building), and several users are going to enter and leave its field of view. It has to
detect salient features in real-time, but it also has to do it within a certain range. Only in
this way it will be possible to study the evolution of users’ reactions in response to what the
robot does. A minimum detection range of 8m would be optimal for the algorithms investi-
gated, in order to ensure that the robot will start collecting data as soon as participants step
into the building, regardless of its location.

The selection and implementation of the off board functionalities described below has been
done in collaboration with Elie Saad, PhD student at the department of Intelligent Systems
- Interactive Intelligence group.

5.1 People detection

As anticipated in Section 3.4, Pepper’s built in functionalities for people detection are lim-
ited within a range of 3m from the robot. However, detecting people from further away can
provide additional information about their engagement and willingness to interact. For in-
stance, interrupting or deviating from a walking trajectory to approach the robot could be a
signal of interest or curiosity [41]. In order to analyze these behaviors and their correlation
with initial engagement, we complemented Pepper’s capabilities with a people detection
technique. For this purpose, two new state-of-the-art vision techniques are tested and com-
pared by taking into account their computation time and hardware requirements. The first
technique, Detectron [19], is a novel approach which uses object masking by drawing com-
plex polygons around objects rather than bounding boxes. This feature can be useful for
tracking moving objects (in this case, walking people). The second technique, YOLOv3
[50], is a real-time object detection system which is expected to be fast and accurate.

5.1.1 Detectron

The Detectron project started in July 2016 by Facebook AI Research and released in January
2018. It has the aim of developing a fast and flexible object detection algorithm written
in Python and powered by the Caffe2 deep learning framework [19]. Detectron includes
implementations of multiple object detection algorithms, which include Mask R-CNN [27];
RetinaNet [36]; Fast R-CNN [18]; Faster R-CNN [51]; and R FCN [10].
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Figure 5.1: An example of object masking done with Detectron.

One of the main novelties of this algorithm is object masking: instead of just drawing a
bounding box around the image of an object, as it happens in the current state-of-the-art
detection algorithms, Detectron actually draws a complex polygon around the object, as
shown in Figure 5.1.

5.1.2 YOLO v3

You Only Look Once v3 (YOLOv3) [50] is a system for object detection that uses a single
convolutional neural network (CNN) for both classification and localization of the object.
YOLOv3 uses a variant of Darknet [49] which originally has a 53 layer network trained on
Imagenet. For detection, 53 additional layers are stacked onto it, giving a final 106 layer
fully convolutional architecture. As the name says, its approach allows to look at the image
just once and extract the information necessary for object detection. The architecture of this
technique provides three main advantages [50]:

• Speed, as the image is run only on a single CNN at test time to obtain detections.

• Reasoning globally about the image while making predictions, thus making less back-
ground errors than a Fast R-CNN.

• Learning generalizable representation of objects. The algorithm is less likely to break
when applied to new domains.

YOLOv3 takes an input image and makes predictions at three different scales, which are
given by down sampling the dimensions of the input image by 32, 16 and 8. At every scale,
the algorithm divides the image into an S×S grid. Each cell of the grid predicts B bounding
boxes and associates to everyone of them a confidence score. Such score indicates how
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sure the model is that a specific box contains an object and also how accurate it is about the
object class predicted for that box. If no object is present in the box then its score should
be zero, otherwise it has to be equal to the intersection over union (IOU) and is defined
as Pr(Ob ject) ∗ IOU . The IOU compares how the bounding box given during prediction
overlaps with the ground truth (from training and test data) bounding box. Its value is
obtained dividing the overlap area between the boxes by the union of those areas, therefore
ranges between 0 and 1.

Figure 5.2: YOLO v3 network architecture [50].

Every bounding box has 5 predicted values: x, y, w, h and a confidence. The (x,y) values
are the coordinates of the center of the box with respect to the boundaries of the grid cell.
The (w,h) values stand for width and height of the object, and are computed relatively to
the whole image. Lastly, the confidence value represents the IOU between the box and any
ground truth box. Detection occurs three times at three different scales along the network.
The image is initially down sampled, then undergoes few convolutional layers before the
first detection. Then the image is up sampled and the process is repeated until three detec-
tions are performed, as illustrated in Figure 5.3.

The detections at three different scales make the algorithm more precise in detecting small
objects. YOLO v3 claims to be as accurate as state-of-the-art algorithms while being con-
siderably faster. This performance is achieved through training in the COCO dataset [37]
at mean average precision (mAP) 50 benchmark, which corresponds to an accuracy of 0.5.
However, in higher benchmarks (i.e. COCO 75) where the boxes need to be aligned better
not to reject the prediction, YOLO v3 is less accurate than other algorithms [50].
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Figure 5.3: An example of object recognition done with YOLO v3.

5.1.3 Results

Both Detectron and YOLOv3 have been tested on a GeForce GTX TITAN X GPU, using the
real-time video stream from the upper camera of the robot. With both algorithms the robot
could detect objects much farther away than needed for the experiment. In fact, they were
able to recognize cars parked outside the building around 20m away form the main entrance.
Therefore, both the algorithms are suitable for the experiment under this point of view: they
can successfully detect people within a range of 8m from the robot. Moreover, none of
them showed any limitations related to the lighting conditions of the setting, as it occurred
for the on-board functionalities. The new algorithms have been tested in the setting of the
final experiment, described in Chapter 7, and they performed well in spite of the bright
light coming through the glass doors of the entrance. Therefore, a tangible improvement for
people detection and tracking can be achieved. For what concerns real-time data processing,
while Detectron took 0.16s to process a single frame (results confirmed by the authors
as well [19]), only 0.03s was needed by YOLOv3. This aspect is crucial to ensure real-
time performance of the robot and make its behaviors as smooth and natural and possible.
Therefore, these results show that YOLOv3 is more suited for our experiment, being able to
process the frames faster than Detectron.

5.2 Depth estimation

Pepper has a built-in depth estimation system that uses a 3D sensor placed behind the right
eye of the robot. However, also in this case the on board sensors have a range of perception
that is reliable only within 3m from the robot. Multiple depth estimation techniques are
currently available [16] [38] [61]. However, these techniques use stereo vision to estimate
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depth, which cannot be performed with the currently available Pepper. This is the reason
why we attempted to infer depth using monocular vision.

5.2.1 Unsupervised Monocular Depth Estimation

For this project, we selected the Unsupervised Monocular Depth Estimation with Left-Right
Consistency developed by Godard et al. [21]. Monocular depth estimation refers to the
problem where only a single image is available at test time. The authors’ approach the task
as an image reconstruction problem during training. The model is fully convolutional and
does not require any depth data. It learns to estimate depth predicting correspondences at a
pixel-level between pairs of stereo images that have a known camera baseline. Results are
then refined with a loss module that takes into account smoothness, reconstruction and left-
right consistency terms. At training time the model has access to two images Il and Ir, which
are the left and right color images from a calibrated stereo pair captured at the same time.
It learns how to find a dense correspondence field dr that allows to reconstruct an image
(e.g. the right one) given the other one of the pair (the left one). The reconstructed images
obtained from the original left and right images respectively, are indicated as Ĩr = Il(dr)
and Ĩl = Ir(dl), as shown in Figure 5.4.

Figure 5.4: The loss module outputs left and right disparity maps dl and dr [21].

Under the assumption that the images are rectified, they have a known disparity d, a given
distance between the cameras b and a fixed focal length f. The depth d̂ can be trivially
predicted as:

d̂ =
b f
d

(5.1)

The network infers depth from both the disparities that warp the left image to match the
right one and vice versa. It learns to predict the disparity maps for both views by sampling
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from the opposite input images. This process still requires a single image as input for the
convolutional layers, while the other one of the pair is used only during training. Enforcing
the maps to be consistent with each other ensures more accurate results. The network is
inspired by DispNet [40], and has been adjusted not to need supervision in terms of ground
truth depth. It outputs disparity maps at four different scales, with doubled resolution from
one scale to the subsequent one. The model defines a loss Cs at every scale, which is
computed as:

Cs = αap(Cl
ap +Cr

ap)+αds(Cl
ds +Cr

ds)+αlr(Cl
lr +Cr

lr) (5.2)

As illustrated in Figure 5.4, the value Cap makes the reconstructed image appear similar
to the respective training input by comparing them at a pixel level. Cds makes disparities
locally smooth and Clr ensures disparity coherence. The values αap, αds and αlr are the
weights of the different loss components. The model is trained on rectified stereo images
from the KITTI 2015 dataset [17]. The model is not yet precise in depth estimation of oc-
cluded regions. In this case, pixels are not visible in both images so the disparity maps are
incomplete. Another limitation is the impossibility to use single-view datasets during train-
ing: the method requires rectified stereo pairs captured at the same moment in time. Finally,
the model relies on the image reconstruction term, so specular and transparent surfaces will
produce inconsistent depths.

5.2.2 Results

The algorithm was tested on the GeForce GTX TITAN X GPU of the experimental setup,
using Pepper’s cameras for the video feed. Depth estimation results were more precise for
objects far from the robot than for those closer than 3m from it, but the overall performance
did not meet the accuracy requirement of the experiment. Depth estimates were on average
inaccurate of ± 1m, resulting even larger if the target was very close to the robot (i.e. a
person 1m distant from Pepper was estimated to be 5m away). Initially we thought that
averaging the depths estimated for neighboring pixels would have improved the accuracy,
but even with this modification the algorithm still generated imprecise results. Although it
has a detection range of more than 8m and can process data in real-time, the Unsupervised
Monocular Depth Estimation is not accurate enough for this experiment. Due to time con-
straints it was not possible to improve the performance of depth estimation, in particular
for depth estimation in the short range. However, it is still going to be implemented on the
robot and its refinement will be part of future work.

5.3 Head pose estimation

An important metric of initial engagement is users’ head pose, because it approximates
well the direction of gaze indicating where visual attention is directed. Pepper has a built-in
functionality to estimate gaze direction, however it was already proven to lack of accu-
racy in Section 3.4. Therefore, three recent state-of-the-art algorithms have been tested on
the robotic platform to improve head pose and gaze estimation. Deepgaze [47] has been
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selected because it proposes method for head pose estimation with convolutional neural
networks (CNNs), it is based on OpenCV and Tensorflow for computer vision and machine
learning. Also OpenFace [2] is based on OpenCV and relies on deep neural networks, but
has been tested because it reportedly can train with little data achieving high accuracy and
detecting not only faces, but also gaze direction and major facial features. Finally, Open-
Pose [8] has been taken into consideration because it can detect head pose, facial features
but also body pose, all of them with high accuracy. Even if body pose is not used at this
stage of the research with Pepper, it is still an important metric of user engagement which
may turn useful for future implementations.

5.3.1 Deepgaze

Patacchiola et al. [47] propose a novel approach to head pose estimation using CNNs. Ev-
ery convolutional layer has a certain number of kernels w, which are used to generate feature
maps of an input image. During training, kernels are updated through back-propagation, an
algorithm that minimizes a loss function using gradient information available at the current
time. The training of this deep architecture is improved by dropout and adaptive gradient
methods. Dropout addresses the problem of generalization on new sets of data, which can
be compromised by overfitting in the memorization of the training set. This technique ran-
domly drops units and connections during the training phase, but introduces noise in the
gradients. To deal with this drawback, a higher learning rate and momentum are recom-
mended. As for adaptive gradient methods, they are used to choose the best learning rate
value to prevent the optimization process to be very slow (low value of α) or diverge (high
value of α). The technique selected by the authors is Adagrad [12], an optimizer that as-
sociates low learning rates with frequently occurring features and high learning rates with
infrequent ones, thus facilitating the identification of the most predictive features. Using
this method, kernel weights are updated as follow:

wt+1 = wt −
α√

E[g2]t + ε
�gt (5.3)

Where E[g2]t is the moving average that represents the past squared gradients, which de-
pends only on the previous average and current gradient, ε is a small value to avoid di-
visions by zero and � indicates the matrix-vector multiplication. The algorithm uses the
Viola-Jones object detection framework as face detector and 2 CNNs trained on the AFLW
dataset as head pose estimator. When the image is acquired faces are isolated by the Viola-
Jones algorithm and sent to the CNNs for head pose estimation.

5.3.2 OpenFace

OpenFace [2] is a Python and Torch implementation of face recognition with deep neural
networks based on the paper by Schroff et al. [54]. The model focuses on real-time face
recognition on mobile devices, so that it can be trained with high accuracy using little data.
Moreover, thanks to the scientific computing framework Torch, OpenFace can be trained off
line. The trained neural network is subsequently used in Python when new images are run
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through the face detection model. The faces are then normalized by an affine transformation
in OpenCV so that they all point at the same direction when they are passed to the trained
network. This results in 128 facial embeddings used for classification and matching. During
the training phase of OpenFace, 500 thousand images are passed through the neural net. In
this way, it is not necessary to perform such an intense training on mobile devices and it
is possible to retrieve facial embeddings in real-time. In fact, the training produces the
128 facial embeddings of a generic face that are used later on to match with images, hence
making the model fast. This process is illustrated in Figure 5.5.

Figure 5.5: Face normalization using facial landmarks [32].

The images from the training datasets are passed to Google’s FaceNet model for feature
extraction, which uses a triplet loss function to estimate the accuracy of the network that
classify faces. This is done by training on three different images: a known anchor image,
another image with the same person with positive embeddings and an image of a differ-
ent person with negative embeddings. In order to perform facial recognition, faces need
to be isolated from the background of the image and from each others. Dlib together with
OpenCV make sure that this process is robust to lighting and positions variations of faces,
finding fiducial points on the face and handling the normalization of face orientation. In
fact, OpenCV’s affine transformation makes the position of eyes, mouth and nose consis-
tent using 68 facial landmarks detected on the image and comparing them with the values
obtained from training. The normalized image is then cropped to a 96×96 pixels and input
in the trained network. Once the image has been processed and passed to the trained neural
network, only one forward pass on the neural network is necessary to obtain the 128 facial
features that are used for prediction. The use of these low-dimensional embeddings allows
to perform classification in only few millisecods.
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5.3.3 OpenPose

OpenPose is a library for real-time multi-person key-point detection written in C++ using
OpenCV and Caffe [8]. It represents the first real-time system to jointly detect human body,
hands and face on a single image for a total of 130 points, and its performance is invariant
to the number of people detected. OpenPose takes an RGB image as input and generates
an output that contains all the 2D locations of key-points for all the people in the image.
Firstly, a feed-forward network simultaneously predicts a set of body parts 2D confidence
maps S and one of part affinities 2D vector fields L. Then, this information is combined to
output the 2D key-points locations (Figure 5.6).

Figure 5.6: OpenPose skeleton data as seen from Pepper’s camera.

OpenPose relies on a neural network divided in two branches: one of them (ρ) predicts the
confidence maps, the other (φ) the affinity fields, and both of them are refined over succes-
sive steps of predictions. The image is first analyzed to produce a feature map F , which is
used to generate the confidence map S1 = ρ1(F) and the affinity field L1 = φ1(F) of the first
stage. In subsequent stages, predictions are made taking into account previous predictions
and the original feature map, becoming St = ρt(F,St−1,Lt−1) and Lt = φt(F,St−1,Lt−1).

To guide the network through predictions, the authors apply two loss functions at the end of
each stage, one per branch respectively. To evaluate the confidence map loss function, a set
of ground truth confidence maps S∗ is generated from the 2D key-points. Each of them is
a bi-dimensional representation of the belief that a particular body part occurs at each pixel
location. So, whenever a person appears in an image, there should be a peak in all those con-
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fidence maps that correspond to the visible body parts. Once detected all the body parts, it
is necessary to check if they belong to the same person. To do so, part affinity fields (PAF)
are used, as they preserve both location and orientation of the identified limbs. The part
affinity is a 2D vector field that pixel-wise encodes the direction of points from one body
part to another. Also in this case, to evaluate the loss function a ground truth part affinity
vector field L∗ is defined, which averages the affinity fields of all people in the image. This
PAF is compared with the vector that would be formed by connecting the candidate body
parts and estimates the confidence of the association between them.

Figure 5.7: Part association strategies. (a) The body part detection candidates for two body
part types and all connection candidates (gray lines). (b) The connection results using the
midpoint representation: correct connections (black lines) and incorrect connections (green
lines) that also satisfy the incidence constraint. (c) The results using PAFs [8].

Non-maximum suppression is performed on the confidence maps to obtain a discrete set of
candidate part locations. Due to false positives or the presence of multiple people in the
image, it is likely to have several candidates for each part. Every candidate limb is scored
comparing its connections with other body parts with the ground truth PAF, then an optimum
is found using a greedy relaxation method. They reduce the problem to a maximum weight
bipartite graph matching as shown in Figure 5.7. In this case, nodes are the body parts
candidates and the edges the possible connections between pairs. A matching in bipartite
graph is a subset of edges chosen in such a way that no two edges have a node in common.
The goal is to find a matching with maximum weight. The same approach is used when it
comes to finding the full body pose of multiple people. First, a minimal number of edges
is chosen to obtain a spanning tree skeleton of human pose. Second, the matching problem
is is decomposed in bipartite matching subproblems to determine the matching between
adjacent tree nodes independently.

5.3.4 Results

All the head pose algorithms have been tested on a GeForce GTX TITAN X GPU, using the
real-time video stream from the frontal-upper camera of the robot. This GPU is the same
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that is going to be employed during the experiments with Pepper. Deepgaze and Open-
Face did not fulfill the requirements for the experiment because none of them could work
accurately until 8m from the robot, yet providing precise results for shorter distances. In
particular, Deepgaze could not detect faces beyond 3.5m while OpenFace not even beyond
2.5m. On the contrary, OpenPose could ensure both real-time performance and an extended
range of perception, even beyond 8m. One of the most useful characteristics of OpenPose is
that it provides key-points for the main body and head features. In particular, the key-points
of ears, eyes and nose (16, 14, 0, 15 and 17 in Figure 5.6) are going to be used in this
experiment to approximate gaze direction. For instance, if Pepper’s camera can see all of
them in a user, we consider the user is looking at the robot. Unfortunately, the opposite is
not always true: if one of the ears key-points (16 and 17 in Figure 5.6) is not visible, a user
could still be looking at the robot using eye movements. However, this eventuality was not
very frequent while testing the algorithm, because users would need to intentionally look at
the robot without moving their head to make it happen. Therefore, if a person reacts spon-
taneously to the robot’s behaviors and looks at it, we expect to see all the five key-points of
the face through OpenPose. Moreover, this algorithm also provides the whole body pose of
a person, which can be used for future work on engagement with Pepper. Hence, OpenPose
has been chosen to extend Pepper’s functionalities in the final experiment.

5.4 Distance estimation

Due to the limited accuracy of the unsupervised monocular depth estimation algorithm de-
scribed in Section 5.2.1, an alternative method to measure the distance of people from the
robot is necessary. To this purpose, the work of Taha and Jizat [60] has been analyzed,
as it presents a method for collision avoidance using monocular vision. They estimate the
distance of obstacles appearing on a single image finding the correspondent vertical and
horizontal angles of each pixel. The estimation can be done only knowing the resolution,
the height of the camera, its field of view and its tilt angle. All these value are accessible
in Pepper and it is interesting to notice that the tilt angle of the camera is considered in
the computation. In fact, Pepper will be moving its head while making animations to draw
user’s attention, so the height and tilt angle of its camera need to be updated in real-time.
Nevertheless, the authors claim that the method proposed is really sensitive to ambient light-
ing, which may cause bright spots in the image to be mistaken for obstacles. In our scenario
this is very likely to happen because of the bright lighting of the experiment setting. There-
fore, this method has not been further investigated for implementation on Pepper.

To overcome this limitation we decided to use Pepper’s front sonar, which has a detec-
tion range from 0.3m to 5m (every distance shorter than 0.3m is approximated to 0.3m).
The measurements of this sensor can be accessed in real-time to provide an approximation
of where an obstacle is. As explained in Chapter 3, the sonar has a field of detection limited
within 60◦, so it is not able to detect obstacles (i.e. people) coming from the side of the
robot. However, as in this experiment people are approaching the robot from the front, this
limitation will not affect the results.
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5.4.1 Results

While testing the performance of Pepper’s front sonar, we noticed that it can only detect the
distance of the closest object to the robot, hence providing only a single measurement. This
prevents the estimation of multiple distances in case several people are in front of the robot,
which is why a depth map would be preferable. Moreover, the distance estimated by the
sonar is not associable to any object in the field of view of Pepper, and the sonar does not
distinguish between people and any other obstacle. However, considering that Pepper will
ideally draw the attention of only one person at a time and that no object (i.e. a potential
obstacle for the sonar) will be around it during the experiment, the measurement of the
sensor will indicate the distance of the closest person to the robot. The measurements from
the sonar have been tested to indicate correctly the real distance of the person from the robot
and can be accessed in real-time. Therefore, if only one person is in front of the robot, it is
possible to determine its distance from it. In spite of its limitations in the detection range
and when dealing with multiple users, this approach has been chosen for distance estimation
because of its simplicity and real-time accurate.

5.5 Face tracking

Face tracking is a fundamental requirement to draw attention and elicit initial engagement
[7]. However, Pepper’s built-in face tracking system, tested during the pilot experiment of
Chapter 4, has been found to have limited perception range and robustness to lighting. Due
to time constraints, it was not possible to examine the current state-of.the-art techniques for
face tracking and choose the best fit for our requirements. Nevertheless, we implemented a
basic face tracking method that exploits information from OpenPose and YOLOv3 to extract
the position of a person. Comparing the variation of positions in subsequent frames it is
possible to compute the head yaw angle that Pepper needs to turn to keep track of the
person (i.e. to keep it in the center of the field of view). The new face tracking method has
been tested on the GeForce GTX TITAN X GPU of the final experiment. With respect to the
correspondent on-board functionality, our approach turned out to be robust to lighting and
have a perception range larger than 8m. In fact, in spite of the bright light of the experiment
setting, Pepper was able to track faces even before participants entered the building.

5.6 Tactile stimuli

In order to exploit the full potential of Pepper, also its tactile sensors described in Chapter
3 have been used to implement specific features. In particular, during some tests with the
robot at the entrance of the building, we observed that several people touched its head and
hands, or tried to do a handshake. Considering that this behavior is not common during a
human-human interaction and that we want the robot to be perceived as natural as possible
in its manners, some reactions to these events have been developed. In particular, we want
Pepper to simulate how a human would behave in this situation, e.g. complain and ask not
to be touched again. Pepper has three tactile sensors on its head, which trigger an event
whenever they are touched. To warn the participants who touch the head, we introduced the
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following behavior for the robot: the LEDs in its eyes blink and the robot politely asks not
to be touched (”Don’t touch my head please”). We implemented similar behaviors for the
tactile sensors in the hands and in the robot bumpers, which make the shoulder LEDs blink
while the robot asks not to be touched (”Don’t touch my hands please” and ”Don’t kick me
please”).

5.7 Conclusion

This chapter illustrated the main algorithms and techniques that have been implemented
on Pepper to extend its functionalities. In this process three main requirements have been
followed: real-time data processing, detection of engagement features and extension of the
perception range of the robot. These choices were imposed by the necessity of respond-
ing in real-time to people and accurately detect relevant social cues when they encountered
Pepper. Thanks to YOLOv3 and OpenPose, the robot is now able to autonomously detect
people and extract their body pose in real-time, even before they enter the building. Both
these algorithms are not affected by the lighting conditions of the experiment setting, which
represents a considerable improvement with respect to the performance of on-board func-
tionalities. OpenPose is used to extract users’ head pose (by tracking ears, eyes and nose
key-points), because it approximates well gaze direction (i.e. if all the key-points are visible
the person is looking at the robot).

We attempted to keep track of the number of users entering the building using YOLOv3.
A person was counted as soon as it appeared in the field of view of the robot, then its
bounding box was compared to the one of the subsequent frame. If the boxes were similar
within a certain threshold, the person was considered the same, otherwise it was counted
as a new user. However, the autonomous count of people entering the building is left for
future work, because of inaccuracies in determining if a person was entering or exiting the
building. In fact, bounding boxes from YOLOv3 are also used to measure the direction of
motion of a person, checking their displacement in subsequent frames. While this approach
correctly identifies whether a user is going left or right, it is not always accurate in deter-
mining if it is entering or exiting the building. This is due to the variations in width and
height of the bounding boxes in different frames, which are not constantly increasing or
decreasing if a person approaches or leaves, due to variations in their body pose. Hence,
also the refinement of this measurement is left for future work.

Proxemic behavior is another social cue that we tried to record autonomously. Unfortu-
nately, the Unsupervised Monocular Depth Estimation did not provide accurate results,
especially in the short range. Moreover, the method proposed by Taha and Jizat [60] for
distance estimation with a tilting camera is too sensitive to ambient lighting to successfully
work in the experiment setting. Therefore, proximity is recorded using Pepper’s front sonar,
which can only detect the distance of the closest obstacle to the robot. With this limitation it
will not be possible to reconstruct the trajectory of users in front of the robot, to see if they
changed or slowed down their walking path after the display of a behavior. Nevertheless,
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Pepper will be able to record in real-time when a user approached it. This information,
together with data on gaze direction and from the observation sheets, will still be enough
to determine whether users’ attention has been drawn, which is why a better recording of
proxemic behavior is left for future development. The same happened for users’ speed of
motion, as these two social cues are related. In fact, the lack of precise information on
proximity, combined with the difficulties in correctly estimating the direction of motion,
prevented to estimate this measure correctly. On the other hand, the face tracking method
developed for Pepper, in spite of its simplicity, allows the robot to successfully track partic-
ipant’s faces as they pass by.

Participants’ reactions to the behaviors are not going to be autonomously recorded by Pep-
per. The main reason for this choice is that there are several ways in which a person could
react, such as waving, replying to the robot’s greetings, taking a picture etc. Moreover, the
same reaction can be displayed differently by distinct users: a waving gesture could be more
or less visible, or a verbal utterance more or less audible by the robot. For these reasons,
this information is going to be noted down on the observation sheets during the experiment.
However, the robot is going to collect other data on the behaviors of passersby and store
them in a database, as explained in Section 7.3. In spite of the limitations and challenges
encountered, we managed to successfully extend some crucial functionalities that Pepper
needs to draw attention and to detect relevant social cues in participants.
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Chapter 6

Behavior design for a robot in an
entrance hall

It is important to consider where the robot is going to be positioned and which behaviors it is
going to display to draw people’s attention. The location of the robot needs to comply with
requirements of light robustness and detection range, also allowing the robot to be clearly
visible to participants and providing enough space for them to possibly approach. Behavior
design depends on the engagement features we want to detect. This chapter analyzes these
aspects and provides a motivation of the design choices made.

6.1 Location

The experiment is carried out at the rear entrance of the VMB building in TU Delft campus.
As explained in section 1.3, the choice of an entrance hall is motivated by the influence that
context has on user expectations. The underlying assumption is that the attention of people
is easier to be drawn when they are entering a building, because they are entering a different
context and are expecting to make new encounters or even short interactions (e.g. greeting
people, asking for information etc.).

Figure 6.1 shows the possible locations of the robot in the entrance hall: close to the wall
in the corner between the sliding doors on the right and the emergency door (BR); close to
the wall in front of the main doors and below the TV screen (BC); in the right top corner
between the entrance and the sliding doors on the right (TR). Pepper has been tested in
these locations to make sure that users could approach it comfortably (i.e. without being
interrupted by other users passing by). Also the light conditions have been taken into con-
sideration: the main entrance doors are made of glass and make the main hall very bright, so
it was necessary to check whether the off board functionalities implemented on Pepper were
robust enough to meet the requirements for the experiment. From preliminary observations
we estimated that more than 90% of participants per day go through the right sliding doors
(i.e. left sliding doors for a visitor entering the building), because they lead to the cafeteria
and to the elevators while those on the left lead to a study room.
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Figure 6.1: Top view model of the entrance hall with Pepper in location BC.

In the locations illustrated in Figure 6.1 the robot is clearly visible to participants and has
space for comfortable interactions in its proximity. Location BR was discarded because the
emergency door behind the robot is frequently used. Users attracted by Pepper in this loca-
tion, could be distracted or discouraged to approach by the passage of other people going
through that door. Location TR is closer to the entrance in the corner, so there is enough
space around it to avoid these disturbances. Initially, when participants’ head pose was esti-
mated with DeepGaze, this location allowed to see users within the accuracy boundaries of
the algorithm (i.e. 3.5 m from the robot). However, after the implementation of OpenPose,
which has a broader perception range, also location BC was taken into consideration. It has
the advantage of being central, so that Pepper can attract people going both left and right
after entering the main hall. From this location the robot is able to detect people and their
faces, it is far from other passage doors so it allows a comfortable encounter and is clearly
visible to the experimenter (who is going to observe from the study room behind the left
sliding doors). For these reasons, Pepper is going to be placed in location BC during the
experiment, as illustrated in Figure 6.2.
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Figure 6.2: Pepper’s location during the experiment.

6.2 Behaviors

People entering the building will be welcomed by Pepper, who will display one of three be-
haviors designed to draw their attention. Specific social cues have been selected to achieve
this purpose. In particular, face tracking is going to be present in all the behaviors for two
main design reasons. First of all, because previous research studies claim it is fundamental
for initial engagement and makes social robots look more aware and present [7] [46] [57].
Second, because it is functional to monitor users’ gaze while passing in front of the robot.
In fact, if Pepper did not turn its head toward users when they passed by, it would loose
track of them as soon as they moved to the side of the entrance hall (i.e. toward the left or
right sliding doors, outside of the field of view). However, with face tracking it is possible
to observe their reactions longer and check if they keep looking at the robot or ignore it.
Other social cues are going to be combined with face tracking, and the designed behaviors
are going to be executed randomly. In order to further strengthen the attention drawing
techniques, in all three conditions Pepper’s LEDs on eyes and shoulders are going to be
flashing when a behavior is displayed.

The three behaviors that Pepper displays are triggered as soon as a participant enters through
the main doors. This timing is achieved by monitoring the height of a person’s bounding
box in YOLOv3: if the bounding box exceeds the height of 140 pixels the behavior is dis-
played. The value of 140 pixels has been chosen after conducting a preliminary observation
with Pepper in location BC, in which the heights of participants’ bounding boxes have been
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recorded as they passed through the main doors. Results showed that in the moment right
before entering the building participants had an average height of 135 pixels, while imme-
diately after entering the entrance hall this value exceeded 140 pixels. Hence, the value of
140 pixels has been chosen as reference threshold to trigger Pepper’s behaviors as soon as
a person steps into the building. The main disadvantage of this method is that it depends
on the height of participants. If a person is taller than 1.95m and, after climbing the en-
trance steps, stops outside the building in front of the main doors (maybe to check his/her
phone or to smoke) its bounding box will be taller than 140 pixels and the behavior will
be triggered. However, such an event hardly ever occurred, therefore does not represent a
significant limitation for this approach. In fact, it has been observed only four times out of
26 days of observations with on average 50 participants per day, i.e. in only 0.3% of all
cases. Moreover, these episodes occurred in the days of the pilot experiment, so they will
not be considered during data analysis.

We briefly discuss why we did not use two alternatives for triggering behaviors. One al-
ternative would have been applying a simple proximity condition: knowing the distance
between the robot and the doors, if a person is closer than that distance then the behaviors
is triggered. This method would have also avoided any limitation related to the height of
participants, but did not represent a viable option due to the reduced perception range for
distance estimation (up to 5m, as explained in Section 5.4). In fact, if the sonars were used
to trigger a behavior, this would happen when the target person has already taken a few
steps inside the hall, as Pepper is more than 5m away from the entrance. This will further
reduce the available time for behavior display and might increase the risk that Pepper is
not noticed. Another alternative would have been to use external sensors to detect when a
person is passing through the main doors. However, in this project we aim at expanding
Pepper’s functionalities only using on-board sensing capabilities, therefore such a solution
has not been implemented.

Users entering the building spend different times walking from the main entrance to the
sliding doors either on the left or on the right. A person that is in a hurry and walks really
fast can cover that distance in 4s, but someone that is looking at his/her phone and walks
slowly might take up to 8s. It has been observed that the average time that a user spends
in the entrance hall is around 6s, so we will take this value as reference to design Pepper’s
behaviors. This detail is important because it sets a crucial requirement for the duration of
a behavior, which has to begin and end within this time lapse. If it takes too long to be
displayed, users will not be able to see it completely (i.e. they will already be beyond the
sliding doors) and their reaction will not be recorded properly. Hence, behavior duration has
been taken into account during the design process. The behaviors implemented on Pepper
are going to be described in the following sections, together with a motivation that justifies
their design.
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6.2.1 Gestures

Previous HRI research has shown the effectiveness of gestures in eliciting initial engage-
ment [57] [62]. In particular, waving is known to be a behavior that people frequently use
to draw attention or to initiate an interaction [55], hence also Pepper needs to exploit such
a technique. The behavior designed after this analysis consists in making engagement ges-
tures to the people entering the building. Initially, Pepper is in its standard position, standing
upright as shown in Figure 6.2. When a person that satisfies the bounding box condition is
detected, the robot is going to flash its LEDs on eyes and shoulders and wave with the right
hand, as shown in Figure 6.3. The robot then returns to standard position. This gesture has
been chosen among the animations already available in the NAOqi framework, its full name
is animations/Stand/Gestures/Hey 1.

Figure 6.3: Pepper’s waving gesture.

Other animations of the framework could have been used as engagement gestures. Pepper
could have waved with both hands (animations/Stand/Gestures/Hey 2) or raised the right
hand as if it was trying to do a ”high five” (animations/Stand/Gestures/ShowSky 5), but
we decided to focus only on the one that was more likely to be successful according to
the findings of previous research. Originally, we wanted Pepper to combine two gestures:
waving at first, then showing the way to the right sliding door. However, the combination
of these animations takes 7.5s for the whole behavior to complete (3.5s per animation plus
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the transition time from one to the other), which is too long with respect to the average
time a participant spends in the entrance hall. Even speeding up the animations would not
reduce the duration to less than 6s and will make the movements too unnatural. Leaving
both gestures regardless of the overall duration of the behavior would probably bias the
results, as some participant could be exposed to two different behaviors: those who walk
fast will only see waving, while the others will see also the second gesture or at least part of
it. In fact, it has been observed that most of the users were already beyond the sliding doors
when Pepper showed the way to the right. Moreover, it was noticed that if a participant
reacted to the behavior by either waving back or saying something, this reaction occurred in
response to waving, before the second animation started. This probably happened because
participants did not expect any other gesture after the first one. Therefore, displaying only
waving was considered the best option to obtain more reliable results.

6.2.2 Gestures and speech

In literature, the combination of gestures and utterances has been proven to play a major
role in initial engagement [29]. One of the reasons that make this technique successful is
the combination of both audible and visible cues, which is more likely to attract the attention
of users [62]. This behavior builds on the one previously described, combining the waving
gesture with a verbal greeting. Also in this case, the robot is in its standard position, stand-
ing upright as shown in Figure 6.2. When a person that satisfies the bounding box condition
is detected, the robot is going to flash its LEDs on eyes and shoulders and wave with the
right hand while pronouncing a greeting. The robot then returns to standard position.

The speaking volume of the robot was chosen during a preliminary test with 12 partici-
pants, who were asked to assess how clearly they could hear Pepper say ”Good morning”
as they entered through the main doors. Participants stood inside the building in front of
the entrance and listened to Pepper repeating its greeting at 5 different volumes presented
in a random order. The volume of 50% was unanimously classified as too low, while those
of 80%, 90% and 100% as too loud, as the voice of the robot was echoing in the entrance
hall. The volumes of 60% and 70% were both considered as acceptable by users, with 4
preferring the lowest and 8 expressing their preference for the highest. Taking also into con-
sideration that people might be chatting when entering the building (if they are in groups)
and that some background noise could be present (e.g. wind noise from outside, chatting
noise from the cafeteria etc.) the threshold of 70% has been selected as most suitable.

The following utterances have been tested for this behavior: ”Good morning!” or ”Good
afternoon!” (depending on the day time),”Good morning, how are you?”, ”Hi, welcome
to building 28!” and ”Hello, have a nice day!”. The goal of phrase testing was to identify
which greeting could attract the attention of participants most effectively. During one day of
observations Pepper only performed the speech and gesture behavior whenever a participant
passed by, alternating among the different greetings. The reactions of the 63 participants
have been recorded and summarized in the graph presented in Figure 6.4. The utterances
that turned out to have the lowest success were ”Hello, have a nice day!” and ”Hi, welcome
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to building 28!”, as they were ignored by most of the users. Speculating on these results,
it is possible that the former greeting did not attract attention because in the moment it en-
gages the person (i.e. ”Hello,...”) it immediately disengages (i.e. ”...,have a nice day!”). As
for the latter, it may be uncommon or unexpected for a real scenario, especially if most of
the users are people who come to the building every day. Moreover, the behavior with this
sentence needed 6s to be completed, and many times users were already about to leave the
entrance hall when Pepper finished it. The simple ”Good morning” drew the attention of
more users, especially if followed by a question as in ”Good morning, how are you?”. The
latter phrase also elicited stronger reactions from users: 6 of them not only looked at the
robot when greeted, but also smiled, replied or thanked the robot for asking. This may be
due to the presence of a question, which might engage people more. This last greeting is
also significantly more effective in drawing attention than ”Hi, welcome to building 28!”
(t(30) = 3.423, p = 0.0021) and ”Hello, have a nice day!” (t(31) = 4.034, p = 0.0004).

Results of the phrase testing observation
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Figure 6.4: Graph illustrating the results from the phrase testing observation.

6.2.3 Movement and gestures

Previous HRI research has investigated the role of proximity in eliciting initial engagement
[41] [4]. The experiment of Satake et al. [53], where a robot approached participants ac-
cording to the social cues they displayed, showed that getting closer to target users can
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successfully draw their attention. In our experiment we are not going to actually approach
users, but simply make Pepper move forward to investigate if combining movement with
waving can attract participants’ attention better. Therefore, speech is not going to be used
for this behavior. Also in this case, the robot is in its standard position, standing upright
as shown in Figure 6.2. When the behavior is triggered, the robot will move forward, then
wave with the right hand, return to standard position and finally move backward.

Originally, the behavior was tested with Pepper moving forward (and backward) 0.5m.
However, this behavior was taking 7.5s to complete, and when the robot started waving
users were about to leave the entrance hall, often missing the gesture. The most straight-
forward solution to this problem would be to make the robot wave while moving forward.
Nevertheless, this is not possible when using Choregraphe: once in motion the robot has to
be ready to perform any safety action to ensure the non collision with the environment (such
as look with the head or stop to re-plan a new path), thus no animation can be run during
navigation. Therefore, there was no other choice than reducing the distance covered during
motion. Eventually, the value of 0.3m was identified as optimal, because allows people to
see both the motion and the gesture of Pepper, overall taking 5.5s.

This behavior is the only one that is going to be triggered manually by the experimenter,
because it was the last to be implemented and still needs to be tested throughout the ex-
periment. The behavior is not available in the experiment GUI and will not be recorded
automatically. In fact, the experimenter is going to deploy this behavior through Chore-
graphe and pause the experiment GUI in this time lapse, otherwise the other behaviors
could be automatically triggered and overlap with it. However, the database will still record
people entering and exiting, as well as if they looked at the robot or approached it. There-
fore, it will still be possible to retrieve information about this behavior once analyzed the
data collected.

6.2.4 Tactile warnings

If a participant approaches Pepper it may happen that it touches its head or hands (or even
hit its bumpers in the foot). In response to such tactile stimuli, Pepper complains asking
not to be touched again, accompanying speech with contextual gestures and flashing its
LEDs. If the user touches the robot again after the same behavior is triggered, as explained
in Section 5.6.

6.2.5 Distance warnings

This behavior is triggered when a participant approaches Pepper and stops standing closer
than 0.5m to its frontal sonar. When this happens, the robot asks to keep distance accom-
panying speech with contextual gestures: ”Hi, can you please step back so I can see you
better? Thank you!”. The behavior is repeated if the user approaches again.
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6.2.6 Wizarding

Other behaviors can be deployed on the robot through the experiment GUI created for be-
havior control. However, this tool is only meant to remotely handle those situations which
would require the intervention of the experimenter. For instance, if a person stops in front
of the robot making a phone call, the experimenter might make the robot ask to move some-
where else to free its field of view. In another scenario, some users might insist for a long
time trying to interact with Pepper. Then, the experimenter might trigger an apologetic be-
havior that makes the robot say ”I’m sorry, I cannot interact yet” to make them disengage.

6.3 Conclusion

This chapter analyzed the settings of the experiment and the design of the behaviors to be
implemented on Pepper. Among the three possible locations identified in the entrance hall
of the building, the central one has been chosen as most suitable (Figure 6.2). From this
place Pepper will be able to attract the attention of people going both to the right and to
the left sliding doors, and will see them before they enter the building. The off-board func-
tionalities that extend Pepper’s on-board capabilities can perform within the requirements
in this location.

Three main behaviors have been selected to be deployed on the robot and have been moti-
vated with findings from previous studies. All of them are going to display face tracking,
because it is both fundamental for initial engagement and functional to track participant’s
gaze. Therefore, it is necessary that off-board functionalities allow to detect relevant social
cues such as gaze. On top of face tracking, Pepper is going to show (1) waving, (2) speech
with waving and (3) movement with waving. Thanks to this approach the purely gestural
behavior can be used as term of comparison for the other two, to investigate if combining
different social cues represents an effective strategy and understand which of them provides
the major contribution in drawing participants’ attention.

These behaviors have been gradually refined to achieve the highest attention drawing ef-
fect, choosing the waving gesture and the verbal greeting among a set of different options
and adjusting Pepper’s movements to be well timed when participants enter the building.
The experimenter will trigger the movement and gesture behavior remotely through Chore-
graphe, because it is going to be tested for the first time during the experiment and is not
yet automated on the experiment GUI. Other minor behaviors have been developed to ask
participants not to touch the robot or to stay farther away if they get too close.

55





Chapter 7

Experiment

A user study will be performed to assess how people’s behavior is affected by Pepper’s
drawing attention techniques. In order to guarantee the validity of the experiments, the
setup needs to be defined and followed in every trial, including those situations that might
interrupt or alter them. For this reason, a pilot experiment has been conducted to identify
the major aspects of the experimental design that need to be refined before the experiment
starts. This chapter describes the Objectives, the Procedure and the Data of the experiment.

7.1 Objectives

The main purpose of the pilot is to test the experimental setup and behavior design, in order
to make the necessary refinements for the experiment. It will also be used to improve the
observation sheet and identify appropriate metrics to measure initial user engagement and
the novelty effect. The objective of the experiment is to investigate which of the behaviors
designed for Pepper can draw attention more, analyzing the spontaneous reaction of users
to the robot. Therefore, participants are not introduced to the nature of the trials to avoid
biasing the results. This study is going to provide an evaluation of Pepper’s drawing atten-
tion techniques and test the robot’s off board functionalities in a typical experimental set up.
Moreover, observation sheets are going to be filled in to record users’ reactions to Pepper
and compare the results with those obtained from MongoDB. These are going to be used to
evaluate initial user engagement and novelty effect.

7.1.1 Initial user engagement

Initial user engagement is evaluated by measuring the influence of the verbal and nonverbal
behaviors of Pepper on participants. In particular, the robot’s drawing attention techniques
were assessed analyzing the reactions they induced in people. The objective is to identify
which technique is most successful in drawing people’s attention depending on participant’s
behaviors. In this way it is possible to understand if certain social cues are more effective
than others in eliciting initial engagement. In this project, we hypothesize that behaviors
integrating more social cues (i.e. speech with gesture and movement with gesture) will be
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more effective in drawing attention (H1). We speculate that participants will be more re-
sponsive toward a robot that shows multiple behaviors rather than a singular one. We also
hypothesize that the behavior combining speech with gesture is going to be the most effec-
tive (H2). Torta et al. [62] have shown how auditive cues attract attention more effectively
than visual cues. On the basis of these findings, we argue that auditive cues may also have
a higher drawing attention potential than proximity cues, and will be more easily noted.

7.1.2 Novelty effect

As discussed in Section 2.3, in HRI studies the novelty effect is observable in long-term
interactions and wears off over time, e.g. as participants get used to the new technology.
Because of the nature of this phenomenon, doing observations before the final experiment
can bring two main advantages. On one side, this strategy allows to study the changes of
users’ reactions over a longer period of time, starting from the first appearance of Pepper
in the entrance hall. On the other, it exploits the pilot to wear off the novelty effect, so that
data are less affected by this phenomenon when the experiment starts. At this stage, the
objective is to understand if users genuinely respond to Pepper’s behaviors or if they do it
just because it is novel. Also in this case we made some hypotheses, motivated by the results
achieved by previous HRI studies on long-term interactions. We hypothesize that there will
be a significant drop of participants affected by the novelty effect through the course of the
pilot and experiment (H3). Moreover, we also expect this decrease to occur between two
and five weeks after the deployment of Pepper in the entrance hall (H4). This is suggested
by previous studies on novelty effect, even though the context of the experiment or the robot
used were different from the present one. The novelty effect is expected to be minimally
present during the experiment and the results more reliable.

7.2 Data

The experiment is going to be evaluated using (1) the observation sheets filled in by the ex-
perimenter and (2) the data stored in the MongoDB database during the trials. The research
of Finke et al. [14] has been taken as reference to identify which participants’ reactions
to observe. Even if their study focuses on using sonars to recognize human movements,
they too conducted some observations and classified people’s reactions in seven categories
as they encountered a service robot. However, as in our case the experimenter is going to
fill in the observation sheet manually, we decided to focus only on the reactions most easily
identifiable, to avoid possible misinterpretations. Therefore, only four of their categories
have been used, organized from lowest to highest interest that people show for the robot:

1. the participant ignores the robot.

2. the participant looks at the robot while walking;

3. the participant stops and looks at the robot;

4. the participant approaches the robot;
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These reactions can be generated when Pepper displays gestures, speech with gestures or
movement with gestures. Therefore, every reaction is going to be subdivided in three cate-
gories to keep track of which behavior of the robot triggered the reaction in the participant.
Appropriate metrics have to be defined to interpret our data correctly and draw meaningful
results. These metrics are hereby presented, subdivided according to the phenomenon they
are related to.

7.2.1 Initial user engagement

Initial user engagement manifests through verbal and nonverbal behaviors that users display
in response to those of Pepper. When a participant ignores the robot and does not show any
response to its attention drawing techniques, it means that the strategy used was not effec-
tive in engaging the person. On the other hand, if a participant looks at the robot after it
displayed a specific behavior, we consider that attention has been successfully drawn thanks
to this behavior. A participant may engage in more explicit behaviors which indicate the
robot has his or her attention, such as waving or speaking to the robot. For every behavior
that the robot displays (which are alternated in a random order) the experimenter records the
reaction it induced in participants. Different metrics are going to be presented to evaluate
this phenomenon. The metrics collected are going to be averaged through different days
of observations, in order to obtain a final comprehensive estimate of which technique was
more successful in drawing attention.

As the behaviors are triggered randomly, it may happen that they are not displayed evenly
throughout the day. Therefore, considering the percentage of users who looked at the robot
(after the display of a specific behavior) among the total number of people who entered the
building would not be meaningful. A more accurate metric is the percentage of users who
looked at the robot (after the display of a specific behavior) among the total number of peo-
ple who were displayed the same behavior. This metric can provide a more objective point
of view on user engagement. Another insightful metric is represented by the percentage of
people (among those who triggered the same behavior) who not only looked at the robot,
but also waved or replied to it after the display of a specific behavior. Both these metrics
are also going to be analyzed sequentially, to study the reactions of users day by day and
investigate the presence of possible learning effects.

In order to understand if a person is looking at the robot from the analysis of data from
MongoDB, different conditions must be met. First, the person has to be visible for at least
4s, which correspond to the shortest time a person would usually spend walking in the en-
trance hall. If there are less, that can be a person exiting or that was only partially visible
when passing by (e.g. if someone enters with a group and becomes visible to the camera
only for a short time), so the data related to this person are removed because they may not be
reliable. Second, the value of the distance from the robot does not have to become shorter
than 2m, because in such case the person would have approached, and not only looked at
Pepper. Usually, a person only passing by keeps an average distance that never drops below
4m, therefore the 2m threshold has been chosen to distinguish between ”approaching” and
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other behaviors. Then, we have to determine if participants’ reaction has been triggered by
the gestural behavior, by the speech with gesture behavior or by the movement with gesture
behavior. Finally, a dedicated variable will measure if a person was ”looking at the robot”.

7.2.2 Novelty effect

When it comes to the analysis of the novelty effect, the metrics chosen should take into con-
sideration the temporal nature of this phenomenon and be able to capture its evolution in
time. Therefore, the results obtained from the observations are going to be analyzed through
the different days of observations. Moreover, as initial engagement depends on the context
of the encounter, the novelty effect related to it does as well. Therefore, it is necessary to
define which are the expected reactions from participants according to the context so that
we can classify the others as due to the novelty effect. If a person ignores the robot after
the display of a specific behavior, we argue that such participant is not affected by novelty
because it does not show neither interest nor curiosity for the robot. In the previous section,
we classified ”looking at the robot while walking” as indicative of engagement, as well as
waving back or replying to the robot. These are the reactions that we assume to be indepen-
dent from the novelty effect.

On the contrary, all those reactions that are unexpected are considered as influenced by
novelty. For instance, taking pictures of the robot is a behavior associable to novelty, as
usually it is induced when something new is encountered. We consider the behavior of
stopping to look at the robot or approaching it as most representative of the novelty effect.
In fact, both these behaviors make participants spend more time in the entrance hall than
what they would if they simply passed by. This means that they have been engaged to a
point that they interrupt their current task to dedicate more attention to what Pepper is do-
ing. This extra attention may be reasonably associated to a novelty factor, as the participants
are curious about the robot and spend more time examining it. People may approach the
robot to read what is written on its tablet, touch it or try a hand shake, and all of these reac-
tions are considered as caused by the novelty effect. Even these behaviors of users can be
partially predicted, which is why the observation sheet has the appropriate sections for their
classification. However, for all the other reactions that may occur, the ”Notes” section will
be used to record them. Some examples of such behaviors could be: a participant inviting
friends to interact with Pepper, or a participant triggering Pepper’s tactile warnings multi-
ple times on purpose etc. Theoretically, as the novelty effect wears off, the number of users
reacting in such a way to Pepper’s behaviors is expected to significantly drop over time.

An indicator of novelty effect is represented by those who ”stopped and looked at” or ”ap-
proached” the robot in response to a specific behavior among the people exposed to the
same behavior. This metric can highlight which of the three attention drawing techniques
generates the strongest novelty effect. However, a more global view can be provided con-
sidering the percentage of people who ”stopped and looked” or ”approached” the robot
among the total users who entered the building, regardless of the behavior that triggered
that reaction in them. This last metric can show how novelty as a generalized phenomenon
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wears off over time. Data from MongoDB can also be used to determine when a person
approaches the robot. The same requirements of the ”looking at” behavior must hold, but in
this case distance becomes more important. If it drops below 2m for more than 3s, then the
person has ”approached the robot”. This threshold has been chosen because some people
go through the emergency door behind Pepper and may pass very close to it. In this case,
their distance may be less than 2m from the robot even if their intention is not to approach
it but only reach the door. Users who approach the robot usually spend longer time in front
of it, so a threshold of 3s has been selected.

7.2.3 Summary of metrics

After defining how the data of this project is going to be analyzed, the metrics for initial
engagement collected form literature and classified in Table 2.1 need to be updated. In par-
ticular, the metrics Eye contact, Gaze direction and Face tracking have been substituted by
the more general Looking at. In fact, we developed a method to determine whether a person
is looking at Pepper or not (both for the observations and the MongoDB database) but we
are not specifically measuring any of the three metrics individually. Therefore, the table
from Chapter 2 is revised as follows.

Metrics Measured with Pepper Measured during observations

Looking at Y Y

Speed of motion N N

Proxemic behavior Partially (sonar) Partially (people who approached)

Waving N Y

Speech and gestures N Y

Table 7.1: A summary of the relevant metrics for user engagement that have been considered
for the experiment.

7.3 Procedure

We now describe the different steps that are followed in every trial. Pepper is positioned in
the entrance hall of the building and turned on. The experimenter waits next to the robot
until it has completed its initialization phase and makes sure that it is connected to the
network before leaving. Once the robot is ready, the experimenter goes to the study room
accessible from the left sliding doors of the entrance hall and sits at the workstation that
allows to control Pepper remotely. The experiment GUI is started and the robot is ”woken
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up” (i.e. stand upright, because when it turns on it is in a crouched down pose), a welcome
message is displayed on the tablet and its people detection and head pose algorithms are
started. The camera feed of the robot is visible from the experiment GUI and shows the
bounding boxes around people (from YOLOv3) and the links that indicate their body pose
(from OpenPose) as shown in Figure 7.1.

Figure 7.1: Example of people detection during the experiment.

Before the experiment, Pepper has been deployed in the entrance hall for a series of pre-
liminary observations, 2 hours every morning for 16 days. In this period, the experimenter
investigated how to improve the observation sheet and the behaviors of the robot. Thanks to
these trials it was possible to incorporate the most frequent reactions of users (i.e. waving,
speaking, touching the robot, taking pictures) and their behaviors (i.e. ignore, look at, stop
and look, approach) in the observation sheet, so to simplify the job of the experimenter. The
sheet itself went through a series of revisions, which made it more comprehensive of all
possible scenarios as the flaws of previous versions emerged. During this period, also the
gesture and speech with gesture behaviors have been tested. In fact, the available engage-
ment gestures of the robot have been inspected and eventually ”waving” has been chosen
as definitive. Also phrase testing was performed in these days, showing that the sentence
”Good morning, how are you?” had the highest attention drawing potential among those
tested. The movement with gesture behavior was shortly tested only in the last few days
of pilot experiment, to find the optimal displacement that could allow passersby to also see
the robot waving. Therefore, the behavior has not been included in the experiment GUI
neither classified in the MongoDB database due to time constraints. Nevertheless, it has
been deployed during the experiment, which has been conducted for 10 days for 2 hours.
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The observations took place in the morning, because more participants are expected to enter
the building than in the afternoon. During the experiment, a protocol needs to define which
participants are going to be considered and what data is going to be recorded. Every time
the experiment GUI application is started data is autonomously collected by Pepper, which
stores it using a MongoDB database [42], a free open source NoSQL database program.
The experimenter is going to write its observations on paper observation sheets, provided
in Appendix B.

7.3.1 Participants

Other people can be present when a user approaches the robot or can enter the building
immediately after, in a sequential order. They do not trigger any of Pepper’s behaviors,
but they may also see them when they are displayed to another person. These people and
their reactions are not going to be recorded, because they are not our focus on one to one
interactions. For instance, participants who stay in the entrance hall to have a phone call
while other users pass by Pepper. Such people are also going to be recorded on the ”Notes”
section of the observation sheet with the time they arrived and left the entrance hall, in order
to identify them in the MongoDB database. The interpretation of individuals’ reactions is
simpler because they can be clearly associated to a specific behavior of the robot. As for
groups, data analysis is more complicated because participants’ reactions can be influenced
by those of other group members, which is why they are going to be recored on a separate
observation sheet. On the other hand, people who enter more or less at the same time are
hard to classify, especially because they might have seen the behavior of the robot only par-
tially. Therefore, in order to simplify our analysis, only individual passersby and multiple
passersby in groups who have triggered one of Pepper’s behaviors will be considered during
the observations.

7.3.2 MongoDB

When participants enter the building Pepper is going to store relevant data about them in
the MongoDB database. This information is recorded for every frame in which a person
appears, in case more people are present at the same time they are going to be assigned a
different personID but they are going to share the same frameID. Among the several fea-
tures, we store in the database if a person is new, if it is looking at camera (i.e. if we can
see the 5 head key-points from OpenPose) and its distance from the robot measured with
sonars. When the robot displays a behavior, the boolean variable is engaged is recorded as
”true”, and the database specifies if that behavior was an animation or a verbal greeting (re-
spectively has animation and has message values). If a person approaches and triggers one
of the tactile or distance warning of Pepper, the boolean variable is warned is set to ”true”.
Finally, all the frames are associated with a time stamp that indicates the last encounter
with a person.
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7.3.3 Observation protocol

During the experiment, the experimenter is going to write observations on three different ob-
servation sheets: one for male participants, one for female participants and one for groups of
people entering together the building. After noting date and starting time, the experimenter
is going to record the number of participants entering the building and their reactions to
Pepper’s behaviors. The observation process needs to be regulated by a specific protocol
that defines how participants have been classified. Their reactions are going to be observed
after the robot has displayed one of its behaviors, because in this scenario it is reasonable to
associate human reactions with the robot’s behaviors. As anticipated, only the gesture and
gesture with speech behaviors are going to be automatically displayed by the robot. When
both these behaviors have been triggered a set of ten times, the experimenter will pause
the experiment GUI and trigger for a set of ten times the movement with gesture behavior.
Then, the experiment GUI will be resumed and the automated behaviors will be displayed
again for another set of ten times.

After Pepper has displayed one of its behaviors, participants will be classified in four cat-
egories and recorded the appropriate observation sheet. This procedure is done observing
specific reactions they elaborate as a response according to the following protocol:

• Ignored the robot: the participant does not look at the robot after behavior display,
i.e. it does not do any movement to orient its head pose toward the robot.

• Looked at the robot while walking: the participant glimpses or keeps gazing toward
the robot after behavior display, i.e. it makes a visible head movement to orient its
head pose toward the robot. This category also includes people who glance multiple
times toward the robot while walking.

• Stopped and looked at the robot: the participant interrupts their walking path to look
at the robot, i.e. it orients its head pose toward the robot, then stops and eventually
changes also its body pose to orient it toward the robot. After a short pause, the
participant resumes its walking path without deviating from the original trajectory.

• Approached the robot: the participant looks toward the robot (i.e. orients its head
pose toward it) and deviates from its original trajectory to approach Pepper after it
displayed one of its behaviors. If a participant immediately aims for the robot without
changing its walking trajectory, it is recorded in the ”Notes” section as a person who
approached spontaneously and not in response to any behavior.

When participants do not ignore the robot it is important to record if they display any other
reaction, such as waving, speaking, taking pictures or touching the robot. These are clear
indicators of engagement, because participants are not only paying attention to the robot but
also trying to respond to its behaviors. This protocol has been followed to collect data during
the experiment, and any behavior that was unexpected (i.e different from those described
above) has been recorded in the ”Notes” section of the observation sheet.
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7.4 Conclusion

This chapter presented the objectives and the protocol for the experiment. The experimenter
will record whether participants ignored the robot, stopped to look at it, looked at it while
walking or approached it. Every one of these reactions is going to be distinguished depend-
ing on the behavior of the robot that generated it. Reactions of single users and groups
(two or more people) are going to be recorded on different observation sheets. Data is
also going to be autonomously collected by Pepper and stored in a MongoDB database.
Eventually, it will be reorganized into meaningful metrics and compared to those derived
from the observation sheets, so it will be possible to validate the accuracy of data collection.

For what concerns initial engagement, the results of the observations are going to be con-
sidered both cumulatively and sequentially, to identify the behavior that attracted attention
most successfully and check if there was any learning trend of participants throughout the
observations. The reaction that is most representative of user engagement is looking at the
robot after the display of a specific behavior. If an additional reaction (such as waving or
speaking) is displayed, engagement is considered to be even stronger. Observing the num-
ber of users who looked at the robot over the participants who triggered the same behavior
will provide a comprehensive view over the effectiveness of a specific technique. We hy-
pothesize that the behaviors combining more social cues will be more effective in drawing
attention (H1), and that the speech with gesture behavior will be the most engaging, as we
assume that auditive cues will elicit a stronger response in participants than proximity cues
(H2).

For what concerns the novelty effect, the results of the observations are going to be con-
sidered sequentially, to analyze how users’ reactions varied through time. In this case,
approaching the robot and stopping to look at it are the reactions that are identified as most
clearly related to novelty. These values are going to be presented divided per behavior and
as a whole, to have also a general idea of the global novelty effect caused by Pepper. The
experimenter also notes about any other reaction that does not correspond to those defined,
which may still be related to novelty. These reactions are going to be used as subjective
metrics, their occurrence through the observations period will indicate the strength of the
novelty effect. We hypothesize that there will be a significant decrease of this kind of re-
actions in participant through the course of the pilot and the experiment (H3), and that this
drop is going to occur between two and five weeks from the first deployment of Pepper in
the entrance hall (H4).
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Chapter 8

Results and conclusions

8.1 Results

Results are presented for the two main topics of interest of this project. For initial user
engagement, only the results of the experiment are presented, because only in this period
all three behaviors were tested together. For novelty effect, also the results of people who
approached the robot during the pilot are provided. This choice is motivated by the long-
term nature of this phenomenon, which can be better analyzed over a longer period of time.
Before presenting the results, the data collected in MongoDB need to be cleaned in order
to be comparable to those of the observations. The number of participants entering the
building was not homogeneous through the 26 days of pilot and experiment. On average,
50 people passed by Pepper every day during the hours of observations, with a maximum of
74 participants and a minimum of 33, for this reason the results are presented as percentages.
Out of the total participants, 27% were females.

8.1.1 Data cleaning

The MongoDB database records data of all people entering and exiting the building during
a day, but our analysis is focused only on those who enter and are welcomed by Pepper.
However, exiting people are easy to identify in the database because they enter into Pep-
per’s field of view from the side, so they are visible to the robot for much shorter time
(depending on the walking speed of the user, this could be between 1s and 2s). On the other
hand, people entering are visible longer, because they enter in Pepper’s field of view from
the front and are tracked as long as they stay in the entrance hall (on average around 6s).
Another issue with people classification may occur when participants approach the robot.
In general, when a person is identified as new, it is attributed a new person id and its actions
are associated with that specific value. However, if a person gets too close to the robot it
is not visible entirely anymore, so Pepper will usually see only the torso and sometimes
the head. In this scenario, the person is not recognized as the same who was identified
in distance, but is counted as a new one. In this case, data can be cleaned looking at the
last encounter and distance variables, which indicate if people that have been classified as
different should actually have the same person id.
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Another category of people that can be identified in the data is represented by persons who
stay in the entrance hall to have a phone call. These people may hang out in front of the
robot for a long time. They can be identified by the large number of frames in which they
appear and thanks to the notes taken by the experimenter on the observation sheet. As for
groups, Pepper records every person individually but from the last encounter variable it is
possible to see if they were seen at the same time. Nevertheless, the groups are still hard
to identify because some users may have not been visible by the robot, whose vision was
probably occluded by the members closer to it. This data cleaning has been performed in
Excel for all the 10 MongoDB databases, one for each day of the experiment. Even so, au-
tomatically collected data do not always match with the observations due to some technical
limitations discussed in Section 8.3. Therefore, as it is not feasible to use the information
from all databases, we considered only those that had a difference of 3 participants or less
with the corresponding observation sheets. In particular, the results collected on the 10th,
12th, and the 14th of September are going to be presented. The reason of this better corre-
spondence with respect to other databases is due to the fact that few groups approached the
robot in these days, and that no participants spent time in entrance hall to have a phone call.
These favorable circumstances helped keeping data more readable and reducing the clean-
ing effort. The data was analyzed on Matlab as explained in Section 7.2, and compared with
that of the observation sheets for validation.

8.1.2 Initial user engagement

Initial user engagement was evaluated by measuring the influence of Pepper’s behaviors
on participants entering the building. In particular, the behavior that has been identified as
indicative of initial engagement was ”looking at the robot while walking” (i.e. making a
visible head movement to orient the head pose toward the robot), in response to the robot
waving, waving and greeting or moving and waving. Figure 8.1 shows the cumulative re-
sults obtained from the observations conducted during the 10 days of the experiment.

When Pepper only displayed a gestural behavior, it drew the attention of 38.3% of the par-
ticipants. No significant differences emerged comparing the behaviors of male and female
participants, even if females seem slightly less engaged than the average (34.3%) while
males slightly more (39.8%). Similar results are obtained for the movement with gesture
behavior, which drew the attention of 37.1% of the participants who triggered it. Also in
this case, no significant difference was found in the behaviors of male and female partic-
ipants, even if the gap between their averages is larger (44.8% for females and 34.2% for
males). On the other hand, whenever Pepper addressed users with a verbal greeting ac-
companied by a waving gesture it scored the highest attention drawing rate, with 51.6% of
participants looking at the robot after being exposed to this behavior. Similar averages have
been achieved by male (50.7%) and female (54.2%) participants. According to the data
recorded on the observation sheets, the speech with gesture behavior is significantly more
effective in drawing attention than the purely gestural behavior (t(94) = 2.132, p = 0.0385)
and the movement with gesture behavior (t(107) = 2.262, p = 0.0443).
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Figure 8.1: Graph showing the average percentage of individual participants who looked at
the robot after the display of a specific behavior.

Figure 8.2 presents the behavior of participants throughout the 10 days of experiment, show-
ing the percentages of their response to Pepper’s behaviors. The movement with gesture
behavior shows a trend that is more or less stable, with no big deviations from the average.
On the other hand, the gesture behavior has a larger variance: on day 3 participants looking
at the robot were 12% less than the average, while on day 4 they were 16% above it. Varia-
tions are even larger for the speech with gesture behavior, which drew the attention of more
than 70% of participants on day 3 but around 30% of them on day 7.

Figure 8.3 shows the users who, after looking at the robot, reacted waving or replying
to it. Also in this case, the speech with gesture behavior scored the highest result, with
40% of users who either spoke or waved back to Pepper (40.6% for males and 38.5% for
females). The purely gestural behavior obtained additional reactions from 24.2% of the
participants (23.9% for males and 25% for females), while the movement with gesture one
from the 27% (28.4% for males and 23.1% for females). In all these cases there is no
significant difference between male and female participants, as both reacted after looking
at the robot in a similar fashion. The speech with gesture behavior is significantly more
likely to elicit an extra reaction from participants compared to the purely gestural behavior
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(t(31) = 2.520, p = 0.0178). However, it only shows a tendency to be more engaging than
the movement with gesture behavior (t(32) = 1.754, p = 0.0890).
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Figure 8.2: Graph showing the daily percentages of individual participants who looked at
the robot after the display of a specific behavior.

Figure 8.4 shows how participants reacted after looking at the robot throughout the 10 days
of experiment. The speech with gesture behavior shows the most stable trend, as it induced
people to wave or reply to the robot during all days of observations. However, it shows a
large variance on days 6 and 10, where the percentage of participants reacting is around
20% more than the average. The trends of the other two behaviors are less uniform, also
due to the fact that on some days participants simply looked at Pepper with no additional
reaction. This occurred twice for the movement with gesture behavior (days 8 and 10) and
four times for the purely gestural behavior (days 1, 3, 7 and 8). The former elicited more
reactions than speech with gesture on days 3 and 7, while the latter did so only on day 5.

The results form the MongoDB databases also reflected the trend highlighted by the obser-
vations, showing similar results. Data from the observations have been slightly amended to
include also the reactions of participants who were in groups, but their behaviors have been
considered individually. This correction was necessary because in the MongoDB database
it is not possible to differentiate whether a participant was in a group or not. Integrating data
from groups with that of individuals allows to make a more accurate comparison between
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the two data sets. In Table 8.1, the results from the three databases are compared to those
obtained in the observations. Due to the limitations discussed in Section 8.3 the results are
not perfectly matching, but confirm that speech with gesture draws attention the most.
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Figure 8.3: Graph showing the average percentage of individual participants who, when
looking at the robot, reacted waving or speaking after the display of a specific behavior.

Participants’ behavior
Gesture Speech and gesture Movement and gesture

10th September
Observations 5 8 6
MongoDB 5 7 5

12th September
Observations 5 10 5
MongoDB 4 8 5

14th September
Observations 10 15 9
MongoDB 7 11 9

Table 8.1: Table comparing the results of observations and MongoDB for people looking at
the robot, after the display of the different behaviors.
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Figure 8.4: Graph showing the daily percentage of individual participants who, when look-
ing at the robot, reacted waving or speaking after the display of a specific behavior.

8.1.3 Novelty effect

The novelty effect has been measured by observing how many people approached Pepper or
stopped to look at it. Figure 8.5 shows a combination of participants’ reactions regardless of
the behaviors that triggered them, to provide a global overview of the phenomenon. These
data are presented as dots in the graph, while a 2nd degree polynomial function approxi-
mates the general trend of novelty.

Novelty appears to have a strong impact on the results in the first days of observations,
then progressively wears off in time. The slope of the curve is not constant through the
whole period, but becomes gradually more gentle after few days since the beginning of the
experiment. In particular, it seems to reach a steady state below the 10% of total participants
after three weeks of observations. This result shows that there is a significant difference be-
tween the users approaching the robot at the beginning of the observation process and those
doing so in the last days (t(115) = 2.176, p = 0.0334). Data of male and female participants
have been recorded only for the days of the experiment, therefore there are not enough data
points to estimate their novelty effect trends separately.
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Figure 8.5: Graph showing the trend of the overall novelty effect.

Figure 8.6 shows the percentage of people who approached the robot at different days of
observations after the display of a specific behavior. Also in this case, speech with ges-
ture attracted more participants toward the robot. In fact, during some days at the begin-
ning of the observation process, this behavior attracted more than 20% of total participants.
Through the whole course of the observations there were some users who approached the
robot spontaneously. These users spent more time than others trying to interact with the
robot, making an effort to trigger its behaviors multiple times and taking pictures or videos
of them. All the behaviors followed a similar trend, except for the movement with gesture
behavior. In this case, the data of people who approached (or stopped to look at) the robot
have only been collected during the 10 days of experiment, therefore there is not enough
information to draw conclusions about its novelty effect as for the other behaviors. Results
form the MongoDB databases reflect the trend highlighted by the observations, showing
comparable results. Also in this case, the data presented include people who approached
in groups or from a group, because the distinction from individuals is hard to conduct on
the current MongoDB databases. However, results correspond more accurately to the ob-
servations if compared to those of initial engagement, probably because of the possibility
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to exploit the variable distance to determine if someone approached or not. In Table 8.2 the
results from the three databases are compared to those obtained in the observations.
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Figure 8.6: Graph showing the trend of the novelty effect for every behavior separately.

Participants’ behavior
Gesture Speech and gesture Movement and gesture

10th September
Observations 1 6 3
MongoDB 1 6 2

12th September
Observations 1 1 1
MongoDB 1 1 1

14th September
Observations 2 2 2
MongoDB 1 1 2

Table 8.2: Table comparing the results of observations and MongoDB for people approach-
ing the robot, after the display of the different behaviors.
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8.1.4 Groups

Groups of people have been recorded separately from individual participants, on dedicated
observations sheets. During the 10 days of the experiment there were 47 groups that passed
by Pepper: 35 couples, 10 groups of three people, 1 group of four people and 1 group of five
people (109 participants in total). After triggering one of Pepper’s behavior, participants of
the same group had the same reaction in 43 cases, while in the other 4 cases different
reactions have been observed within the same group. The purely gestural behavior has been
triggered by 20 groups (44 participants), the speech with gesture behavior by 16 groups (40
participants) and the movement with gesture behavior by 7 groups (17 participants). In 4
cases couples of people approached the robot spontaneously (8 participants). Data of groups
have been recorded only during the experiment, therefore no novelty effect analysis can be
conducted due to the limited data points available. Moreover, data is not homogeneous as
different number of groups entered every day (e.g. 9 groups on day 7 and only 2 on day
10). A user engagement analysis of the behaviors is also hard to perform, because of the
different amount of groups that triggered them. Only the gesture and speech with gesture
behaviors have comparable amounts of groups (and participants), but too few triggered the
movement with gesture to have a reliable insight into it. Therefore, data about this behavior
are not analyzed. As shown in Figure 8.7, 40% of the groups looked at the robot after the
purely gestural behavior, while 50% of them did so after the speech with gesture behavior.
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Figure 8.7: Graph showing groups’ response to gesture and speech with gesture behaviors.
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8.2 Discussion

Results about initial user engagement show how the speech and gesture behavior is the most
effective in drawing attention, confirming what we initially hypothesized (H2: the behavior
combining speech with gesture is going to be the most effective). Not only 51.6% of par-
ticipants who were exposed to the behavior reacted looking at the robot, but 40% of them
even waved or replied to Pepper. These reactions can be interpreted as an even stronger
manifestation of initial engagement, because participants’ attention is drawn to a point that
they even generate a response for the robot, using the same social cues. If compared to the
purely gestural behavior it is possible to appreciate how the addition of a verbal greeting
made a significant difference for users, who replied or waved back to the robot almost twice
as much. On the other hand, the movement with gesture behavior attracted significantly less
attention than the speech with gesture one, but only shows a tendency to elicit significantly
less reactions in users. Comparing the gestural and movement with gesture behavior, even
if they seem to draw participants’ attention in a comparable fashion, the latter appears to
elicit a stronger engagement. Nevertheless, results are not significant in this case, so it is not
possible to clearly determine which of the two has the strongest attention drawing power.
Therefore, our first hypothesis is rejected (H1: behaviors integrating more social cues will
be more effective in drawing attention), as we expected all behaviors combining multiple
social cues to be significantly more engaging than the purely gestural one.

The comparison between male and female participants does not show any significant dif-
ference in their reactions, as their average response oscillates a few percentage points with
respect to the overall mean. Analyzing the behavior of ”looking at the robot while walk-
ing” through the different days of observations, we observe a large variance for the gesture
and speech with gesture behaviors. These deviations from the mean occur on the days that
had the largest number of groups entering the building. For instance, on day 3 there were
7 groups of people, 3 of which triggered the gesture behavior. Their reactions are not in-
cluded in the graph of Figure 8.2, which is possibly why it seems that less participants were
engaged by such behavior. The same holds for day 7: 9 groups entered the building on that
day and 5 of them triggered the speech with gesture behavior. This day is the only one in
which this behavior scores slightly less than the gesture behavior. Overall, it is not possible
to identify any learning effect from the trend of the plots. For what concerns the reactions
of waving or replying to the robot while looking at it, the speech with gesture behavior had
the most stable trend through the days, except for two days in which it scored a much higher
responses than the average. For the two other behaviors there is a large difference in partic-
ipants’ response, with some days in which they score no reactions and others in which they
score more than the speech with gesture one. Also in this case, the variance of the results
does not allow to extrapolate any particular learning effect from the plots.

Results about the novelty effect showed that participants seemed much more curious about
the robot in the first days of observations and progressively lost their interest. This trend is
common to all behaviors, but the speech with gesture one seems to attract more participants
at the beginning than the other, coherently with the findings about user engagement. The
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overall trend of the novelty effect has been obtained combining the results of the different
behaviors in a single graph, which reflects what was expected according to literature. In
fact, the curve of novelty significantly drops (H3: there will be a significant drop of par-
ticipants affected by the novelty effect through the course of the pilot and experiment) in
the first three weeks of observations (H4: the novelty effect will decrease between two and
five weeks after the deployment of Pepper in the entrance hall) and seems to reach a steady
state in correspondence of the first days of the experiment. This confirms both our hypothe-
ses on the novelty effect and complies with findings of previous HRI research, where this
phenomenon had been observed to wear off in a period between two and five weeks. After
that, a steady state is reached, suggesting that results will be less affected by novelty so
will be more reliable about initial engagement. This does not mean that no more users will
approach the robot but they will do it much less than before.

The effect of novelty was also observed through the reactions of participants which deviated
from what expected or that evolved in time. In fact, there were some users who came to the
building every day, and their reaction to Pepper has been observed to change encounter after
encounter. One subject, initially reacted very excitedly to the robot, approaching it, trying to
handshake and trigger the different behaviors. However, after a couple of weeks his interest
was gone, and he ignored the robot regardless of the behavior it displayed. Another subject
was initially very excited about the robot as well, approached it and tried to understand what
it could do. After a couple of weeks, he did not turn completely indifferent to it, but waved
and replied to it every day, regardless of the behavior displayed. This suggests that novelty
may wear off in different ways depending on the users, but additional metrics are needed to
have such a fine grained view of this phenomenon.

Other reactions that are interesting to speculate on follow common patterns in different
users. For instance, many users tested Pepper’s head tracking when they realized the robot
was following them with the head. They moved from one side to the other of the robot
for a couple of times to see if the robot kept looking at them. Another intriguing reaction
happened after participants triggered the distance warning from Pepper. This happens when
someone gets too close to the robot, which asks to step back so that it can see the partici-
pant better. Every time this warning was generated, all the participants executed what the
robot told them. They stepped back, stood in front of it and waited. After realizing nothing
else would have happened they either approached again or left. It would be interesting to
investigate up to which point a robot can ask participants to do something and be obeyed.
However this may also be purely due to novelty, because participants are curious to see what
is going to happen and obey just to find out.

As for groups, data shows that in most of the cases participants react in the same way
when they are together. Only the largest groups (of four and five people) and two other
couples had mixed behaviors, which suggests that for small groups of 2-3 participants there
is a general tendency to have the same reaction. The behaviors were not displayed evenly
to groups, which is why no analysis of the movement with gesture behavior has been pro-
vided (only 7 groups triggered it versus the 16 of the speech and gesture behavior and the
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20 of the gesture behavior). However, data for the two other behaviors reflects the trend
already identified by the analysis of individuals, with 40% of groups looking at the robot
after the gesture behavior, and 50% after the speech with gesture one. Data on groups that
approached the robot shows too large variance and has been collected for a too short period
to estimate a novelty effect trend.

8.3 Limitations

The main limitation of the experiment was the observation process itself. Even though
there was a specific protocol to follow and the observation sheet had been refined during
the days of the pilot, the observations were still recorded manually so the results may be
affected by experimenter bias. Moreover, as the experimenter wrote the data on paper, it
was not possible to precisely match a participant recorded on the observation sheet with a
participant recorded by the MongoDB database (e.g. with a time stamp variable) and vice
versa. However, this is also partially due to other technical limitations. In fact, while an-
alyzing the data on MongoDB, we noticed that after a behavior was displayed there were
from 2s to 3s that were not recorded on the database: the frames could not be collected
because the behavior was running. Therefore, some of the participants who triggered these
behaviors appeared in the database for less frames than what expected for entering users,
so their data have been removed because they looked as exiting users. It is not possible to
differentiate between entering users with few frames and exiting users, which explains the
lower number of participants who looked at the robot in MongoDB than in the observations.

Moreover, the accuracy of the database may have also been hindered by processing speed
limitations, as with all the off-board functionalities running on the GPU it was only possible
to obtain a camera feed at 3fps. Another limitation consisted in not having the behavior of
movement with gesture integrated in the experiment GUI, which required the parallel use
of Choregraphe. This choice did not allow to synchronize the movement with the wav-
ing gesture, which now occur in sequence, because of the safety constraints imposed by
the programming tool. However, this limitation actually contributed to have more precise
data for this behavior, because the use of Choregraphe allowed Pepper to correctly collect
frames while the behavior was running. This explains why the results for the movement
with gesture behavior most accurately correspond to those from the observations. A more
contextual limitation is related to those users who hang out in the entrance hall to have a
phone call. As they stay in Pepper’s field of view for several minutes they can alter the data
from MongoDB, especially because they are not taken into account during the observations
but they result as an extra person in the database.

Finally, another limitation was represented by the TV screen at the back of Pepper, as it
was turned on during the experiment. In some situations the attention of participant might
have been drawn by the TV rather than the robot, and it was hard to determine gaze ori-
entation to discriminate between these cases. Sometimes this difference was noticeable as
participant’s head pose was different (i.e. slightly upward for the TV, slightly downward for
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the robot), but there might have been situations in which their reactions have been misin-
terpreted. However, this limitation might have affected our results only marginally, because
we classified participants as ”looking at the robot while walking” if they turned their head
toward the robot after behavior display. Therefore, it is unlikely that a significant number
of them turned their head toward the TV after the robot displayed a behavior. This limi-
tation affected both the observations recorded by the experimenter and the MongoDB data
collection, as OpenPose does not estimate gaze orientation.

8.4 Conclusions

The results obtained from the experiment were used to evaluate Pepper’s drawing attention
techniques and novelty effect. Data has been collected both manually by the experimenter
and automatically by Pepper in a MongoDB database. Observations have been conducted
for a total of 26 days: during the pilot, robot behaviors have been tested and refined, while
in the last 10 days the experiment was conducted. On average 50 participants entered the
building every day, providing a large data set to validate our research questions.

Throughout this project we identified metrics to use in data analysis for both initial en-
gagement and novelty effect. These are related to the off-board algorithms that extended
Pepper’s on-board functionalities. For instance, looking at the robot after the display of a
specific behavior represents a feasible metric to measure if participants’ attention has been
drawn, which is possible thanks to the key-points information from OpenPose. To mea-
sure the effect of novelty we considered people who approached or stopped and looked at
the robot (as their reaction is regarded as more representative of this phenomenon), who
were detected using distance information from the sonars in MongoDB. The limitations of
these metrics reflect those of the off-board functionalities, which is why in future work they
should be refined and extended. In fact, if with OpenPose we were able to detect also gaze
direction, we would know more precisely if a person is looking at the robot even if not
all the 5 key-points are visible. Moreover, using a depth map instead of on-board sonars
will provide much clearer information about participants (both individuals and groups) who
approached the robot. Nevertheless, the metrics identified and used for this experiment ap-
propriately capture the information we wanted to collect, and provide a meaningful insight
into both phenomena we wanted to analyze.

Initial user engagement was measured observing specific social cues that participants showed
after the display of Pepper’s behaviors. We chose to monitor the ”looking at” behavior and
the additional reactions of waving or replying to the robot, which denote a stronger level
of engagement. Among the behaviors developed for Pepper, the one that accompanied a
waving gesture with a verbal greeting appeared to be the most engaging. Results show that
half of the participants exposed to this behavior reacted looking at the robot, while 40%
of them waved or replied by saying something to the robot. This behavior is significantly
more engaging than the others, which confirms what we had previously hypothesized (H2).
With the results collected it is not possible to draw conclusions about which of the two other
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behaviors was the second most effective. Both of them obtained similar response in terms
of ”looking at” but the movement with gesture seemed to elicit more reactions from partic-
ipants. Therefore our first hypothesis (H1) is not confirmed by the results, as we expected
the behaviors combining multiple social cues to be more engaging.

The novelty effect was examined using data from all the days of observations, in order
to better appreciate the manifestation of this phenomenon. Also in this case, the speech
with gesture behavior resulted to be the one attracting the most people toward the robot,
so this finding further confirms that this behavior is the most effective in drawing attention.
The results for all three behaviors and for the participants who approached the robot spon-
taneously show a decreasing trend (H3). This finding confirms that analyzing the effect of
novelty considering participants who approached the robot was a reasonable choice. The
global novelty effect appears to wear off in three weeks (H4), after which a steady state is
reached. This does not mean that people will stop approaching the robot, but they will do
it much less in comparison to the first days of observations. Throughout this period we ob-
served a drop of almost 20% of the total participants approaching the robot, which suggests
that novelty effect is less present.

8.5 Contribution

In this project we extended Pepper’s drawing attention techniques by making three main
contributions:

• We tested the on-board capabilities of the robot and identified their main limitations
using objective and subjective metrics. Pepper is a social robot that has been specif-
ically created to interact with humans. However, its on-board capabilities were not
sufficient to successfully elicit initial engagement in users. Through a series of pre-
liminary experiments and a baseline application tested in a pilot experiment, its in-
teractive skills have been examined to understand how they could have been refined
to draw users’ attention at the beginning of an interaction. A technical analysis as
well as a user centered research have been conducted, to understand the main sensory
limitations and collect user feedback.

• We extended the robot’s functionalities to implement new techniques of initial en-
gagement. Several state-of-the-art algorithms have been tested in order to extend
Pepper’s functionalities. The first pilot experiment revealed that people detection and
face tracking were the fields requiring major refinement. In addition, off-board head
pose and depth estimation systems have been analyzed to improve Pepper’s initial en-
gagement techniques. Within these fields, different algorithms have been compared,
and those that were finally selected have been described in terms of their advantages
and limitations. Thanks to these extended functionalities it was possible to design
new behaviors to elicit initial engagement in participants with Pepper.

• We provided an evaluation of how these behaviors affected participants, both in terms
of novelty effect and initial engagement. These phenomena have been measured dur-
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ing 26 days of observations, split between 16 of pilot and 10 of experiment. The new
behaviors have been analyzed on the basis of observations recorded by the experi-
menter and data collected on the MongoDB database. We showed that the behavior
combining speech with gesture had the highest drawing attention power on partici-
pants, and that there was a novelty effect which wore off through the course of the
experiment.

8.6 Future work

Throughout this project we encountered several limitations that need to be overcome for
future research. First, Pepper’s functionalities need to be further extended to improve the
detection and classification of participants. For instance, with an algorithm for depth esti-
mation that measures participant’s distance from the robot more accurately and on a broader
range than the current on-board sonar. Another useful extension would be an algorithm for
the detection of gaze orientation, to understand whether a participant is actually looking
at Pepper and avoid biasing the results with misinterpretations. Second, the observation
process needs to be digitalized in order to have a time-stamp correspondence between data
collected on MongoDB and on the observation sheets. This will also reduce the data clean-
ing effort and provide more reliable information about participants. Third, the movement
with gesture behavior should be integrated in the experiment GUI. Outside of the Chore-
graphe environment it will also be possible to synchronize the gesture with the movement
rather than having them in sequence.

Once overcome current limitations, research with Pepper can progress with the identifi-
cation of new behaviors that can draw people’s attention. During our experiment we found
that the combination of speech with gesture was the most engaging for participants, but
that the addition of movement to waving did not score a significantly higher success than
the purely gestural behavior. Therefore, it would be interesting to investigate how a be-
havior including all these social cues (gestural, proximity and verbal cues) would draw the
attention if compared with those analyzed. A different design choice that is important to ex-
amine is the intensification of a single social cue rather than the combination of more. For
instance, a behavior combining multiple gestures such as waving and another arm move-
ment that invites participants to approach. This has already been partially explored with the
speech with gesture behavior, where the greeting ”Good morning!” has been accompanied
by the question ”How are you?” obtaining a higher drawing attention rate than the greeting
alone.

The purpose of designing drawing attention behaviors for Pepper is to elicit initial engage-
ment in participants. Future studies could exploit the results of this project to investigate
how to further strengthen initial engagement and successfully attract people in front of the
robot. This can be achieved by both combining and intensifying social cues in more com-
plex and effective behaviors. The next natural step would be to smoothly bring participants
to initiate an interaction, for instance by having Pepper ask them to do a simple interactive
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8.6 Future work Results and conclusions

task, which can be made more engaging by using the tablet on the chest of the robot. From
this point, the goal would be to maintain participant’s engagement throughout the interac-
tion, in particular through the use of gaze cues such as blinking, and eventually disengage.
Finally, it is fundamental for future research to collect users’ feedback on the encounter
with Pepper with post-experimental interviews or questionnaires, to gain a deeper insight
of the interaction with subjective metrics.
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Delft University of Technology, The Netherlands 

 

Questionnaire on the interaction with a Pepper robot 

near a coffee machine 
 

Your participation in this experiment is voluntary and your responses are strictly confidential. There are no 

known risks involved and you can withdraw at any moment. 

 

Date:_________________ 

 

Gender : ☐    Male   ☐   Female 

 

Have you interacted with a robot before?   ☐    Never     ☐   Rarely    ☐    Daily 

 

Please answer the following questions. 

Question 
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The robot noticed my presence       

The robot was attentive to me during the conversation      

The robot interpreted correctly what I said      

The verbal and bodily expressions used by this robot felt natural      

I find it easy to interact with a robot      

I find it intuitive to interact with a robot      

I appreciated seeing a robot near the coffee machine      

 

 

Do you have any suggestion or recommendations for future developments? 
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Observation sheet
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Human-Robot Initial Engagement 

Observation Sheet for Individuals 
 

Total number of people passing by Gender Date ____ /____/ 2018 

  
Start time  

M        F End time  
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look at the 

robot 

               

Look at 

the robot 

while 

walking 

               

Approach 

the robot 
               

 



Appendix C

NAOqi Framework

C.1 NAOqi Audio

This module contains a set of methods that Pepper uses in response to sensory information
coming from its microphones to fulfill specific activities using the speakers. For the purpose
of this project sound localization and detection, as well as speech management, are the main
aspects of interest.

ALSpeechRecognition is the method used to recognize words or phrases in different lan-
guages, it stores them in the variables WordRecognized and WordRecognizedAndGrammar.
Both of them are associated with a confidence parameter to estimate the likelihood that ut-
terances understood were actually pronounced by the interlocutor, and the latter one is also
used to gather information about the grammatical structure of a sentence.

ALAnimatedSpeech uses loudspeakers for communication and employs ALTextToSpeech
to say text, so it inherits also its functionalities of voice customization. Furthermore, it sup-
ports the integration of tags within the text to add expressiveness to the robot’s behavior.
Being connected to ALSpeakingMovement it already displays animations when Pepper is
talking, but allows to implement modifications and contribute with additional annotations.

C.2 NAOqi Vision

This module contains all those methods that Pepper uses to interpret the sensory input from
the 2D cameras and the 3D depth sensor. Among the several functionalities, the one of major
interest for this project was ALMovementDetection, which allows to detect movements
that occur in the field of view of the robot. The method collects and compares successive
frames to identify the clusters of pixels that changed during the time interval. Using its
3D sensor the robot can eventually compute the distance to the points that moved. This
application is limited only to those scenarios in which the robot is not moving, like the one
proposed for this study.
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C.3 NAOqi People Perception NAOqi Framework

C.3 NAOqi People Perception

This module contains all the methods used by Pepper to analyze the people around it. They
allow to keep track of users and their gazes while interacting with the robot, and also detect
waving thanks to the 3D depth sensor. Those of major interest for this project provide in-
formation about proxemics and face detection.

ALEngagementZones gives access to the configuration of the engagement zones that Pep-
per uses to classify people according to their distance form it. These can be adjusted us-
ing the parameters FirstDistance, SecondDistance and LimitAngle, which are illustrated in
Figure 3.5. Between the robot and the FirstDistance there is engagement zone 1, between
FirstDistance and SecondDistance zone 2, while zone 3 is generally considered all the space
beyond SecondDistance.

ALFaceDetection is the method used to detect and recognize faces of people in the field of
view of the robot. It extracts location and orientation of faces as well as information about
the main facial features (eyes, nose and mouth). Face recognition requires an initial training
of the robot but is limited to specific lighting conditions and is less robust than detection,
mainly because it does not have a 3D representation of the person.

ALPeoplePerception keeps track of the people around the robot and collects information
about them. It uses the same tracking algorithm employed for face detection but with a
different target dimension. It keeps in memory also people that exit the field of view of the
robot in case they come back, and shows the same limitations related to lighting conditions
already illustrated above.

C.4 NAOqi Event

The largest majority of the modules previously described exploits the events raised by the
Memory module of the robot. Subscribing to a specific event, it is possible to adapt the
behavior of Pepper to react accordingly. New events may also be created by developers, but
a long list of them is already available [24].
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