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Scaleup of Laboratory Data for
Surfactant-Alternating-Gas Foam

Enhanced Oil Recovery
Rodrigo O. Salazar-Castillo and William R. Rossen, Delft University of Technology

Summary

Foam increases sweep efficiency during gas injection in enhanced oil recovery processes. Surfactant alternating gas (SAG) is the pre-
ferred method to inject foam for both operational and injectivity reasons. Dynamic SAG corefloods are unreliable for direct scaleup to
the field because of core-scale artifacts. In this study, we report fit and scaleup local-equilibrium (LE) data at very-low injected-liquid
fractions in a Bentheimer core for different surfactant concentrations and total superficial velocities.

We fit LE data to an implicit-texture foam model for scaleup to a dynamic foam process on the field scale using fractional-flow
theory. We apply different parameter-fitting methods (least-squares fit to entire foam-quality scan and the method of Rossen and Boeije
2015) and compare their fits to data and predictions for scaleup. We also test the implications of complete foam collapse at irreducible
water saturation for injectivity.

Each set of data predicts a shock front with sufficient mobility control at the leading edge of the foam bank. Mobility control
improves with increasing surfactant concentration. In every case, scaleup injectivity is much better than with coinjection of gas and
liquid. The results also illustrate how the foam model without the constraint of foam collapse at irreducible water saturation (Namdar
Zanganeh et al. 2014) can greatly underestimate injectivity for strong foams.

For the first time, we examine how the method of fitting the parameters to coreflood data affects the resulting scaleup to field behav-
ior. The method of Rossen and Boeije (2015) does not give a unique parameter fit, but the predicted mobility at the foam front is
roughly the same in all cases. However, predicted injectivity does vary somewhat among the parameter fits. Gas injection in a SAG pro-
cess depends especially on behavior at low injected-water fraction and whether foam collapses at the irreducible water saturation,
which may not be apparent from a conventional scan of foam mobility as a function of gas fraction in the injected foam. In two of the
five cases examined, this method of fitting the whole scan gives a poor fit for the shock in gas injection in SAG. We also test the sensi-
tivity of the scaleup to the relative permeability krw(Sw) function assumed in the fit to data.

There are many issues involved in scaleup of laboratory data to field performance: reservoir heterogeneity, gravity, interactions
between foam and oil, and so on. This study addresses the best way to fit model parameters without oil for a given permeability, an
essential first step in scaleup before considering these additional complications.

Introduction

After primary production of oil, gas may be injected into the reservoir. Under ideal conditions, gas is able to displace virtually all of the
remaining oil, as long as the injected gas contacts the residing oil (Lake et al. 2014). However, geological heterogeneity and gravity
segregation cause gas to migrate to high-permeability layers and to the top of the reservoir. Low gas viscosity compounds these effects.
Foam is able to divert flow from high-permeability layers to low-permeability layers (Schramm 1994; Rossen 1996). Foam is able to
reduce gravity segregation by reducing gas mobility. These combined properties increase gas’s sweep efficiency and result in an attrac-
tive enhanced-oil-recovery method.

For operational and sweep-efficiency reasons, the best method of injection of foam is usually a SAG (also called FAWAG)
(Matthews 1989; Heller 1994; Shan and Rossen 2004). During a SAG process, foam is formed away from the injection well, thus offer-
ing better injectivity than a coinjection process (Al Ayesh et al. 2017). Also, SAG is uniquely suited to overcoming gravity override
(Kloet et al. 2009; De Velde Harsenhorst et al. 2013; Boeije and Rossen 2015b).

Scaling up laboratory results to the field scale remains a challenge (Rossen and Boeije 2015). One approach involves dynamic coreflood
experiments where gas is injected into a fully surfactant-saturated core. These experiments often do not reach LE during the injection of the
first pore volume (PV) of gas (Kapetas et al. 2014). This failure to reach LE on the laboratory scale can greatly distort the interpretation of the
data in terms of LE-foam models. Other effects, such as the entrance region and dispersion, could also distort laboratory-scale experiments.

At the field scale, foam models generally assume that LE applies. Therefore, steady-state corefloods are a feasible alternative
approach to dynamic experiments. According to fractional-flow theory, during gas injection in SAG, the mobility of the foam bank
depends on the fractional-flow curve fw(Sw) at extremely low liquid fraction fw (Zhou and Rossen 1995; Shan and Rossen 2004). Conse-
quently, some studies have aimed to scale up a gas-injection process during a SAG by focusing on steady-state experiments in this
region of the fw(Sw) curve (Kibodeaux and Rossen 1997; Xu and Rossen 2004; Boeije and Rossen 2018).

Fig. 1 depicts a gas-injection process, specifically injection of the first gas slug into a surfactant-saturated reservoir. The initial, I,
and injection, J, conditions correspond to water saturation Sw¼ 1 and water fractional flow fw¼ 0, respectively. Note that the abrupt
increase in foam mobility at a distinctive water saturation, Sw*, imposed by the limiting capillary pressure (Khatib et al. 1988), results
in a steep fractional-flow curve fw(Sw) near Sw* (Zhou and Rossen 1995). The resulting fractional-flow curve does not have a path from
I to J with monotonically increasing slope dfw/dSw. Therefore, the portion of the path connecting I to a point of tangency must be
replaced by a shock or discontinuity. After the shock, a spreading wave connects the point of tangency and J.

The dimensionless time-distance diagram for the injection of the first gas slug in SAG is illustrated on the right of Fig. 1. The mobi-
lities of the shock and of the characteristics continuously increase as one approaches the injection well at dimensionless position xD¼ 0
at any given dimensionless time tD. The mobility at the shock is crucial to maintaining viscous stability during the foam displacement.
Only relatively low mobility behind the shock can provide a stable front.
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Another complication in laboratory-foam corefloods is the capillary end effect at the core outlet, where foam generation occurs
because of higher water saturation there (Ransohoff and Radke 1988). Experimental studies (Apaydin and Kovscek 2001; Nguyen et al.
2003; Simjoo et al. 2013) have reported an eruption of a much-stronger foam at the core outlet and subsequent, slow upstream propaga-
tion of a stronger-foam state. Apaydin and Kovscek (2001) observed this behavior at relatively high surfactant concentrations. They
claim it is initiated by the capillary end effect, and upstream propagation of the foam front reflects greater gas trapping just upstream of
the foam. However, the mechanism for this increased trapping is not specified. Moreover, estimation of gas trapping in coreflood
experiments (Nguyen et al. 2009) is difficult. Thus, there is still no complete explanation for the upstream propagation of this stronger-
foam state. Nevertheless, the eruption of a much-stronger foam depends on behavior near the core outlet; its relevance to a foam process
in a homogenous reservoir at the field scale is dubious, and its relevance to heterogeneous reservoirs is unclear.

Several previous studies have found fractional-flow curves fw(Sw) that are nonmonotonic in Sw. Fig. 2 illustrates how, in these
cases, the fractional-flow curve, fw(Sw), shifts to higher Sw as fw decreases. Then, Sw decreases again on further decrease in fw. In fact,
about half of the published examples from laboratory LE studies are not monotonic (Kibodeaux and Rossen 1997; Wassmuth et al.
2001; Xu and Rossen 2004; Boeije and Rossen 2018). Rossen and Bruining (2007) show that this behavior, scaled up to the field, indi-
cates to a shock to complete foam collapse and therefore failure of mobility control at the leading edge of the foam bank, as illustrated
in Fig. 2.

In this paper, we present a variety of data sets that follow the monotonic pattern, as in Fig. 1. Each data set consists of a foam scan
(i.e., foam mobility as a function of fractional flow fw). From foam mobility, we estimate water saturation assuming a water relative-
permeability function krw(Sw). We examine the effects of surfactant concentration and total superficial velocity on the fractional-flow
curve fw(Sw). We fit the data to foam-model parameters using the conventional method of a least-squares fit to the entire foam scan
(Eftekhari and Farajzadeh 2017; Kapetas et al. 2017) and the method of Rossen and Boeije (2015) for a SAG, which focuses on fitting
the data in the low range of fw. We do the scaleup with the parameters determined from the model fits and calculate the mobility at the
shock for a hypothetical field application. The method of Rossen and Boeije (2015) does not guarantee a unique parameter fit. We pre-
sent a range of possible reasonable fits to the data using this method and indicate the corresponding range of differences in the scaleup.
We compare the mobilities at the shock predicted by both fitting methods and illustrate how the injection strategy impacts the most suit-
able fitting method. We test the impact of complete foam collapse at the residual water saturation on the obtained parameters and on the
injectivity by incorporating the Namdar Zanganeh correction (2014). Finally, we test the sensitivity of the fit to the krw(Sw) function
assumed on the scaled up behavior for one of our experiments.

A companion paper (Salazar and Rossen 2019; see also Salazar Castillo 2019) examines cases where we see nonmonotonic behav-
ior, as depicted in Fig. 2. In that paper, we discuss what characterizes those cases and whether they reflect a laboratory artifact or would
scale up to failure in the field. In this study, we do not address liquid injectivity in SAG, except as it may be affected by foam collapse
during injection of gas. Gong et al. (2019) discuss the effect of gas injection on subsequent liquid injectivity.
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Fig. 1—(Left) Fractional-flow curve adapted from Boeije and Rossen (2018). The red dots denote the initial (I) and injection (J) con-
ditions for injection of the first gas slug. (Right) Dimensionless time-distance diagram for the corresponding gas-injection process
(Boeije and Rossen 2018). The mobilities of the shock, solid line, and four of the characteristics, represented as dotted lines,
are included.
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Fig. 2—Shock construction for the injection of the first gas slug in a SAG for a multivalued fractional-flow curve (Boeije and
Rossen 2018).
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Experimental Apparatus

We conducted coreflood experiments in two setups: A and B. Apparatus A, depicted in Fig. 3, is able to coinject gas (nitrogen) and sur-
factant solution over a range of total superficial velocities between 0.82 and 16 ft/D. We injected the liquid phase using a Vindum pump
model VP1 (Vindum Engineering, Inc., Lodi, California, USA), which is able to deliver a minimum flow rate accurately as low as
1�10�4 mL/min. To inject the gas phase, we used a BronkhorstVR gas mass-flow controller Model F-033CI (Bronkhorst High-Tech B.V.,
Ruurlo, The Netherlands) that, in combination with a Coriolis flowmeter, is able to deliver a flow rate between 1.2 and 60 g/h (0.49 and
22.40 mL/min nitrogen at 40 bar pressure and 30�C temperature). A glued core is placed into a polyether ether ketone core holder with a
narrow liquid-filled gap in between, pressurized to the injection pressure. We placed the core holder vertically, and we injected the fluids
from bottom to top. To help achieve local equilibrium, in some cases (as described in the Experimental Procedure section and Appendix A),
we used a foam generator upstream of the core inlet: a polyether ether ketone three-way connector with a built-in micrometric filter. To
limit gas expansion along the core, a backpressure regulator fixed at either 40 or 80 bar was placed at the outlet of the core. Backpressure
was held constant during each experiment. The magnitude of backpressure was selected to allow the mass-flow controller to deliver gas
over the range of volumetric injection rates corresponding to the superficial velocity and range of foam qualities for the given experiment.
The velocity and foam quality were calculated by applying the Jacobsen-Stewart equation of state (Jacobsen and Stewart 1973).

Seven absolute-pressure transducers and six differential-pressure transducers were connected using lines filled with liquid, con-
nected to the core, to monitor gas expansion and foam mobility along the core. The setup was placed inside an oven maintained at
30�C. Apparatus B is an adaptation of apparatus A to fit in an X-ray computed tomography (CT) scanner to monitor water saturation
during corefloods. The core holder was place horizontally in the CT scanner because it would not fit in the scanner if held vertically.
Polyether ether ketone lines replaced the metal lines connected to the core holder to reduce the X-ray attenuation. In both setups, we
digitally recorded the pressure and temperature data every 1.7 seconds using a program coded in the language LabVIEW (National
Instruments, Austin, Texas, USA).

Materials

During the coreflood experiments, we coinjected nitrogen and surfactant solution to generate foam. The nitrogen was supplied by a 200-bar
cylinder with a purity of 99.98%. The surfactant solutions consisted of a synthetic brine prepared with demineralized water, 1.0 wt%
sodium chloride, and anionic alpha olefin sulfonate (AOS) surfactant (BIO-TERGEVR AS-40; Stepan Company, Northfield, Illinois, USA).
We prepared four formulations with surfactant concentrations, CS, of 0.037, 0.1, 0.5, and 1.0 wt%. To clean the core between experiments,
we used a solution of 50 vol% tap water and 50 vol% isopropyl alcohol. The alcohol purity was 99.7%. We used two cylindrical Bentheimer
cores cut from the same outcrop. The length of the cores was 38 cm and their diameter was 3.8 cm. The measured average permeabilities
were 2,300 and 2,100 md, respectively. We measured an average porosity of 0.226 for the second core using the CT scanner.

Experimental Procedure

Before each experiment, we injected 10 PV of carbon dioxide (CO2) to displace any gas inside the core. Next, we injected at least
10 PV of brine at elevated pressure (80 bars) to dissolve any CO2 that remained in the core. Then we measured the liquid permeability
of the core. Finally, we injected 10 PV of surfactant solution to satisfy adsorption.
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Fig. 3—Experimental Apparatus A, with controlled temperature. Apparatus B is substantially similar, with changes noted in
the text. DAQ 5 data acquisition; N2 5 nitrogen.
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During each experiment, we performed several foam-quality scans. Foam quality is gas fractional flow [i.e., (1� fw)]. A foam scan
is a series of steady-state measurements at different values of fw and fixed total superficial velocity ut. Because our goal is to scale up a
gas-injection process in SAG, we focus on data at low fw. In most experiments, we infer water saturation Sw from measured mobility
using an estimated water relative-permeability function krw(Sw) for Bentheimer Sandstone, as discussed later. In one foam scan, we
monitored Sw using a medical CT scanner. At the end of each experiment, we cleaned the core as follows, using a procedure similar to
that used by Eftekhari and Farajzadeh (2017) and Kahrobaei et al. (2017) on shorter cores. First, we injected 10 PV of a 50/50 water/
isopropyl alcohol solution at elevated pressure (80 bar) to kill foam. Second, we injected 10 PV of water initially at elevated (80 bar)
backpressure, and we reduced pressure slowly to atmospheric to allow the expansion of trapped gas. Third, we injected 10 PV of CO2

followed by an additional 10 PV of water at atmospheric pressure. Fourth, we flushed the core again with 20 PV of water while
gradually raising the backpressure until its value reached 80 bar. Then we gradually reduced pressure to atmospheric. Fifth, we
vacuum-cleaned the core, followed by the injection of at least 10 PV of CO2. Finally, we performed the preparation procedure
described previously and verified that the core had been restored to its initial permeability.

We took rP data from the average pressure difference in Sections 2 to 5. We did not use the first or last sections to exclude entrance
and capillary end effects in our data. The transducers measure pressure difference across sections 6.7 cm long. The first and last sections
may be slightly longer or shorter than 6.7 cm depending on the exact placement of the core in the coreholder, but we use data from the
middle four sections below.

In our experiments, we obtained monotonic fractional-flow curves fw(Sw) in two cases. First, we measured steady-state behavior
(illustrated in Fig. A-1) when a second front of a much stronger foam did not erupt at the core outlet and subsequently propagate
upstream. Second, in cases where such an eruption occurred at the core outlet, we used a foam generator and measured foam mobility
in the core behind the foam front before gas breakthrough and eruption of the stronger foam state (illustrated in Fig. A-2, which ends
just as stronger foam erupts in the last section). In these cases, we verified that foam behind the first foam front was at local equilibrium
by comparing pressure data from multiple segments along the core. In agreement with Apaydin and Kovscek (2001), we did not observe
this eruption of stronger foam at the outlet in experiments with a relatively low surfactant concentration (0.037 wt%). Further details
are in Appendix A.

Foam Model

Foam rheology in porous media can be represented using either implicit-texture or population-balance models. Population-balance
models represent foam texture explicitly by dynamic simulation of bubble size (Kam et al. 2007; Kovscek et al. 2010). Gas mobility is
then calculated as a function of bubble size. This approach is essential in cases where a foam-generation process is in question or is the
object of study. Implicit-texture models represent foam rheology using a mobility-reduction factor (Cheng et al. 2000). Both models
represent local equilibrium in a SAG accurately. However, there have been only a few attempts to represent SAG processes with a
population-balance model (Kovscek et al. 1995). Therefore, in this study, we chose the STARS� foam model (Computer Modelling
Group 2015), a widely used implicit-texture model (see description in Appendix B). This model predicts relatively strong foam even at
irreducible water saturation, Swr. However, a strong foam at irreducible water saturation might not represent long-term foam behavior
at the field scale (Rossen et al. 2017; Gong et al. 2019). Therefore, in this study, we also apply the modification of Namdar Zanganeh
et al. (2014) that gives complete foam collapse at Swr.

During gas injection in a SAG, our interest is to describe foam behavior at low fw. Therefore, we focus on the function(s) that
describe foam collapse at low fw: in this case, the dry-out function in the STARS foam model. However, there are cases where the data
range includes experimental data at higher fw (i.e., in both the low-quality and high-quality foam regimes) (Alvarez et al. 2001). To
obtain a correct fit at low fw in these cases, one must include functions that describe non-Newtonian behavior in the low-quality regime.
The details about these functions are in Appendix B.

Model Fitting

We start by assuming that a single krw(Sw) function applies in a given core even in the presence of foam (Huh and Handy 1989;
De Vries and Wit 1990; Friedmann et al. 1991; Eftekhari and Farajzadeh 2017). Eftekhari and Farajzadeh (2017) found that the effect
of foam on the krw(Sw) function for relatively high capillary numbers is not pronounced and can be ignored. They obtained a single
krw(Sw) fit for a set of data with measurements of pressure gradient and water saturation in the absence and presence of foam. We
describe the parameters of this krw(Sw) function in detail in Appendix B. They used a Bentheimer core with a permeability of 2,410 md,
which is similar to that measured in our own experiments. They used two different surfactants and varied the value of CS for one of
these surfactants (AOS). They varied CS of the AOS surfactant in a similar manner as we do in this study. The value of Sw inferred from
rP data are then the value that satisfies Darcy’s law for the water phase in foam:

utfw ¼ �
k krwðSwÞ

lw

rP: ð1Þ

We test if this function correctly estimates Sw data measured with the CT scanner in our own experiments. To that end, we per-
formed a foam scan while measuring water saturation using a CT scanner. We performed this foam scan at a total superficial velocity of
4.25 ft/D (1.47�10�5 m/s) with CS¼ 0.5 wt%. The black circles in Fig. 4 illustrate the fractional-flow data as function of water satur-
ation fw(Sw) in two sections of the core at steady state. In this case, we report the measured water saturation with the CT scanner. The
gray squares in Fig. 4 illustrate fw(Sw) data for the same foam scan, inferring water saturation using the krw(Sw) function for a
Bentheimer core reported by Eftekhari and Farajzadeh (2017). The black triangles in Fig. 4 report fw(Sw) data where Sw was inferred
using the krw(Sw) function reported by Kapetas et al. (2017), which was measured only in the absence of foam. Both krw functions cor-
rectly predict within experimental error the trend in which Sw increases with decreasing fw seen in the CT data. We discuss the implica-
tions of the nonmonotonic trend in fw(Sw) in Salazar and Rossen (2019). From our own data, it is clear that the krw(Sw) function reported
by Eftekhari and Farajzadeh (2017) better reflects the water saturations measured with the CT scanner in our own experiments. More-
over, because the function was measured by Eftekhari and Farajzadeh (2017) over a wide range of surfactant concentrations CS, we
assume it is suitable for analyzing our foam scans performed at different values of CS. For the sake of simplicity, in this study, we ana-
lyze our experimental data using a single krw(Sw) function: the one that is fitted over a wide range of surfactant concentrations. Never-
theless, for our sensitivity analysis, as we explain later, we use the krw(Sw) function reported by Kapetas et al. (2017) to illustrate the
sensitivity of scaled-up mobility and injectivity to the choice of krw(Sw) function. We include the parameters of this function also
in Appendix B.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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We fit the fw(Sw) data using two methods. The first method (Eftekhari and Farajzadeh 2017; Kapetas et al. 2017) is a least-squares
optimization routine that fits the model parameters to apparent viscosity over a wide scan of foam qualities. This method assigns equal
weight to all the experimental points in a foam scan, including those in the low-quality regime. The second method focuses on experi-
mental data in the high-quality regime (Rossen and Boeije 2015), specifically near the point of tangency (cf. Fig. 1). This method
involves visual comparison of the data and the model fit. Therefore, the obtained parameters might not be unique. We illustrate the sen-
sitivity to how this fit is done by making three different fits to the mobility data of one of the foam scans using three different criteria.
We describe the parameters used in both methods in Appendix B. With the model parameters obtained, we scale up to a hypothetical
field application, as in Appendix C. The parameter corresponding to the water saturation at which foam abruptly weakens, Sw*, or
fmdry in the STARS foam model, is fixed in all our fits in which we used the method of Rossen and Boeije (2015). We fit the fw(Sw)
data using a least-squares fit to the entire foam scan (Eftekhari and Farajzadeh 2017; Kapetas et al. 2017), using a first guess based on
the method of Boeije and Rossen (2015a). Therefore, for each foam scan, we obtain four parameter sets, where two were obtained with
the method of Rossen and Boeije (2015) for a SAG and two using the fit to the entire foam scan. Finally, we perform the fits again
using the model correction of Namdar Zanganeh et al. (2014), here denoted as NZ. This modification gives complete foam collapse at
Swr, which is expected if foam stability depends on capillary pressure (Khatib et al. 1988). We show the sensitivity of the scaled-up
injectivity and mobility control at the shock at the field scale to the method of fitting the parameters and in the presence and absence of
the correction of NZ.

Sometimes a suitable krw(Sw) function is not available in the literature for a particular core sample. Therefore, we illustrate the sensi-
tivity of predicted field performance to the liquid relative-permeability function, krw(Sw), and the gas relative-permeability function,
krg(Sw), by again doing the model fit using the functions reported by Kapetas et al. (2017). Then, we compare the mobility at the shock
and injectivity predicted by these new parameter sets against our previous results.

Results

As mentioned above, for a relatively low CS (0.037 wt%), there was no eruption of stronger foam at the core outlet, and we use steady-
state data; an example can be found in Appendix A. For greater concentrations (0.1, 0.5, and 1.0 wt%), we used a foam generator. In
these cases, where a stronger foam erupts at the core outlet at foam breakthrough, we report local-equilibrium mobility in the foam
bank before foam breakthrough (i.e., before 1 PV, as can be seen in Appendix A).

In all the experiments reported here, we found consistently uniform pressure gradients in the intermediate sections of the core
(excluding the entrance and exit regions), despite increasing gas superficial velocity downstream caused by modest effects of gas expan-
sion. This is expected for foam in the high-quality regime (Alvarez et al. 2001).

Fig. 5 shows the experimental data corresponding to the five foam scans performed in this study. This figure shows apparent foam
viscosity, lapp, as function of foam quality, fg¼ (1� fw). We define apparent viscosity as lapp¼ [krP/(Lut)], where k and L denote rock
permeability and the length of the core section used, and rP is the pressure difference across that section, respectively. Fig. 5 also
shows the model fit to the whole foam scan using the least-squares approach used by Eftekhari and Farajzadeh (2017) and Kapetas
et al. (2017).

Fig. 6 illustrates the experimental data around the point of tangency for each of the five foam scans performed in this study. We plot
the fw(Sw) data using the symbols of the corresponding foam scan in Fig. 5. In all of these plots, we inferred Sw using the foam-scan
data in combination with the krw(Sw) function reported by Eftekhari and Farajzadeh (2017); see Appendix B for a complete description
of the krw(Sw) functions used in this study. On the left of Fig. 6, we plot the fw(Sw) curves corresponding to the parameters obtained with
the least-squares optimization of the whole foam scan. On the right, we plot the fw(Sw) curves corresponding to the parameters obtained
using the method of Rossen and Boeije (2015) for a SAG. The complete set of parameters obtained with the least-squares optimization
and the method of Rossen and Boeije (2015) are summarized in Tables 1 and 2, respectively. We provide a complete description of the
foam parameters used in this study in Appendix A. The shocks for a gas-injection process are represented in Fig. 6 by solid black lines.
The mobilities just behind these shocks in (Pa�s)�1 predicted by the corresponding model fit are listed in Tables 1 and 2. We calculate
these mobilities using the equation krt¼ krw(Sw)/(fw lw), where lw denotes the water viscosity, here equal to 1.0 (mPa�s). This viscosity
corresponds to a mobility of kw¼ 1.0�103 (Pa�s)�1. Every set of data predicts excellent mobility control at the leading edge of the
foam bank.
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Fig. 4—Fractional-flow curves fw(Sw) for a foam scan performed at a total superficial velocity of 4.21 ft/D (1.4831025 m/s) with
CS 5 0.5 wt%. Black circles, Sw was measured directly using a CT scanner; gray squares, Sw is inferred using the krw(Sw) function
presented by Eftekhari and Farajzadeh (2017); black triangles, Sw is inferred using the krw(Sw) function reported by Kapetas et al.
(2017) with no foam present. We calculated a standard deviation in the CT-measured Sw values of 0.006 (illustrated by error bars)
and a standard deviation in the value of Sw estimated from $P data (based on the variation of $P along the core) of 0.001 (error
bars not visible at the figure scale).
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Fig. 5—Experimental data for the five foam scans performed in this study. Experiment 1 denotes the foam scan performed with
ut 5 2.9431026 m/s and CS 5 0.037 wt%. Experiment 2 is the data for ut 5 7.3531026 m/s and CS 5 0.037 wt%. Experiment 3 is the
data with ut 5 1.4731025 m/s and CS 5 0.1 wt%. Experiment 4 is the data with ut 5 1.4731025 m/s and CS 5 0.5 wt%. Experiment 5 is
with ut 5 7.3531026 m/s and CS 5 1.0 wt% AOS. The dashed lines denote the model fit to the whole foam scan in each case using
least-squares minimization.
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Fig. 6—Experimental data around the point of tangency corresponding to the foam scans presented in Fig. 5. (Left) fw(Sw) curves
predicted by the model fit performed using the whole foam scan. (Right) fw(Sw) curves obtained using the method of Rossen and
Boeije (2015) for a SAG (middle estimate; see the sensitivity analysis in the Results section). Solid lines correspond to the pre-
dicted shocks during a gas-injection process.
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Foam Parameters Optimized to the Entire Foam Scan 

 Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 

CS (wt%) 0.037 0.037 0.1 0.5 1.0

ut (m/s) 2.94×10–6 7.35×10–6 1.47×10–5 1.47×10–5 7.35×10–6

ut (ft/D) 0.83 2.12 4.25 4.25 2.12 

STARS

krw(Sw) Function Eftekhari and Farajzadeh (2017) 

fmdry 0.202 0.214 0.234 0.175 0.161 

fmmob 2.98×105 9.33×105 9.47×108 5.47×106 8.71×104

epdry 812 2,294 1,766 1,654 3,446 

fmcap 5.00×10–6 2.00×10–5 1.00×10–5 5.00×10–5 1.0×10–5

epcap 0.09 1.00 3.00 4.26 0 

fmmobSAG 2.67×105 5.93×105 1.23×106 2.23×105 8.71×104

max PD 44.1 32.8 63.0 30.8 13.1 

λrt (Pa⋅s)–1 6.6 8.7 6.0 7.2 13.0 

NZ Correction 

krw(Sw) Function Eftekhari and Farajzadeh (2017) 

fmdry-NZ 0.202 0.214 0.234 0.175 0.161 

fmmob-NZ 2.98×105 9.33×105 9.47×108 5.47×106 8.71×104

epdry-NZ 812 2,294 1,766 1,654 3,249 

fmcap-NZ 5.00×10–6 2.00×10–5 1.00×10–5 5.00×10–5 1.0×10–5

epcap-NZ 0.09 1.00 3.00 4.26 0 

fmmobSAG-NZ 2.67×105 5.93×105 1.23×106 2.23×105 8.71×104

max PDNZ 22.9 17.3 25.3 20.3 10.9 

λrt (Pa⋅s)–1 NZ 7.6 10.0 7.6 7.8 13.5 
We include the predicted total relative mobility, λrt, behind the shock front in (Pa⋅s)–1 and the maximum dimensionless 
pressure, PD, reached during gas injection. 

Table 1—Foam parameters obtained by the least-squares routine used by Eftekhari and Farajzadeh

(2017) and Kapetas et al. (2017).

Foam Parameters Optimized to the Point of Tangency 

 Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5 

CS (wt%) 0.037 0.037 0.1 0.5 1.0

ut (m/s) 2.94×10–6 7.35×10–6 1.47×10–5 1.47×10–5 7.35×10–6

ut (ft/D) 0.83 2.12 4.25 4.25 2.12 

STARS

krw(Sw) Function               Eftekhari and Farajzadeh (2017) 

fmdry 0.204 0.22 0.25 0.18 0.167 

fmmob 5.00×105 5.00×105 4.00×105 2.5×104 6.50×104

epdry 1,300 1,600 600 75 300 
max PD 49.0 36.1 54.5 55.5 47.9 

λrt (Pa⋅s)–1 6.2 8.4 7.2 4.8 4.9 

NZ Correction 

krw (Sw) )7102(hedazjaraFdnairahketfEnoitcnuF

fmdry-NZ 0.204 0.22 0.25 0.18 0.167 

fmmob-NZ 5.00×105 4.00×105 4.00×105 2.5×104 6.50×104

epdry-NZ 1,000 1,100 480 50 220 
max PD 28.6 19.7 24.3 38.0 35.7 

λrt (Pa⋅s)–1 6.3 9.1 8.2 4.6 4.6 
In the last row we include the predicted total relative mobility, λrt, behind the shock front during gas injection in (Pa⋅s)–1.

Table 2—Foam parameters derived using the method of Rossen and Boeije (2015) for SAG.
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We calculate the inverse of injectivity using a dimensionless pressure, PD, which measures how the scaled-up pressure at the injec-
tion well compares with that expected when injecting water into the same reservoir at the same volumetric rate. For instance, this
means that a PD¼ 5 for foam injection corresponds to five times the rise in pressure at the wellbore when injecting water into the reser-
voir at the same volumetric injection rate. For this scaleup, we assume a cylindrical and homogenous reservoir; we explain our approach
in detail in Appendix C. For the strong foams reported here, the dimensionless pressure rises abruptly at the very beginning of gas injec-
tion and stays nearly constant until foam breaks through, as illustrated in Fig. C-1 (cf. Boeije and Rossen 2015b). Therefore, we report
in Tables 1 and 2 the maximum dimensionless pressure (here denoted as max PD,) during a gas-injection process.

In this study, we focus on capturing correctly the point of tangency for all our experiments. Although the model fits use
different methodologies and obtain different sets of parameters, both give nearly the same mobility at the shock and injectivity for
Experiments 1, 2, and 3, as we summarize in Tables 1 and 2. However, we found that the least-squares model fit to the whole foam scan
for Experiments 4 and 5 fails to capture the trend followed by the experimental points near the point of tangency. For example, in
Fig. 6e, the model fit deviates from the trend of the data below fw¼ 0.005. This failure produces an underestimation of the mobility con-
trol behind the shock front: the least-squares fit to the whole quality scan predicts a mobility of 15.25 (Pa�s)�1 behind the shock,
whereas the method of Rossen and Boeije (2015), based on the closer fit to data in this range, provides an estimate of 5.36 (Pa�s)�1. In
this case, the method of Rossen and Boeije (2015) for a SAG gives a better estimate of the mobility behind the shock. However, the
method of Rossen and Boeije (2015) does not always have a good fit at lower foam qualities (greater fw), as is evident at the top part
of Fig. 6c.

We next test the sensitivity of the resulting foam parameters to the modification of Namdar Zanganeh et al. (2014) (NZ). For the
model fit to the whole foam scan, the NZ modification does not affect the parameters obtained, as we summarize in Table 1. For the
model fit using the method of Rossen and Boeije (2015) for a SAG, the parameters fmmob and/or epdry do differ when using the NZ
correction, as we present in Table 2. Ideally, this variation is not expected because the correction was designed to affect foam mobility
specifically near Swr. The resulting total relative mobilities, krt, at the shock front are practically the same, as we present in Table 2 and
illustrate in Fig. 7. In addition, the consistent reduction of the maximum dimensionless pressure, max PD, in the presence of the NZ cor-
rection, as depicted in Tables 1 and 2, illustrates the improvement in injectivity if foam collapses completely at Swr.

We also test the variability in the resulting parameters when using the method of Rossen and Boeije (2015) for a SAG, which
relies on visual inspection. To that end, we perform a second fit and a third fit for the data of Experiment 4. In our first fit, presented
in Table 2, we imagine a criterion (Criterion 1) that focuses on obtaining a best middle estimate for all the experimental data. In the
second fit, we imagine Criterion 2 that focuses on fitting data at relatively high fw but accepts a poor fit around the point of tangency
at fw¼ 0.01 and 0.005. Finally, Criterion 3 focuses on fitting the tangency condition as closely as possible, but disregards data at fw
well above the point of tangency. We present the resulting fits in Fig. 8, and we summarize the foam parameters and the upscaled
values in Table 3. On one hand, Criterion 2 does not capture the point of tangency well, and the scaling up underestimates mobility
control at the leading edge of the foam bank. Criteria 1 and 3 have similar estimates for mobility control at the leading edge
and injectivity.

In the absence of liquid-saturation data, we could have used a different krw(Sw) function available in the literature. Therefore, we
also test the role of the choice of a particular krw(Sw) function on the predicted krt behind the shock and in the injectivity during gas
injection. This is important because sometimes the krw(Sw) function has not been measured for a particular porous medium. We start
our analysis considering the krw(Sw) parameters published by Kapetas et al. (2017); we present a complete description of this function
in Appendix B. This function was not able to reproduce the water-saturation measurements from our CT scans, as illustrated in Fig. 4.
Nevertheless, for illustration purposes, we use the function to calculate the corresponding water saturations for each experimental point.
Thereafter, we carry out the model fit using the method of Rossen and Boeije (2015). Fig. 9 illustrates the model fit, and Table 4 sum-
marizes the parameters obtained, together with max PD and krt. The mobility behind the shock increases to 7.31 (Pa�s)�1, whereas the
calculated injectivity remains practically the same. Although the water saturations are very different (Fig. 4), this function can be used
to obtain a reasonable estimate for injectivity, and the mobility at the shock is not very different from that with the other krw(Sw) func-
tion. This could be explained by the fact that we use the same pressure data from the foam scan of Experiment 4 to infer both curves.
This could, of course, fail if the krw(Sw) function completely failed to represent true behavior.
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Fig. 7—Four model fits for the data of Experiment 5. We performed two model fits using the method of Rossen and Boeije
(2015) for a SAG: one without the NZ correction (here labeled as R&B STARS) and one with the NZ correction (here labeled as
R&B NZ). We performed the other two model fits using the method of Eftekhari et al. (2017) to the entire foam scan: with and
without the NZ correction, here labeled EFS STARS and EFS NZ, respectively. On the right, we present an expanded view near the
tangency point.
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Experiment 4 

Fitting Criteria Criterion 1 Criterion 2 Criterion 3 

STARS

krw(Sw) Function Eftekhari and Farajzadeh (2017) 

fmdry 0.18 0.18 0.18 

fmmob 2.5×104 1×105 1.4×104

epdry 75 700 40 
max PD 55.5 29.9 56.2 

λrt (Pa⋅s)–1 4.8 7.6 4.9 
We include the maximum dimensionless pressure, max PD, and the total relative mobility, λrt, behind the shock front during 
gas injection in (Pa⋅s)–1. See description in the text. 

Table 3—Foam parameters resulting from the sensitivity test for the method of Rossen and Boeije (2015).
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Fig. 8—Model fits from the sensitivity test of the method of Rossen and Boeije (2015). In the test, we use three different criteria.
The experimental data are from Experiment 4. The corresponding foam parameters are listed in Table 3.
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Fig. 9—Two fits using different krw(Sw) functions for the data of Experiment 4 using the method of Rossen and Boeije (2015). We
summarize the resulting foam parameters in Table 4.
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Discussion and Conclusions

For gas injection in a SAG application, the most suitable fitting method is the method of Rossen and Boeije (2015). The method can
estimate the tangency conditions in all of our experiments. The method of Eftekhari and Farajzadeh (2017) to the entire foam scan may
produce a poor estimation of mobility control at the shock. However, the method of Rossen and Boeije can give a poorer fit at higher
values of fw that apply where gas and liquid slugs mix away from the well.

The method of Rossen and Boeije (2015) might seem limited by relying on visual inspection and by the criteria used in performing
the fit. However, for the cases examined here, the impact of these factors is modest given the uncertainty in other factors. For instance,
in the worst-case scenario of our sensitivity analysis, the difference between our best and worst estimates for mobility control is
2.8 (Pa�s)�1 (an approximate 50% difference in mobility), which is not significantly larger than the difference of 2.5 (Pa�s)�1 arising
from selection of an inaccurate liquid relative-permeability function.

We also find that injectivity can be estimated reasonably well using a different liquid relative-permeability function. This could, of
course, fail if the krw(Sw) function completely fails to represent true behavior.

If foam collapses at Swr, the NZ correction is key in better reproducing the injectivity observed at the field scale. For the fits pre-
sented here, the correction slightly affects the fit to data in the range measured. Therefore, the optimized foam parameters change
slightly. The predicted mobility control at the leading edge of the foam bank with and without the correction are nearly the same.

In all our experiments, neither of the two methods is able to capture the trends of the experimental points in both the low-quality and
high-quality regimes using the same set of parameters or fit. We suggest keeping this compromise in mind when performing a model fit
using any of the methods discussed here.

Our limited data suggest that increasing the surfactant concentration improves mobility control. Also, it suggests that the effect of
total superficial velocity is limited. In other words, for the two velocities studied here, at the same surfactant concentration, the corre-
sponding foams behave in good agreement with a Newtonian rheology in the high-quality regime.
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Appendix A—Steady-State Foam Data

In this paper, we focus on data relevant to modeling foam mobility in homogenous porous media. Therefore, we recorded LE data
either in the absence of an eruption of a much stronger foam at the core outlet or before this foam eruption started. We did not observe
this foam eruption at all in our foam scan with the lowest surfactant concentration (0.037 wt%) and at the lowest total superficial veloc-
ity used in our experiments. Fig. A-1 shows experimental data at one foam quality of this foam scan, where a stronger foam did not
erupt at the core outlet even after a prolonged injection period. In this experiment, the pressure gradient is nearly independent of gas
expansion along the core, as expected in the high-quality regime. In the high-quality regime, the pressure gradient is nearly independent
of gas superficial velocity at fixed liquid superficial velocity (Osterloh and Jante 1992; Alvarez et al. 2001).
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For higher surfactant concentrations and total superficial velocities, we observed eruption of stronger foam at the end of the core at
foam breakthrough and subsequent upstream propagation of the stronger foam state, as reported by others (Apaydin and Kovscek 2001;
Nguyen et al. 2003; Simjoo et al. 2013). In these cases, the fractional-flow curve based on data at the eventual steady state was not mono-
tonic. In addition, pressure gradient was not uniform along the core, even at high foam qualities expected to reflect the high-quality
regime. Therefore, to obtain data free of the effect of the core outlet, in these cases, we used a foam generator to help achieve local equi-
librium before foam breakthrough, as confirmed by the following observations. First, the pressure difference in the first section suggests
that foam achieves local equilibrium in the core within the first 8 cm, as illustrated in Fig. A-2. The pressure gradient is independent of
gas superficial velocity (which is altered by gas expansion) along most of the core, as we expect in the high-quality regime. In this paper,
we report only data before the eruption of a much stronger foam at the core outlet occurred (before 1 PV in Fig. A-2). We discuss steady-
state behavior after foam breakthrough in these cases in a separate paper (Salazar and Rossen 2019; see also Salazar Castillo 2019).

Appendix B—Corey-Brooks Relative-Permeability Model and Foam Model

According to the Corey-Brooks relative-permeability model, the water and gas relative permeabilities are defined as

krw ¼ k0
rwSnw ; ðB-1Þ

krg ¼ k0
rgð1� SÞng ; ðB-2Þ

S � Sw � Swr

1� Swr � Sgr
; ðB-3Þ

where krw, krg, k0
rw, k0

rg, nw, ng, S, Sw, Swr, and Sgr denote, respectively, liquid and gas relative permeabilities, the endpoint water and
gas relative permeabilities, the water and gas Corey-Brooks exponents, normalized water saturation, and the residual water and gas sat-
urations. Table B-1 summarizes the two sets of Corey-Brooks parameters used in this study. Kapetas et al. (2017) obtained their set of
parameters in the absence of foam and at relatively small pressure gradient, whereas Eftekhari and Farajzadeh (2017) performed a fit on
a data set containing both data from coreflood experiments in the presence of foam at different surfactant concentrations (0.03 wt%;
AOS, 0.1 wt% AOS; 0.5 wt% AOS, and 0.5 wt% Amphosol) and data from the literature in the absence of foam at a large pressure gra-
dient. We use the parameters of Eftekhari and Farajzadeh (2017) to infer the water-saturation data reported here and to perform the cor-
responding fits and calculations. We use the Corey-Brooks parameters of Kapetas et al. (2017) to study the impact of using a function
that does not reproduce liquid-saturation measurements.
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Fig. A-2—(Left) Experimental data for Experiment 4 at a fixed foam quality of 95%. A stronger foam erupts at the core outlet at
approximately 1.0 PV. Before this, the pressure gradient is nearly uniform along the core, as expected at local equilibrium in the
high-quality regime (Alvarez et al. 2001). (Right) Mean and standard deviation of data in Sections 2 to 5 between 0.8 and 0.9 PV
injected, when foam is at local equilibrium in those sections. The mean sectional pressure difference along the four sections (PD2,
PD3, PD4, and PD5) is equal to 2.02 bar.
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Fig. A-1—(Left) Experimental data of Experiment 1 at fixed foam quality of 90%. (Right) Mean and standard deviation of data in
each of the core sections, over the data in the plot on the left between 3.85 and 4.45 PV injected. The mean sectional pressure dif-
ference along the four sections (PD2, PD3, PD4, and PD5) is equal to 0.45 bar.
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In the presence of foam, the STARS model (Cheng et al. 2000; Computer Modelling Group 2015) represents the effect of foam by
altering only the gas relative permeability. To model this effect, it incorporates a mobility-reduction factor, FM, in the gas phase
as follows:

utfg ¼ �
kkf

rg

lg

rP ¼ � kkrgFM

lg

rP; ðB-4Þ

where ut, fg, k, krg, kf
rg, lg, and rP denote, respectively, total superficial velocity, quality (gas fractional flow), permeability, gas relative

permeability in the absence and presence of foam, respectively, gas viscosity, and pressure gradient.
The mobility-reduction factor, FM, models the effects of surfactant concentration, water saturation, oil saturation, gas velocity, cap-

illary number, and the critical capillary number, respectively, on gas mobility. Here we focus on the dependence on water saturation
(and, by implication, on capillary pressure) through the function F2, which controls behavior in the high-quality regime. For a fit to an
entire foam scan, including the low-quality regime, it is essential to include also the dependence on capillary number through the func-
tion F5, which is important in that regime. Otherwise, to fit data in this regime, the model distorts the value of epdry, which is important
in the high-quality regime as well (cf. Farajzadeh et al. 2015). In that case, the mobility-reduction factor becomes

FM ¼ 1

1þ fmmob F2 F5

; ðB-5Þ

where the parameter fmmob is the reference gas mobility-reduction factor for wet foams.
F2, also known as the dry-out function, models the abrupt collapse of foam produced by the limiting capillary pressure at a charac-

teristic water saturation value (fmdry, in the STARS) with the following expression:

F2 ¼ 0:5þ arctan½epdryðSw � fmdryÞ�
p

� �
; ðB-6Þ

where epdry controls the abruptness of the transition. This model does not incorporate foam collapse at irreducible water saturation Swr.
If we further assume complete foam collapse at Swr, we add the NZ modification (Namdar Zanganeh et al. 2014). In this case, the
expression for F2 is

F2 ¼ 0:5þ arctan½epdryðSw � fmdryÞ�
p

� �
� 0:5þ arctan½epdryðSwr � fmdryÞ�

p

� �
; ðB-7Þ

where the second term forces a complete foam collapse, making F2¼ 0 at Swr.
The F5 function models shear-thinning rheology in the low-quality regime through the parameters epcap and fmcap as follows:

F5 ¼
fmcap

Nca

� �epcap

if Nca > fmcap

1 any other case;

8<
:

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � ðB-8Þ

where the parameter fmcap acts as a reference capillary number, and the parameter epcap is related to the power law exponent, n, by
n�1/(1þ epcap). Here, the capillary number for foam is defined as Nca¼ (krP)/rwg, where rwg denotes the surface tension between
the aqueous and gas phases.

In the high-quality regime that dominates SAG processes, the shear-thinning behavior of the low-quality regime is not important.
Because in the model, F5 is bounded at 1 for Nca< fmcap, one must set fmcap to a value at least as small as the smallest value of Nca

expected to be encountered in a given simulation (Boeije and Rossen, 2015a). This in turn alters the value of fmmob in the fit. To correct
for this alteration in the value of fmmob while excluding F5 in the scaleup for SAG, we replace the value of fmmob from the model fit
with the product of the fitted value of fmmob and the value of F5 that applies in the range of the pressure gradient of the laboratory data,
particularly at the tangency condition that governs the gas-injection process of the first slug. Let this value of F5 that applies approxi-
mately in the vicinity of the point of tangency be F05 (a constant). We denote this new fmmob as fmmobSAG:

fmmobSAG ¼ F05 fmmob ðB-9Þ

For the scaleup of SAG data, we drop the F5 factor from Eq. B-4 and we replace fmmob with fmmobSAG.

Appendix C—Dimensionless Injection Pressure as Function of Dimensionless Time

We scale up our parameters to a hypothetical field application, assuming that the reservoir is cylindrical and homogenous with inner
radius rw¼ 0.1 m and outer radius re¼ 100 m, where the outer boundary is open. We define the dimensionless pressure, PD, as the ratio
of the pressure rise needed to inject gas into a fully surfactant-saturated reservoir to the pressure needed to inject water into the same
fully liquid-saturated reservoir at the same volumetric injection rate Q. We calculate the pressure difference between the wellbore and
the outer radius by integrating rP(r) between rw and re (Al Ayesh et al. 2017; Salazar Castillo et al. 2020). Assuming a water viscosity
of 0.001 Pa�s, the expression for PD is
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Kapetas et al. (2017) Eftekhari and Farajzadeh (2017) 

No Surfactant and at Low Pressure 
Gradients

Range of CS = 0.03 wt% AOS, 0.1 wt% AOS, 0.5 wt% AOS, 
and 0.5 wt% Amphosol 

Swr = 0.25 Sgr = 0.2 Swr = 0.05 Sgr = 0.03 
k0
rw  = 0.39 k0

rg  = 0.59 k0
rw  = 0.72 k0

rg  = 0.59 
nw = 2.86 ng =0.7 nw = 4.42 ng =0.94 

Table B-1—Corey-Brooks parameters used in this study.
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PD ¼

ðre

rw

1

rkrtðSwÞ
dr

1

1; 000
� ln

re

rw

� � ; ðC-1Þ

where krt(Sw) denotes the total relative mobility of each characteristic. We compute the integral numerically using 300 characteristics
equally spaced in saturation from the point of tangency to Swr. Fig. C-1 illustrates the evolution of PD during the injection of the first
gas slug in a surfactant-saturated reservoir for the foam of Experiment 4 for the different fits explored here. In all cases, PD increases
abruptly and remains nearly constant until foam breaks through the outer radius (Boeije and Rossen 2015b).
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Fig. C-1—Injectivity for different fits for the data of Experiment 4. We use the foam scan data corresponding to Experiment 4. The
corresponding foam parameters and mobilities behind the shock are listed in Tables 1, 3, and 4.
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