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Abstract

This paper deals with aircraft trajectory control in the presence of model uncertainties and actuator faults.
Existing approaches, such as adaptive backstepping and nonlinear dynamic inversion with online model
identification, can be applied. However, since there are a number of unknown aerodynamic derivatives, the
tuning of parameter update law gains is time-consuming. Methods with online model identification require
excitation and the selection of a threshold. Furthermore, to deal with highly nonlinear aircraft dynamics,
the aerodynamic model structure needs to be designed. In this paper, a novel aircraft trajectory controller,
which uses the Incremental Nonlinear Dynamic Inversion, is proposed to achieve fault-tolerant trajectory
control. The detailed control law design of four loops is presented. The idea is to design the loops with
uncertainties using the incremental approach. The tuning of the approach is straightforward and there is
no requirement for excitation and selection of a threshold. The performance of the proposed controller is
compared with existing approaches using three scenarios. The results show that the proposed trajectory
controller can follow the reference even when there are model uncertainties and actuator faults.
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Nomenclature

Az, Ay, A, = specific forces along the body axis, m/s?

Ug, Vg, Wq = airspeed velocity components along the body axis, m/s

T, Y, 2 = position coordinates in the earth fixed reference frame, m

X, Y, Z = aerodynamic forces including thrust forces along the body axis, N
L, M, N = aerodynamic moments including thrust moments along the body axis, N
q = dynamic pressure, Pa

S = wing surface area, m/s?

¢, b = mean aerodynamic chord and wing span, m

Vv = total velocity, m/s

X = kinematic azimuth angle, rad

~y = flight path angle, rad

I = kinematic roll angle, rad

u, Au = input and incremental input

a, 3 = angle of attack, sideslip angle, rad

0, 0, = roll, pitch and yaw angles along the body axis with respect to the Earth frame, rad
D, q, T = roll, pitch and yaw rate along the body axis, rad/s

PLA = power level angle, rad

Ady, Abe, Ad, = incremental deflections of the aileron, elevator and rudder, rad
Oa; Oc, Op = deflections of the ailerons, elevators and rudders, rad

Sary Oc, Op = deflections of the right aileron, elevator and lower rudder, rad

Oals Oc, Ory = deflections of the left aileron and upper rudder, rad

Superscripts

des desired reference value generated by the controller

ref reference value given to the controller

exp expected value

1. Introduction

Civil aircraft are usually required to follow trajectories in three-dimensional space, such as those imposed
by air traffic control [I]. In the design phase of civil aircraft, safety is of critical concern. Many techniques
2, B, [, B 6, [7, 8 @, 10, 1] have been proposed to improve the safety level and reduce critical risks.
Conventionally, since the aircraft model is nonlinear, flight control systems are designed based on a number
of linearized models around certain operating points [3]. Next, a gain scheduling method has to be used to
blend the gains in different operating points into one controller.
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Using nonlinear control approaches, design of different operating points can be avoided. Linearization-
based methods, such as Nonlinear Dynamic Inversion (NDI) and Backstepping (BS), are nonlinear control
methods which can handle nonlinearities in the model. This paper also makes use of nonlinear control meth-
ods to design a trajectory controller. Aircraft trajectory control has been considered by several researchers
[T, 12, 13| 14} 15 16, [I7]. To design the trajectory controller, the uncertainties of aerodynamic derivatives
have to be considered since they can degrade the performance of the nonlinear control approaches. [12]
uses a sliding mode adaptive controller to reduce the influence of uncertainties. In [13], a control Lyapunov
function approach is applied. In [I4], a Command Filtered Backstepping approach which uses adaptive
function approximation is applied to design the trajectory controller. [I7] deals with model uncertainties
using the NDI method. The influence of model uncertainties is decreased by making use of a concurrent
learning approach [I7]. [I5] applies Adaptive Backstepping (ABS) [18] [19] with parameter update laws.
However, the computational load of the ABS is intensive and the tuning of the parameter update law gains
is time-consuming [20]. In [16], 2I], NDI is used to deal with the nonlinearities and the model uncertainties
influence is reduced by identifying the unknown parameters online. The method is validated on the SIMONA
(SImulation, MOtion and NAvigation) research simulator [16]. However, this method is based on parameter
identification and it requires excitation [16] which could limit its performance when there is no excitation.
Furthermore, to deal with highly nonlinear aircraft dynamics, an aerodynamic model structure needs to be
designed [22].

The present paper proposes a novel nonlinear controller for aircraft trajectory control. The NDI-based
approach is used to deal with nonlinearities in the model. The solution to cope with uncertain aerodynamic
derivatives is to make use of Incremental Nonlinear Dynamic Inversion (INDI) [23] 24, 25]. A control
structure with four loops are designed: position control, flight path control, attitude and angular rate
control. Through analysis, it is found that there are only model uncertainties in the flight path and angular
rate control loops. Therefore, these two control loops are designed based on the INDI control law while the
remaining two control loops are designed based on the NDI control law. An additional benefit of using the
proposed approach is that there is no need to design the aerodynamic model structure. The overall control
architecture of the trajectory controller and the detailed design are presented in the paper.

The performance of our approach is compared to the approach proposed in [I6]. The model-based
approach in [16] requires sufficient excitation, which may be difficult to obtain during failure situations. The
performance comparison is perform using three scenarios: no fault, model uncertainties, and actuator faults.
All three scenarios demonstrate the performance of the proposed trajectory controller.

The faults considered in this paper only include actuator faults. For Fault-Tolerant Control (FTC) in
the presence of sensor faults, the reader is referred to [26, 27, 28] 29] [30].

The structure of this paper is as follows: Section [2] presents the aircraft model which is used for designing
the trajectory controller. In Section[3] the four control loops and the distribution of model uncertainties are
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Figure 1: Aircraft reference frames

introduced. The detailed control law design is given in Section @] The position control and attitude control
loops are designed based on the NDI control approach while the flight path control and angular rate control
loops are designed based on the INDI control approach. In Section[5] the aircraft model and fault scenario are
presented. The baseline controller, Nonlinear Dynamic Inversion with model identification (NDI-MI), is also
presented. In Section[f] the performance of the proposed trajectory controller is compared to existing method
which is the NDI-MI. Their performances are compared under three scenarios. Finally, the conclusions are

given in Section [7}

2. Aircraft equations of motion

In this section, the aircraft model used for designing the control law is described. It is assumed that the
Earth is flat and non-rotating. Under this condition, the Earth-center Earth-fixed reference frame is equal
to the Earth-fixed inertial reference frame. The body reference frame (Ozpypzp), Earth-center Earth-fixed
reference frame (Ogxpyrzg), stability reference frame (Oxgyszs) and velocity reference frame (Oxyyy zv)
are shown in Fig. [I]

Define the inertial position vector of the aircraft as follows:
X0 = [’l}, Y, Z]T (1)

where z, y and z denote the position of the aircraft in the North, East and down directions. The derivatives

of the position vector are:

V cos x cosy
Xo = | Vsinx cos~y (2)
—Vsiny



Define:

X1 = [‘/7 XaIY]T (3)

where V is the total velocity of the aircraft, x is the kinematic azimuth angle and ~ is the flight path angle.

The dynamics of x; are [31]:

1 0 0
5i=lo pio 0 |Tvs 2 (4)
0 —1)V
% 0 0 X 0
=10 mviom 0 (TVB Y|+Tve | 0 > (5)
0 0 T;—‘lf Z mg

where Fp represent the total forces (including aerodynamic, propulsion and gravitational forces) acting
on the aircraft expressed in the body reference frame. X, Y and Z denote the sum of aerodynamic and
propulsion forces expressed in the body axes. Typ is the transformation matrix from the body frame to the
velocity frame and Tvyg is the transformation matrix from the Earth frame to the velocity frame. These

matrices are given as:

[ cos acos f3 sin 3 sin a cos 3
Tve = |—cosasinfcosp+sinasiny cosfcospu —sinasinBcosy — cosasin i (6)
—cosasinfsinpy —sinacosp  cosfsinpy  —sinasin Ssin g 4 cos acos
_cos X cosy sinycosy —sinvy
Tve=| —siny cos Y 0 (7)
cosxsiny sinysiny cosvy

The attitude angles are defined as:
x2 = [p, a, B]7 (8)

where g is the kinematic bank angle. « and g are the aerodynamic angle of attack and angle of sideslip,

respectively. Their kinematics are given as follows [31]:

-1

cosacosff 0 sina —x siny P
Xo=| smf 1 0 (-Tev| 4 |+]q|) 9)
sinacosf 0 —cosa X COS Y r

It should be noted that u is not directly measured onboard. It is integrated from Eq. @[)
Further define

x3 =w = [p,q,7]" (10)
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The dynamics of the angular rates of the aircraft are presented as follows [31]:
w=J"1'M-wx Jw) (11)

where J is the inertia matrix defined as

I=|-Ly I, -1 (12)
_Ia:z _Iyz Izz

M are the total moments acting on the aircraft which can be split into two parts:
M=M,+M,=M,+Cp,u (13)

where M, are the moments generated by the control surface deflections and M, are all moments except for

M,,. Cwm, are the coeflicients related to M,,, which are denoted as

Cléa O Clér
Cm,=q¢SCi| 0 O, 0 |,Ci=diag(bheb) (14)
C 0 C

Nsa ngr
where ¢ is the dynamic pressure, S is the wing area, b the wing span and ¢ is the mean aerodynamic chord.
The control surface deflections are u = [6, 6. d,]7, which are also the input to the system.

Eq. can be rewritten into the following affine-in-control form:

x3 = f3 + Gsu (].5)

where f3 = J7} (M, — w x Jw), G3 = J 1Cypp,,.

3. Control loops and uncertainty sources

In this section, the control loops and the relationships among them are given. Then, the uncertainty
sources are presented.

For the ease of explanation, define the following variables:

Xgef _ [xref7y7"ef7zref]T’ thies _ [Vref’ Xdes7,ydes]T (16)
x/2des _ [PLAdeS,/JJdES, ades]T7 xges _ [udes’ades,ﬁref]T (17)
Xges — [pdes7 qdes’rdes]T7 udes _ [&clles’ 6?65,5ges]T (18)

where superscript ref and des both denote the reference commands for corresponding variables. The
difference between them is that ref denotes the reference commands which are given for the controller to
follow and des denotes the desired reference commands generated by the controller.

The control law design is based on the following four loops:
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1. Position control loop
The objective of this control loop is to follow the trajectory reference xgef . The desired references

des

X and ,Ydes

are generated in this loop.
2. Flight path control loop

The objective of this loop is to steer x; to the given references x{°*. It generates the desired commands

pes and a?¢* for the attitude control loop. In addition, to follow the velocity reference Ve, it
generates the desired power level angle PLA* for the engine.
3. Attitude control loop

des

The objective of this control loop is to follow x5°° given by the flight path control loop. To control

des
3

the attitude, it provides the desired command x§°° for the angular rate control loop.

4. Angular rate control loop
des

This loop follows x5°° given by the attitude control loop. To achieve the objective, it provides the

desired command u?e® to the actuators such that the control goal can be achieved.

To compute the control law, the aerodynamic forces and moments need to be calculated. The aerody-
namic forces acting on the aircraft expressed in the body axis, denoted by F g, change the flight path, as
described in Eq. . The aerodynamic moments generated by the control surfaces (ailerons, elevators and
rudders), modify the angular rates, as described in Eq. . The attitude control loop contains no model
uncertainties, as seen in Eq. @

The aerodynamic forces can be expressed by Taylor series [32]. For instance, X can be expanded as

follows (higher-order terms are neglected for simplicity of explanation):

X = GSCx = 3S(Cx, + Ox,a+ Cx, 5> + Cix;, 0. + Cxpy  PLA) (19)
where 6. is the deflection angle of the elevator and PLA represents power level angle. Cx, and Cx, are
stability derivatives. C'x, and Cx,,, are control derivatives. These derivatives can vary according to various
flight conditions and are therefore not constant. To obtain these parameters, computer fluid dynamics or
wind tunnel tests are usually performed. However, accurate parameters in various flight situations are
difficult to obtain which leads to model uncertainties. Likewise, the aerodynamic moments can also be

expressed in Taylor series. M can be expressed as
c
M = gSC = GS(Caty + Crr, @ + Cat, = + Casy, 0e + Cripy o PLA) (20)

where Cyy,, and C)y, are stability derivatives. Cpy;, and Chyp, , are the control derivatives. Inaccurate Cyy, ,
Cwm,, Cu;,, and Chypp, bring model uncertainties in the control law design and can result in performance
degradation.

The uncertainties in these parameters must be taken into account when designing the control laws.
Researchers have proposed many adaptive controllers [I8], 20 [33], [34] which consider model uncertainties.
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Figure 2: Distributions of the model uncertainties and controllers

For instance, ABS [I8] [33] approaches are proposed which estimate the unknown aerodynamic forces and
moments by updating the parameter estimate through a specific update law. However, since there are many
parameters to be estimated, the tuning of the update law gains is time-consuming [20] and the adaptive
controller is computationally intensive [20]. In this paper, the idea is to design the control loop which has
model uncertainties using an incremental control approach. Since model uncertainties only exist in the flight
path control loop and the angular rate control loop, the incremental approach design is only applied to these
two control loops. This can be seen in Fig. [2l The other two loops, position control loop and attitude control

loop, are designed based on the standard NDI approach [35].

4. Trajectory control law design

In this section, the design of the control law for the four loops is presented. Finally, the overall control

architecture is presented.

4.1. Position control loop

The position control contains no model uncertainties and is designed based on the NDI control law. It

is assumed that the reference trajectory is generated through

grel Vel cos Xref cos 'y”ef
gref | = [ Vel sinymef cosymeS (21)
é,ref _Vref sin ,Yref



In this paper, we also try to follow the reference V7¢f. Through the last two equations of Eq. , the desired

reference commands for y and v can be calculated based on the standard NDI approach [35] as follows:
xes arcsin(v, /(V"¢/ cosy)) (22)
ydes —arcsin(v, / (V"))

where v, and v, are virtual controls which can be designed using classical linear control such as a Proportional-

Integral-Derivative control as follows:

v (6) = Kpe )+ K7 [ ey ()i + 1 2 (23)
v.(t) = Kbe,(t) + K7 /O e (r)dr + KD degt(t) (24)
where
ey(t) =y (t) — y(t) (25)
e(t) = 2" (t) — 2(t). (26)

and K%, K? and K%, are the gains for the position control loop.
ps D

4.2. Flight path control loop

The flight path control loop requires the calculation of the aerodynamic forces, which contains model

uncertainties. Therefore, it needs to be designed based on the incremental approach.

4.2.1. Design of ues

In the flight path control loop, the objective is to steer V', y and v to their references denoted as V"7,

des des

x%* and v%*. The virtual control variables are u, « and PLA. However, u, o and PLA do not appear

affine in Eq. . Therefore, the equation needs to be rewritten to be in the affine-in-control form.

Express the forces X and Z as follows:
X = GSCx = gS(Cx, + Cx.a+ Cxq% +Cx,, 00 + Cxpy o PLA) (27)
7 = qSCy = GS(Cyy + Cro0+ Cy, = + Cy, 60 + Cz,, , PLA) (28)

Since the virtual control variables are u, o and PLA, Egs. and can be rewritten into the
following:
X =¢SCx :qS(CXO+CXaa+CXpLAPLA) (29)

Z=3SCz =qS(Czy+ Cz,a+ Cyz,, ,PLA) (30)



where

CXO = CX — CXaOzf CXpLAPLA
C’ZO:CZ_CZQQ—CZPLAPLA (32)

Express Y as Y = mA, and substitute it with Egs. and into Eq. , it follows
0

w00 GS(Cx, + Cxpyp PLA+ Cx. 01
X1 = 0 mVlcOS'y 0 (TVB mAy + TVE 0 > (33)
0 0 7;7\1/ qS(C’Zo+CZpLAPLA+CZQOL mg

In the attitude control loop, S should be kept at zero. Therefore, it is reasonable to assume that [ is

close to zero. Under this condition, Eq. can be further simplified into
gS(Cx, + Cxp,  PLA+ Cx_a)

i 0 0 cos o 0 sin o
X1= |0 ey 0 sinasing  cosp  —cosasin mA,
0 0 -2 —sinacosp sinpg  cosacosp gS(Czy + Czp  ,PLA+ Cz_ a)
—mgsin-y
+ 0 (34)
mgcosy

First, let us derive u%*. Due to X = mA, and Z = mA,, the last two equations of Eq. can be

written as:
(= — (A, sinasing+ A A in 1) (35)
= « Sin asin s — A, cos asin

X Veoss sin asin g y COS [ cos asin i
1

= V(A"L sinacospu — Ay sinp — A, cos acos u — gcosy) (36)

Rewrite Eqgs. and into the following form:
(Agsina — A, cosa)sinp =V cosyx — Ay cos p (37)
(Agsina — A, cosa)cosp = VA + Ay sinp + gcosy (38)
des can be designed as follows:
(39)

The desired command p
vy Vcosy — Ay cosp

des
= arcta
K ' nVA,V—&-Aysinu—i—gcos*y

where v, and v, are the virtual controls which are designed in the same way as v, and v, which are given in
Eqgs. and . If further assume that A, is small, the control law can be further simplified as follows:
v,V cos

des
= arctan
s v,V 4 gcosvy
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4.2.2. Design of PLAY* and af°*
Next, the design of the desired commands PLA%* and a®* is presented. The design of PLA%* and a4

des

is different from that of p“¢®. This is because there are model uncertainties in the first and third equations
of Eq. . Therefore, they should be designed using the incremental approach.
In order to design the incremental control law, the system dynamics need to be written into the incre-

mental control form. First, write the first and third equations of Eq. into:

x1 = fi(x1,%2) + 81%2 (41)
where
x1 = V", %2 = [PLA, )" (42)
¢ —gsinv—i—%(c_’xo cosa + Cyz, sina) (43)
1= . _ _ _
—w — £ — %(—CXO sin accos p 4+ Cz, cos acos )

- gs V(Cxp,,cosa+ Cyz,, ,sina) V(Cx, cosa+ Cgz, sina) (44)

g1 =——

mV

Cxppasinacospy —Cyz,, ,cosacosy Cx, sinacosp — Cyz, cosacos

According to [23] 24 B6], Eq. can be written into the following incremental control form:
X1 =X1,0 + 814X (45)
where
%10 = f1(X1,0,X2,0) + 81%X2.0 (46)

where X; 0 and X2 ¢ denote X; and X3 at the last time step. 5’(1,0 denotes the derivative of X; at the last
time step.

Then the desired virtual incremental input Ax, can be designed by
A%y = g7 (vx, — X1,0) (47)

where vz, = [vy, l/ﬂ,]T is designed based on the errors between V, v and V7ef, ~des,

The final desired command for X5 can be given by
%4 = %90 + A%y (48)
There are two engines, of which the desired references PLA* and PLA%** are both equal to PLA9S.

4.2.8. Calculation of the derivatives T g
X1,0 can be calculated using different approaches. It can be calculated using the sliding mode differentia-

tor [37]. Alternatively, it can also be obtained using a second-order low-pass filter. According to [23], X1,0

11
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:E2,O 524+2¢rwnstw?
Figure 3: Block diagram of the flight path control loop
can be computed by passing X; o through the following washout filter:
2
SWw,
. (49)

§2 4 2(pwns + w2
with ¢, = 0.8, w, = 25 rad/s. These are selected by trial and error to reduce the influence of noise [23].
The overall block diagram of the flight path control loop is shown in Fig. [3] It can be noted in the figure

that to calculate Z2, a second-order filter is used to counteract the influence of phase delay [3§].

4.8. Attitude control loop

In this control loop, the objective is to follow pde®, a® and f7¢f. pdes, o have already been given in
the flight path control loop. 87¢ is set to zero to enable coordinated turns. The virtual control variables
are the angular rates w. In this control loop, there is no model uncertainty. Therefore, there is no need to
design an incremental control law.

The desired virtual control law, based on the standard NDI approach [35], is given as follows:

pdes cosacosB 0 sina | |y, —xsiny
g | = sin 8 1 0 vo | + Tov ¥ (50)
rdes sinacosf 0 —cosa| [va X COS 7Y

where Tpy = T{,B. Vu, Vo and vg are virtual controls designed based on the errors between ples ades

pref and p, a, B. It is seen from Eq. that in order to calculate the virtual control law, x and % are

12



required. This can be calculated using Eqs. and . In these equations, A,, A, and A, are directly

measured by the accelerometers of the aircraft.

4.4. Angular rate control loop

In this control loop, the control objective is to follow the angular rate references generated by the attitude
control loop denoted as p®*, g% and r?*. The control variables are the control surface deflections denoted
as ues (§des | §9es and §9¢%). As mentioned, there are also model uncertainties in this control loop. Therefore,
this loop also has to be designed based on the incremental control approach.

As done in the flight path control loop, Eq. can be rewritten into the following incremental form:

5(3 = )'(3,0 + GgAll (51)
with
X3,0 = f30 + Gzug (52)
where
Do a0
X3,0 = [qo| U0 = |dep (53)
7o 0r,0

x3,0 denotes the derivatives of x3 in the previous time step. f3y and uy denotes f3 and u in the previous
time step. The calculation of X3 o can be done in the same way as that of X1 o through the use of .

Now the desired incremental control law can be presented as follows:

Aéges Vp Po
aute = | agtes| = G5 (fwy| = fdo] ) (54)
Agdes vy o

des

where v, v, and v, are virtual controls designed based on the errors between p@es, g% r¢s and p, ¢, r.

des

The final desired control law u®®® is computed as follows:

6368 5(170 Aé‘ges
stes| = |6.0| + |Ad2es (55)
sdes| 0| |Agdes

The block diagram of the angular rate control loop is shown in Fig.[dl In the figure, u®? are the expected

control surface deflections and will be discussed in more details in Section Bl
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pdes Vp u R
des des ”
q Vg . w!
+ Vp Po
rdes i _1 i Actuator | U™?
—)(%?—) PID control » G ( Vgl = | do ) >
g _ A model
Vp To +
p
q
T 2 X3,0 ug 2
~ swy ) wy
1 5242 wp stw? 5242Cnwn s+w2 <
Figure 4: Block diagram of the angular rate control loop
PLAdes
zrel yref udes pdes 52168 Faults Oa
yref Xdes ades qdes 6?65 56
sref ,ydes /))Tfif pdes 5;ies S,
Position Flight path Attitude Angular rate )
— —> —> —> ——> Actuator —> Aircraft
—> control —> control —> control —>  control
T 14 0 p
Y X « q
z ¥ T

Figure 5: Block diagram of the proposed trajectory controller
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4.5. Control structure

The block diagram of the control loops is given in Fig.[bl In the figure, the reference commands and the
desired reference commands generated by each control loop are shown. The performance of this trajectory

controller will be demonstrated in the following sections.

5. Aircraft model and baseline controller

In this section, the aircraft model, the actuators and the control allocation scheme are introduced first

in Section In Section the baseline controller, which is propose in [I6], is briefly introduced.

5.1. Aircraft model and control allocation

The aircraft model used is the Cessna Citation aircraft [39] shown in Fig.|l] The actuator dynamics are
modeled as first-order low-pass filters 1/(7s 4+ 1). The parameter 7 and the position limits of the actuators
are given in Table [I] There are two engines onboard the aircraft. The thrust is controlled by the throttle
(power level angle). The power level angle is within [0.2356, 1.0820] rad.

Table 1: Time constants and position limits of the actuators

Actuator 1/7  Minimum position limit Maximum position limit  Unit
elevator 13 -0.35 0.26 [ rad ]
aileron (left/right) 13 -0.65 0.65 [ rad |
rudder (upper/lower) 13 -0.38 0.38 [ rad |

For reconfiguring the controller, the left and right ailerons are assumed to be actuated by independent
actuation systems such that they can deflect independently. Furthermore, the rudder is split into an upper
part and a lower part in a way such that the effectiveness of these two parts are the same. Such a configuration
is also considered in other papers such as [40, [41].

The positive deflections are defined in the conventional way. For example, positive d, means the left
aileron deflects upwards and the right aileron deflects downwards.

Although there are two independent rudders and two independent ailerons, the controller design does
not consider them as independent. Since the control surface commands computed by the INDI controller

are [63¢5, §de5 §2¢5]T the desired commands of the two rudders and two ailerons are as follows:

ol = ges = odes (56)

A (57)

where §d¢s, §des §des and §9¢% denote the commands for the left aileron, right aileron, upper rudder and

lower rudder, respectively. Take the upper rudder for example, even if it is stuck, the command generated
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6des

for its deflection is still §2°. The effectiveness of the control surface pairs are assumed to be the same such

that the parameters in Eq. can be denoted as:

Cis, = Cis,, + Cis,,,. = 2Cl5,, (58)
Ci5, = Cis,., + Cis,, = 2Cy5,, (59)
Chs, = Cns,, + Crs,, = 2Cys5,, (60)
Cns, = Chns,,, + Cns,, = 2Chs,, (61)

5.2. Baseline control approach: NDI-MI

In this section, a baseline control approach used for comparison, NDI-MI [I6], is briefly introduced.
The NDI-MI uses Eq. for flight path control and Eq. for angular rate control while the INDI uses
Eq. for flight path control and Eq. for angular rate control. The core of the NDI-MI is to identify
the unknown parameters online to reduce the model uncertainty. Take the lateral motion for example, the

lateral force and moments are assumed to be expressed as follows:

pb rb

=qSCy =qS(Cy, + Cy, B+ Cy, = oV +Cy,.—— 2V + Cys, 057 + Cyy, 0777) (62)
b exr exr
=qSC; = qS(Clo +015/B+ Olp oV + Clr 2V + C’lé 5 Py Ols 0y p) (63)
pb rb
= exp exp
=qSCp = qS(Cpy +CpyfB+ Onp 5V +Ch, = Y + Chns, 057 + Cpy 6,7) (64)

where 65" and 65", which can be obtained using the actuator model as shown in Fig. [0} denote the expected
actuator deflections. The NDI-MI also treats the control surface pairs as one control surface. For instance,

it does not identify Cjs,, and Cjs,,, but only identifies Cjs5,. The aerodynamic model structure in Eqgs. —

is a simplified structure. To deal with aircraft dynamics with significant nonlinearities, a more complex
structure should be designed [22] [T4]. However, this is not required if the proposed approach, which uses
the INDI, is used. The differences between 05*7, §$*, 65*P and dg,, e, d, are shown in Fig. @ It is seen that
the expected deflections 0577, 5P, §<*P are free from the influence of faults.

First, the lateral force coefficient C) and lateral moment coefficients C; and C,, are calculated [16]. Then

the parameters can be identified using parameter estimation methods such as the recursive least squares

method [16]. The identified parameters are denoted as:

Cyo ’ C’y/% ’ vap, éyr’ éyéa ’ Cysr (65)
C,,C,. G, G, Gy, oy (66)
énoa éng bl éﬂp 9’ én,\a énsa I énsT. (67)

When an actuator fault occurs, the above parameters can change due to the difference between the true
and expected actuator deflections. In this case, the parameter estimation process needs to be re-initialized
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Figure 6: True and expected actuator deflections

in order to identify the change of the parameters. The re-initialization is triggered by statistics monitoring

[16]. Define

N.
L N
Miat = 5~ Y _(ACY; + ACE; + ACT ) (68)

W oi=0

where N,, is a pre-selected size of a moving window and

b b EeX: ex
ACyi = Cy— (Cyy + Cyu 8+ €, 22 o7 + Gy gz + Cus, 0577 + Cy, 65°7) (69)
b EXT Eex
AC,; =C) — (Clo+cl55+0lpﬁ+clr2v+cl5 o pJFCl(; 0,7 (70)
pb rb
.= Ll exp exp
ACy; = Cp— (Cpy + C B+ Cr 2 2+ Coy g Cing 0577+ Cong 6577 (71)

The parameter estimation needs to be re-initialized when the following is satisfied:
Mot > Ty, (72)

where T}y, is the threshold to trigger the re-initialization of the parameter identification. Furthermore,

define the following difference between the real values of C,,, C;, C;, and the estimated ones using the NDI-MI

as follows:
ACy = Cyreat — (Cyy + Cyp B+ Gy, 2 by Gyt A Cys, 057P + Gy, 5E°P) (73)
2v 2V
AC) = Clyear — (Ciy + C1y B+ Cy 22 % b G, 23 + Cyy, 657P + Gy, 5P (74)
ACy = Cpreat — (Crg + Cy B+ cnp% +C,, 23 + Chy 05°P 4 Cyy 827P) (75)

where Cy real, Clreal; Cn,real are the real values of C,, C; and C),, which is obtained from the Citation
model [39]. AC,, AC; and AC,, can be used to evaluate the identification performance of the NDI-MI [21].
17



Similarly, the re-initialization of the parameter identification for the longitudinal motion is triggered

when
Mlong > TMlong (76)

where Mjong and TM,W are defined the same way as M, and Thy,,, - TMmg is the threshold to trigger the
re-initialization of the parameter identification. AC,, AC, and AC,, are defined to denote the differences
between the real values of C, C,, C}, and the estimated values using the NDI-MI.

A comparison of NDI-MI with the proposed approach will be demonstrated in the following section.
Remark: Since the NDI-MI uses Egs. and , it requires the aerodynamic model structure (described
by Egs. , and ) This aerodynamic model structure can change during the whole flight envelope
[15]. It also changes when there are actuator faults. Consequently, the performance of the NDI-MI degrades
when the aerodynamic model structure is not accurate. However, the proposed method using the INDI is

less sensitive to the the aerodynamic model structure since it does not require the complete aerodynamic

model as can be seen in Eq. and (51)).

6. Performance validation results

In this section, the performance of the trajectory controller using the INDI will be demonstrated. The
trajectory reference in three-dimensional space is given in Fig xz7¢f yref and 27¢f are given in Fig.
Besides, V"¢ = 90 m/s and 37¢/ = 0 rad. This means that the aircraft should fly at a constant speed and
perform coordinated turns.

To demonstrate the performance of the proposed trajectory controller, the NDI-MI is also applied to
control the trajectory of the aircraft. The control gains of the four loops used for both controllers are given

in Table[2] In the table, Kp, K; and Kp are the PID gains for each loop.

Table 2: Control gains for four loops

Gains Position Flight path Attitude Angular rate

Kp 1 1.5 2.5 5
K; 0.01 0.01 0.5 0.5
Kp 0.05 0.05 0.5 0.5

The initial states of the aircraft is:

z = —2000 m, v = —3m/180 rad,

V=90 m/s, a=3.27/180 rad
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Other states are close to zero and are not shown. In Section the actuator fault scenario is introduced.
The performance of the proposed trajectory controller with the one using the NDI-MI is compared under

three scenarios which is presented in Sections [6.2] [6.3] and [6.4]
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(a) Trajectory reference in three-dimensional space (b) z"ef, yref and z7ef

Figure 7: Results of aircraft trajectory control without faults

6.1. Actuator fault scenario and modeling of the faults

In this section, the modeling of the actuator faults are presented.

The actuator faults considered in this paper are jamming faults where the control surfaces are stuck at

a certain position. The specific fault occurrence time and stuck position is given in Table

Table 3: Actuator faults

Time interval Actuator Fault type Stuck position Fault unit

t>25s left aileron  Jamming 0.56 [rad]
t>50s upper rudder  Jamming 0.2 [rad]

It can be seen that during 25 s < t < 100 s, the left aileron is stuck. During 50 s < ¢t < 100 s, the left

aileron and the upper rudder both fail. Therefore, simultaneous actuator faults are taken into account in

this paper.

6.2. Validation in the absence of faults

In this section, the performance of trajectory control using the NDI-MI and the INDI is compared. In

this section, there are no actuator faults.
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Both controller require initial values for the aerodynamic parameters (control and stability derivatives).
For the INDI, once the initial parameters are given, they are considered fixed during the whole flight. For
the NDI-MI, although it requires initial parameters, the initial parameters will be changed due to the on-line
model identification. This scenario is to test the performance of the controllers in a nominal situation when
there are no model uncertainties and faults. Therefore, the initial parameters given to the controllers are

both the real parameters of the aircraft at the initial condition.

Results of using the NDI-MI

The trajectory control results using the NDI-MI are shown in Fig. |8l As can be seen from Fig. the
trajectory can follow the reference. The true and desired V', x and - are shown in Fig. As can be seen,
the response is satisfactory. The velocity is kept within 85-95 m/s. This is acceptable since the engine of
the aircraft is not as powerful as a fighter. The engine power level angles are shown in Fig. It is seen
that saturations are observed. The fluctuations in the beginning of v response is caused by the fact that the
initial 7 is not zero and the aircraft needs to reach a new equilibrium to hold the altitude.

The control inputs are presented. Fig. shows PLA, and PLA5. The control surface deflections dg;.,
d. and d,; are shown in Fig. The control surface deflections ¢, and 6,, are the same as d,, and §d,;
respectively and are therefore not shown.

The differences between the real C,, Cy, C., C}, Cy,, C, and their estimates using the NDI-MI are
shown in Figs. and respectively. It is seen that all the differences are close to zero-mean, which
indicates that the performance of the on-line model identification is satisfactory. This performance can be

further improved by the re-identification, which is introduced in the following section.

Results of using the INDI

The trajectory control results using the INDI are shown in Fig. @ It is seen from Fig. that the
trajectory can follow the reference. The tracking performance is satisfactory. V, x and 7 can follow the
desired reference generated by the position control loop, as shown in Fig.

The attitude response using the INDI is shown in Fig.|9(c)l p, a can follow their desired references and
[ is smaller than 0.2 deg. The desired references for p, ¢ and r are shown in Fig. It is seen that the
references are tracked well and no oscillations are observed.

Finally, the control inputs using the INDI are shown in Fig. and It is seen from Fig. that
PLA; and PLA; also reach their limits. The deflections d,,, d. and d,; are shown in Fig.|9(f)l It is seen that
no oscillations are present. Control surface deflections d,; and §,,, are the same as d,, and §,; respectively

and are therefore not shown.
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Comparison in the absence of faults
In this scenario, the performance of both the INDI and NDI-MI is satisfactory. The RMSEs of the
tracking errors of z, y, z are shown in Fig. [I0] It is seen that the RMSEs of both controllers are close,

especially the RMSEs of y and z.

6.3. Validation in the presence of uncertainties

In this scenario, the initial parameters given to the two controllers are modified to generate model
uncertainties. Then these parameters with model uncertainties will be given to the controllers to test the
performance of the controllers in the presence of model uncertainties. It should be noted that the model
uncertainties can also be viewed as the results of structural faults.

Persistent excitation is important in system identification. Although the requirement of persistent excita-
tion is weaker using the NDI-MI [16], excitation is still needed in order to identify the derivatives. To ensure
proper identification, a trigger for re-identification is required. To trigger the re-identification, thresholds

(T, and Tag,,) have to be chosen.

Results of using the NDI-MI

First of all, all the parameters are multiplied by 80%. The result using the NDI-MI are shown in Fig.

The trajectory of the aircraft is shown in Fig. It is seen that the aircraft trajectory can follow the
reference well despite the model uncertainties. The control inputs are shown in Fig. No saturations
are observed from the figure.

The reason why the NDI-MI worked in the presence of model uncertainties is due to the triggered re-
identification. To trigger the re-identification, choosing the thresholds is critical. If the threshold is “large”,
it could lead to failure of the model identification (this will be demonstrated later on). In this case, the

following thresholds are chosen:
Tw,,,, = 0.003, Ty, =9 x 107 (77)

Miong and Mjq; together with the thresholds using the NDI-MI are shown in Fig. It is seen that
both Mjong and M, exceed their thresholds and triggered the re-identification. The re-identified parameters
are shown in Fig. [L1(d)|

To further evaluate the performance of the NDI-MI, the differences between the real Cy, Cy, C;, Ci, Cppn,
C,, and their estimation using the NDI-MI are shown in Figs. and respectively. It is seen that
all the differences are zero-mean, which indicates that the performance of the on-line model identification is

satisfactory.
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In the following, the performance of the NDI-MI, when different thresholds are chosen, is demonstrated.

The thresholds are slightly increased as follows:
T, = 0.004, Tyy,, =125 x 1072 (78)

The results of using the NDI-MI are shown in Fig. In this case, Mjong and Mj,; together with the
thresholds using the NDI-MI are shown in Fig. It is seen that the thresholds are not exceeded until
after t = 62 s. In the first 60 s, the aircraft can still follow the trajectory reference, as shown in Fig
However, it can be seen from the control surface deflections (Fig that after ¢ = 10 s, significant
oscillations are observed. This is caused by the model uncertainties. After ¢ = 10 s, there are longitudinal
and lateral maneuvers and the aerodynamic parameters can further change due to the change of the flight
condition. Although the parameters are identified on-line, without the re-identification, convergence of
parameter estimation is not guaranteed. Consequently, incorrect estimated parameters (shown in Fig.
lead to the oscillations of the control surfaces.

The differences between the real C;, Cy, C,, C}, C,,, C,, and their estimated values using the NDI-MI,
when there are no re-identification, are shown in Figs. and As can be seen from the figures, the
differences are no longer zero-mean, which confirms that the estimated parameters are not correct.

The results when different thresholds are chosen demonstrate the importance of choosing a reasonable
threshold. Further simulations indicate that when the parameters are multiplied with different constants,
different thresholds should be chosen in order to trigger the re-identification. However, there are no rules
for choosing the thresholds.

In the next, the model uncertainties are increased. All the parameters are multiplied with 50%. In
this case, the aircraft is no longer able to follow the trajectory even when the parameter re-identification
is triggered and the simulation is terminated around ¢t = 5.7 s, as shown in Fig. The control surface
deflections are shown in Fig. It is seen from the figure that the elevator reaches its position limit.

Results of using the INDI

In contrast, the performances of using the INDI, when all the parameters are multiplied with 80% and
50% respectively, are similar as the case when there is no model uncertainty and the results are not shown.
This also demonstrates the benefits of the INDI. Its performance is still satisfactory when there are model

uncertainties.

Comparison in the presence of model uncertainties
In this section, the performance of both controllers when there are model uncertainties is compared. It
is shown that the performance of the controller using the NDI-MI depends on the chosen thresholds. The

controller using the INDI does not require a threshold. When the initial parameters are multiplied with
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80%, the performances of both controllers are similar. When the parameters are multiplied with 50%, the
controller using the NDI-MI can no longer follow the reference whereas that using the INDI can still follow

the reference well. This demonstrates one benefit of using the INDI: it does not require choosing a threshold.

6.4. Validation in the presence of actuator faults

In this final scenario, a more challenging problem is considered. The model uncertainties are included in
the parameters by multiplying each parameter with 50%. In addition, the actuators faults, which are given
in Table |3 are also considered. Since the NDI-MI does not work when the parameters are all multiplied
with 50%, its performance is not shown in this section.

The results using the INDI are shown in Fig.[T4] No significant difference between the trajectory and its
reference is found in Fig. Its performance is comparable with the scenario when there are no faults
or model uncertainties. However, slight differences and performance degradation can still be observed. At
t =25sandt=50s, x, uare influenced by the faults, as can be seen from Figs. and Especially,
[ is influenced. Two peaks are generated due to the faults. 3, which is around 0.1 deg when there are no
faults, reaches 0.6 deg in this scenario. p and r are also influenced and cannot follow their references well
when the faults occur, as observed from Fig.

The control surface deflections §,; and §,,, are shown in Fig. It is seen that they are stuck at ¢t = 25
s and t = 50 s respectively. The control surface deflections d,,, d. and d,;, which provide the remaining
control authority for reconfiguration, are shown in Fig. In order to compensate the influence of the

faults, d4, and d,; are controlled to deflect opposite angles of which d,; and §,,, are stuck at.

7. Conclusions

This paper proposes an aircraft fault-tolerant trajectory controller. The nonlinearities in the aircraft
model are dealt with using a Nonlinear Dynamic Inversion (NDI) approach. The uncertainties in the
aircraft model are treated by the Incremental Nonlinear Dynamic Inversion (INDI) approach. The trajectory
controller is split into four control loops: position control, flight path control, attitude control and angular
rate control. The detailed control law of the flight path control and the angular rate control loop, which use
the INDI approach, are presented in the paper. The other two loops, position control and attitude control
loops are designed based on the standard NDI approach.

The performance of the proposed trajectory controller is compared to an existing control approach which
is Nonlinear Dynamic Inversion with model identification (NDI-MI). Their performances are compared using
three scenarios. The drawback of the NDI-MI is that it requires excitation and a selection of thresholds.
The results of the comparison demonstrate the superior performance of the proposed controller which does
not require sufficient excitation and choosing thresholds. Therefore, the proposed controller is more robust
to model uncertainties in increasing the safety of the aircraft in the presence of actuator faults.
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In the future, an experiment of the proposed approach on a fixed-wing unmanned aerial vehicle is highly

recommended. Through doing this, the performance of the proposed approach can be validated under

real-life model uncertainties and fault scenarios.
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Figure 8: Results of aircraft trajectory control using the NDI-MI without faults.
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Figure 9: Results of aircraft trajectory 7control using the INDI without faults
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Figure 11: Results of aircraft trajectory control using the NDI-MI with thresholds (77) in the presence of model uncertainties.
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Figure 12: Results of aircraft trajectory control using the NDI-MI with thresholds (78] in the presence of model uncertainties.
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Figure 13: Results of aircraft trajectory control using the NDI-MI in the presence of model uncertainties (parameters multiplied

with 50%).
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Figure 14: Results of aircraft trajectory control using the IN%I in the presence of model uncertainties and actuator faults.
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