
 
 

Delft University of Technology

Exploring the Viability of ChatGPT for Personal Data Anonymization in Government
A Comprehensive Analysis of Possibilities, Risks, and Ethical Implications
van Staalduine, C.M.C.; Zuiderwijk, Anneke

DOI
10.1145/3678264
Publication date
2025
Document Version
Final published version
Published in
Digital Government: Research and Practice

Citation (APA)
van Staalduine, C. M. C., & Zuiderwijk, A. (2025). Exploring the Viability of ChatGPT for Personal Data
Anonymization in Government: A Comprehensive Analysis of Possibilities, Risks, and Ethical Implications.
Digital Government: Research and Practice, 6(2), Article 24. https://doi.org/10.1145/3678264

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1145/3678264
https://doi.org/10.1145/3678264


Exploring the Viability of ChatGPT for Personal Data Anonymization 

in Government: A Comprehensive Analysis of Possibilities, Risks, and 

Ethical Implications 

NINA VAN STAALDUINE , Faculty of Technology Policy and Management, Delft University of Technology, 

Delft, Netherlands 

ANNEKE ZUIDERWIJK , Faculty of Technology Policy and Management, Delft University of Technology, 

Delft, Netherlands 

Research on the potential use of ChatGPT for anonymizing texts in government organizations is scarce. This study exam- 

ines the possibilities, risks, and ethical implications for government organizations to use ChatGPT in the anonymization 

of personal data in text documents. It adopts a case-study research approach, including informal conversations, formal in- 

terviews, literature review, document analysis, and experiments. The experiments using three types of texts demonstrate 

ChatGPT’s proficiency in anonymizing diverse textual content. Furthermore, the study provides an overview of significant 

risks and ethical considerations pertinent to ChatGPT’s use for text anonymization within government organizations, re- 

lated to themes such as privacy, responsibility, transparency, bias, human intervention, and sustainability. The current form 

of ChatGPT stores and forwards inputs to OpenAI and potentially other parties, posing an unacceptable risk when anonymiz- 

ing texts containing personal data. We discuss several potential solutions to address these risks and ethical issues. This study 

contributes to the scarce scientific literature on the potential value of employing ChatGPT for text anonymization in govern- 

ment settings. It also offers practical insights for civil servants coping with the challenges of personal data anonymization, 

emphasizing the need for the cautious consideration of risks and ethical implications in the integration of AI technologies. 
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 Introduction 

overnment organizations worldwide are exploring the potential of Artificial Intelligence (AI) for the delivery
f public services [Van Noordt and Misuraca 2022 ]. For example, AI is commonly utilized to improve delivery
ystems and facilitate the dissemination of information to citizens and businesses [Van Noordt and Misuraca
022 ]. In the literature, AI is often referred to as a catalyst for improving efficiency and effectiveness within
he public sector [Toll et al. 2020 ]. Moreover, AI use in public sector organizations may improve service quality,
educe lead times, support governments to make unbiased decisions in case handling [Lindgren et al. 2019 ], and
nhance citizens’ trust in government [Dwivedi et al. 2019 ]. 

One AI tool that received considerable attention is ChatGPT, a language model proficient in text processing
nd generating content. Due to its functionalities, ChatGPT possesses the capability to comprehend the context
f a dialogue and produce fitting replies [Deng and Lin 2022 ]. Additionally, it can generate responses in various
anguages [Deng and Lin 2022 ; Hariri 2023 ]. ChatGPT has the potential to enhance efficiency by automating
onversations, producing responses more accurately than typical interactions [Deng and Lin 2022 ], and notably
owering costs for businesses and governments that depend on customer service chatbots [Deng and Lin 2022 ;
ariri 2023 ; Paul Ueno and Dennis 2023 ]. It has also been suggested that large language models like ChatGPT

an be used for text anonymization, where anonymization is defined as safeguarding an individual’s privacy by
liminating or disguising personally identifiable information [Datta et al. 2023 ]. 

In sum, several studies already examined the use of AI in government [Ahn and Chen 2022 ; Valle-Cruz and
andoval-Almazan 2018 ; Van Noordt and Misuraca 2022 ]. However, given the recent launch of ChatGPT, there
as been limited prior investigation into whether ChatGPT can be employed for the anonymization of texts
ithin government organizations and what the implications of this employment would be. As the application of
I in government may be both time- and cost-efficient, this lack of research is a missed opportunity. The main

esearch objective of this study is to examine the possibilities, risks, and ethical implications for government
rganizations to employ ChatGPT in the anonymization of personal data in text documents. This study con-
ributes to the scarce scientific literature on the potential value of ChatGPT for personal data anonymization in
overnment. In addition, it has practical value for civil servants who face the challenges of data anonymization
n practice including resource-intensive and costly processes. 

This article is structured as follows: The next section describes the research background and gives more in-
ormation about the development of ChatGPT. Then, the research design is described, followed by the results of
everal data anonymization experiments. Finally, we provide an overview of significant risks and ethical issues
elated to ChatGPT and its use for anonymization within a specific government organization. 

 Research Background 

his section describes the technology behind ChatGPT and, specifically, its operation (Section 2.1 ), followed by
n overview of previous research on ChatGPT (Section 2.2 ). 

.1 The Operation of ChatGPT 

n November 2022, OpenAI launched a new chatbot called ChatGPT. ChatGPT, short for Generative Pre-Trained
ransformer, is a form of generative AI. Generative AI applications have the ability to autonomously create
uman-like content such as text, audio, code, music, and images [Dasborough 2023 ; Fui-Hoon Nah et al. 2023 ].
oreover, such AI applications can consolidate data from different sources for analysis [Dasborough 2023 ;

ui-Hoon Nah et al. 2023 ]. ChatGPT, specifically, can generate both text and code. It functions as a language
odel, more specifically, a Large Language Model (LLM), developed based on a neural network known as “Trans-

ormer,” which stands as one of the latest advancements in this field [Shen et al. 2023 ]. It was trained on a massive
ataset of around 45 terabytes of text data [Cooper 2021 ]. This extensive training allows ChatGPT to gener-
te content that closely resembles human-written text. ChatGPT has the potential to anonymize data based on
igit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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he Named Entity Recognition (NER) principle. NER aims to identify and classify important nouns and proper
ames in a given text [Mohit 2014 ]. By labelling words in sentences, names can be recognized, which facilitates
nonymization. 

Computers, such as ChatGPT, comprehend language through the technique of word embedding, where words
re converted into numerical values (vectors in a high-dimensional space), while preserving the semantics
nd syntax of the words [Wang et al. 2019 ]. Tokens are frequently occurring sequences of characters in text
OpenAI 2024 ]. They can consist of meaningful and recognizable words or series of letters that often appear in
ords but lack inherent meaning. ChatGPT uses the word embedding of tokens to assist computers in under-

tanding the meaning of words, including compound words. 
The training of a language model roughly involves two steps: unsupervised pre-training and supervised fine-

uning [Radford et al. 2018 ]. During pre-training, the model learns to predict the next token given a sequence of
okens by comparing the output with the correct token. In this way, the model autonomously learns to recognize
atterns in a large amount of text. Supervised fine-tuning is the second part of the training process, involving
uman guidance to teach the language model to follow instructions correctly [Ouyang et al. 2022 ]. People provide
he desired output for different inputs, and the model learns from these examples. Subsequently, a reward model
s trained as humans rank the different outputs associated with the same input. Through the reward model and
einforcement learning, the model undergoes further fine-tuning. In fine-tuning, efforts are made to ensure that
he model responds “helpfully,” “honestly,” and “harmlessly” [Askell et al. 2021 ] to align with the needs and
ntentions of users [Lowe and Leike 2022 ]. 

.2 Previous Research on ChatGPT 

xtant research discusses the significant societal benefits generated by the capability of ChatGPT to generate
uman-like text. These benefits range from fulfilling small writing tasks to assisting in composing extensive
cientific pieces [Salvagno et al. 2023 ; Van Dis et al. 2023 ]. Embracing the advantages of AI could lead to break-
hroughs across various fields, driving accelerated innovation [Van Dis et al. 2023 ]. Scholars state that the tech-
ology behind ChatGPT has the capacity to tackle cybersecurity issues, safeguard against threats and attacks, and
ackle the challenges linked to our growing dependence on technology and the internet [Alsumayt et al. 2024 ]. 

Some studies investigated the use of ChatGPT in government. ChatGPT could prove beneficial for public
gencies, as ChatGPT has the potential to simplify the decision-making process of the public sector [Cao et al.
024 ]. Moreover, ChatGPT enables a broader range of stakeholders to contribute to policymaking, policy analysis,
nd strategic planning in governmental organizations [Cao et al. 2024 ; J. Huang and Huang 2023 ] and better
nvolve citizens [J. Huang and Huang 2023 ]. Various applications of ChatGPT to government services have been
dentified, such as open government data portals [Mamalis et al. 2023 ], citizen services, tax filing, and voting
rocesses [J. Huang and Huang 2023 ]. A study by Yang and Wang [ 2023 ] focused on the public acceptance of
ntegrating ChatGPT into government services. They found that the public acceptance in this context hinges
rimarily on perceived risk, trust, and meeting demand, identifying these three factors as the most crucial. In
ddition, anonymizing data has been mentioned as a potential use case for ChatGPT in court documents within
he Italian Public Administration, where AI-based anonymization can effectively obscure personally identifiable
nformation [Datta et al. 2023 ]. 

Although AI applications may be valuable in a government context, AI-based data anonymization should not
ubstitute standard data privacy best practices. The degree of anonymization and deidentification of such tools
an vary, and even the most well-trained AI model cannot ensure that a document cannot be traced back to
ts original source. Patsakis and Lykousas [ 2023 ] recently carried out an experiment where ChatGPT was used
o examine if anonymized texts about celebrities can be deanonymized using ChatGPT and found that GPT
emonstrated remarkable results in the deanonymization of text on famous people and outperformed humans

lmost three times. 

Digit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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Hence, in addition to the potential benefits, previous research examined the prospects and challenges of us-
ng LLMs such as ChatGPT, emphasizing the treats of privacy and data security issues in the use of ChatGPT
Alsumayt et al. 2024 ; K. Huang et al. 2023 ; Nazir and Wang 2023 ]. For example, it is stated that deploying
hatGPT as a tool requires careful consideration, given that it is a novel technology, and numerous questions
bout its functionality remain unanswered. González-Gallardo et al. [ 2023 ] investigated NER with ChatGPT,
evealing limitations in its effectiveness. Other studies discuss the ethical implications of ChatGPT, including
rivacy and responsibility issues [Mattas 2023 ]. Particularly in an organization dealing with confidential infor-
ation and personal data, extra attention must be given to these considerations. 
From our literature review, we conclude that previous research addressed the potential and risks of using

hatGPT in government. Nevertheless, our review barely identified studies exploring whether ChatGPT or sim-
lar language models can be employed for personal data anonymization within a government setting. The out-
omes of such research could have a tangible impact on addressing labor shortages and reducing the high work-
oad for government officials. 

 Research Design 

his study examines the possibilities, risks, and ethical implications for government organizations to employ
hatGPT in the anonymization of personal data in text documents. This section describes the conceptual design

Section 3.1 ) and operational design (Section 3.2 ) of the study. 

.1 Conceptual Design 

nspired by general notions from various technology acceptance and use theories (e.g., Venkatesh et al. [ 2003 ];
enkatesh et al. [ 2011 ]; Venkatesh et al. [ 2012 ]), this study assumes three factors influence the intention of civil
ervants to use ChatGPT for personal data anonymization: 

(1) The technical operation of ChatGPT; 
(2) The way ChatGPT performs in the anonymization of personal data in text documents and the functional-

ities that support this; 
(3) The risks and ethical aspects of employing ChatGPT for personal data anonymization in government. 

While it is out of this study’s scope to measure these factors in a quantitative manner, we assume that the three
bove-mentioned factors each have a direct effect on the intention to use ChatGPT for personal data anonymiza-
ion in government and that the intention to use ChatGPT has a direct effect on its actual use (see Figure 1 ). The
rst factor, i.e., the technical operation of ChatGPT, can help ChatGPT users to understand the workings of the
echnology (as many users are assumed to have limited knowledge about AI), allowing them to form their own
 

The intention of civil servants 

to use ChatGPT for personal 

data anonymization in 

government

ChatGPT’s technical operation

ChatGPT’s performance in the 

anonymization of personal data

Risks and ethical aspects of 

employing ChatGPT for personal 

data anonymization in government

The extent to which civil 

servants use ChatGPT for 

personal data anonymization 

in government

Focus of this study

Fig. 1. Conceptual model and focus of this study. 
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ell-founded opinion on the technology. The formed opinions will influence the intention of civil servants to
se the technology. The second factor focuses on the performance of ChatGPT, because high performance in
ata anonymization will increase the intention to use the technology. We assume useful functionalities of a new
echnology will increase the intention to use this technology, as this could increase productivity and effective-
ess. The last factor, concerning risks and ethical aspects of the new technology, is important to mitigate risks
nd safeguard public values. Dangers may arise from the potential use of ChatGPT for text anonymization. By
ighlighting the risks and ethical aspects, users can form an opinion on the desirability of using this technology,
hich we assume affects the intention to use it. 

.2 Operationalization 

onsidering the novelty of ChatGPT, this study incorporated a case-study research approach, employing a
lend of complementary methodologies. The embedded case study focused on the use of ChatGPT for data
nonymization at the Dutch Ministry of Justice and Security, involving two organizations within that ministry
hat collaborate on exploring ChatGPT’s viability for personal data anonymization. The two organizations con-
ern the Judicial Information Service (“Justitiele Informatiedienst” in Dutch) and Netherlands Forensic Institute
“Nederlands Forensisch Instituut” in Dutch). JustID aims to store and safeguard the Ministry’s information, and
t facilitates the sharing of information among various government agencies [Ministerie van Justitie en Veiligheid
018 ]. Netherlands Forensic Institute is a forensic institute that provides products and services to a wide range
f national and international clients (Netherlands Forensic Institute. Ministry of Justice and Security). 
At the case-study organizations, a significant amount of work involves handling documents containing per-

onal data, often of a confidential nature, requiring utmost care in processing. In certain cases, these documents
eed to be anonymized. Currently, anonymization is performed manually and through third-party AI systems
rom three different vendors (IBM, Octobox, Indica), both of which incur substantial costs. Due to its function-
lities, ChatGPT has the potential to be valuable in the more cost-effective anonymization of texts within the
overnment. For these reasons, the Judicial Information Service and Netherlands Forensic Institute are inter-
sting organizations to investigate for our research purposes. The following subsections explain the two-step
pproach that we used for our research, following recommendations by, for example, Yin [2018] concerning the
ombination of multiple information sources. 

3.2.1 Step 1: Performance of ChatGPT in Personal Data Anonymization. First, we examined how ChatGPT
erforms in anonymizing texts by conducting three types of experiments. These experiments involved inputting
rompts into ChatGPT with instructions to anonymize a given text, which is explained in detail below. All
he underlying prompts, code, texts for the experiments, and specific results referred to in this section are avail-
ble online (DOI: 10.4121/a1dfacbe- b463- 404f- a3d7- dab8485e6458 ). To prevent privacy violations, no documents
rom the examined case were used, as they typically contain confidential information. Three types of texts with
ctional personal data were used for this experiment: 

(1) Generated Dutch fake data. First, realistic personal data was created in Python using the Faker library
[Faraglia 2014 ]. This library generates random but realistic personal data in the selected language. For
this research, 10 fictional names, addresses (street, house number, postal code, and city), phone numbers,
and IBAN numbers were generated. The fictional personal data was then given to ChatGPT along with
the instruction to create a story. 

(2) Literature without copyright. Old literature is not copyrighted and hence we chose the Dutch translation
of the book Around the World in 80 Days, by Jules Verne (1885), for this second type of experiment. A
portion of chapter 1 of the book, containing 40 pieces of personal data, was used for this experiment. 

(3) Modified literature without copyright. Since even the translation still contained quite a bit of old language
usage, it was decided to adapt this text to modern Dutch. This led to the third type of text that we used in
our experiments: the modified literature without copyright. We replaced old words with modern variants.
Digit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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Table 1. Confusion Matrix 

Reality 

Positive Negative 

ChatGPT 

experiment 

Positive True positive (TP). Word has been anonymized 
correctly. 

False positive (FP). Word has been anonymized, 
but should not have been anonymized 

Negative False negative (FN). Word has not been anonymized, 
but should have been anonymized 

True negative (TN) 
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The English names and addresses were also changed to Dutch names and addresses, since our case is based
in the Netherlands. 

First, a manual anonymization was conducted in which all words that ChatGPT should anonymize were high-
ighted in grey. Subsequently, an anonymization prompt was given to ChatGPT for each of the three different
ypes of texts: “Anonymize the following text by replacing all addresses, place names, locations, first names, last
ames, and origins with [...].” Since ChatGPT often provides slightly different answers to the same question, the
rompt for each type of text was entered three times in ChatGPT. 
For each of the experiments, the ChatGPT-generated output was then color-coded, highlighting words with

reen, red, and yellow. A green word represented correct anonymization (true positive). A red-colored word
ndicated a word that should have been anonymized but was not anonymized by ChatGPT (false negative).
ellow highlighting indicated that ChatGPT had anonymized too much; these words could have remained
on-anonymized, but ChatGPT removed them (false positive). Words without highlighting were correctly not
nonymized by ChatGPT (true negative). To examine how well ChatGPT performs in the anonymization task,
e compared the ChatGPT-generated anonymization to our manual anonymization (see the underlying data,
OI: 10.4121/a1dfacbe- b463- 404f- a3d7- dab8485e6458 ). 
The anonymization of texts is essentially a classification problem, meaning that objects need to be categorized

nto specific classes. In this case, words need to be divided into two categories: personal data (to be anonymized)
nd non-personal data (to remain unchanged). We created a so-called “confusion matrix” to provide an overview
f how many words ChatGPT has correctly and incorrectly anonymized, and thus categorized (see Table 1 ). 
Based on the confusion matrices, four metrics were computed: 

(1) Recall: a crucial metric that indicates the proportion of words that were supposed to be anonymized and
were indeed anonymized. The lower the number of words missed in anonymization, the better the model
performs. 

Recall = 
T P 

T P + FN 

(2) Precision: a metric that indicates the proportion of words that were anonymized and should have been
anonymized. The higher the precision value, the more readable the text is. 

P r e cis ion = 
T P 

T P + FP 

(3) Accuracy: a less crucial metric that reflects the proportion of the total number of words that have been
correctly anonymized or not. Since the number of words that should not be anonymized is much larger
for the texts than the number of words that should be anonymized, the strength of this metric diminishes
somewhat, and the values for accuracy tend to be very high. 

Ac c u rac y = 
T P +T N 

T P + FP + FN +T N 
igit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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(4) F-score: a metric that calculates the harmonic mean of precision and recall. Striking the right balance
between precision and recall ensures a good tradeoff between accurate anonymization and readability,
making the F-score an important metric. 

Fscor e = 2 ·
P r eci si on · Recall 

P r eci si on + Recall 
= 

2 T P 

2 T P + FP + FN 

These terms each signify in their own way how well ChatGPT can anonymize and are metrics commonly
mployed for the evaluation of classification problems. The values of these metrics for each of the experiments
ere determined, analyzed, and compared with each other and with other studies. This approach allowed for

he evaluation of ChatGPT’s performance in anonymizing texts. Our description and analysis of the experiment
esults was reviewed by a team of four data scientists from the Judicial Information Service. 

3.2.2 Step 2: Risks and Ethical Issues of Using ChatGPT in Government. Second, we investigated the risks
nd ethical questions associated with the use of ChatGPT for anonymizing personal data, following the Value
ensitive Design method. As described by Van den Hoven et al. [2015], Value Sensitive Design aims to align
echnology more with values. It involves placing societal and moral values [Friedman 1997 ] at the forefront
f developing new technology. Using a top-down approach, values are initially identified, and technology is
hen developed based on those values. While ChatGPT is already an existing technology, this research focuses
n the form of its potential implementation within the examined case. A literature review was conducted to
dentify common risks and ethical questions associated with the use of AI. Google Scholar was used as the
earch engine. Forward and backward searching were employed during this literature review to gather relevant
rticles. Subsequently, we derived seven key themes concerning AI, anonymization, and ethics from the selected
iterature. Then, an interview protocol was developed based on the prevalent risks and ethical themes (see online
ocumentation). For every theme, one or multiple questions were developed. To give an example, the theme
responsibility” was found in literature [Cath et al. 2018 ; Fjeld et al. 2019 ; Murphy et al. 2021 ]. This theme was
ranslated into the following questions in the interview protocol: “If something goes wrong with anonymizing
sing ChatGPT, who would be responsible? Does OpenAI have a role in that?” and “To what extent should
umans still be involved in the use of ChatGPT for anonymization? For example, should there be human controls
nd validations?”

Subsequently, two semi-structured, online interviews were conducted. Before each interview, consent was
btained for audio recording and processing of the interview for this study. The first interview involved a scientist
ocusing primarily on the moral responsibility associated with the use of algorithms and AI in the public sector.
he second interviewee was Chief Data Officer at a Dutch public agency, having a background in law combined
ith ICT. This allowed for a comprehensive examination of the risks and ethics from legal, ethical, and technical
erspectives. Both interviews were transcribed and coded. Following Williams and Moser [ 2019 ], initially, an
pen coding approach was used, assigning fairly specific labels to sentences from the transcripts. For example,
rom the literature, we identified the theme “transparency” [Cath et al. 2018 ; Fjeld et al. 2019 ]. In the open
oding stage for this theme, we identified 13 sub-themes, such as “black box,” “explainability,” “transparency
bligations,” and “transparency context-dependent.” Subsequently, axial coding was performed, searching for
verarching themes for the labels established during open coding. In our specific example for the transparency
heme, the axial coding phase led to the overarching themes “transparency and explainability” and “risk and
thics (in general).”

 Results 

his section first describes the results of our data anonymization experiments (Section 4.1 ). Thereafter, it re-
orts on our literature review and interviews concerning the risks and ethical issues for the use of ChatGPT for
nonymization by government organizations (Section 4.2 ). 
Digit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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.1 The Performance of ChatGPT in Personal Data Anonymization 

o assess how well ChatGPT can anonymize data, three distinct types of texts were anonymized three times
ach: fake data, original literature, and modified literature. Tables 2 , 3 , and 4 represent the computed recall,
recision, accuracy, and F-scores for these three text types. In the tables, the lighter shades of grey represent
he highest values, with the lightest shade of grey indicating precisely 1.0. The lower the values, the darker the
hades of grey. Based on the values in the tables and in comparison with similar studies (e.g., Hassan & Domingo-
errer [ 2018 ]; Hassan et al. [ 2019 ]; Szarvas et al. [ 2007 ]), it is evident that ChatGPT generally performs well in
nonymizing the three different types of texts. For all metrics, higher values indicate better performance. There
re only two outcomes with values below 0.8, but these values still remain above 0.7. The total scores are all
bove 0.8, signifying that ChatGPT performs well on average. 

In the case of fake data, as seen in Table 2 , perfect anonymization is achieved in two instances. In tests 1 and
, the values for recall, precision, accuracy, and F-score are all precisely 1.0, indicating complete and accurate
nonymization. Test 2 is not entirely perfectly anonymized but still attains a commendable score. The total
cores for recall and precision are 0.996 and 0.897, respectively, and the F-score is 0.944. ChatGPT demonstrates
he ability to accurately anonymize personal data in generated fake data. The exceptional performance with fake
ata might be attributed to the fact that the fake data is also generated by ChatGPT, potentially resulting in a
ecognizable pattern in the text. 

Table 2. Evaluation Metrics for the Anonymization Experiment 

with Fake Data 

Fake data Recall Precision Accuracy F-score 
Test 1 1.000 1.000 1.000 1.000 
Test 2 0.9878 0.743 0.955 0.848 
Test 3 1.000 1.000 1.000 1.000 
Average 0.996 0.897 0.985 0.944 

In the anonymization of the original literature, ChatGPT performs slightly less effectively than with fake data
see Table 3 ). The overall values for precision and F-score are 0.962 and 0.893, respectively, but the total value for
ecall is lower at 0.833. The complexity of archaic Dutch language could be a contributing factor. ChatGPT might
truggle to “comprehend” archaic Dutch texts with words and sentence structures no longer used in modern
anguage (and thus occurring infrequently or not at all in ChatGPT’s training data). Nevertheless, ChatGPT still
erforms reasonably well in anonymizing original literature, but there is room for improvement. 

Table 3. Evaluation Metrics for the Anonymization Experiment 

with Original Literature 

Fake data Recall Precision Accuracy F-score 
Test 1 0.775 1.000 0.989 0.873 
Test 2 0.825 0.892 0.986 0.851 
Test 3 0.900 1.000 0.995 0.947 
Average 0.833 0.962 0.990 0.893 

The modified literature shows similar results to the original literature (see Table 4 ). The recall is slightly higher
han that of the original literature, possibly due to ChatGPT’s improved understanding of the text resulting from
he change from archaic to modern words. The F-scores of the modified literature, almost identical to those of
he original literature, are high but not at the same level as with fake data. 
igit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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Table 4. Evaluation Metrics for the Anonymization Experiment 

with Modified Literature 

Fake data Recall Precision Accuracy F-score 
Test 1 0.854 0.921 0.989 0.886
Test 2 0.900 0.857 0.988 0.878
Test 3 0.854 1.000 0.993 0.920
Average 0.869 0.922 0.990 0.895
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To conclude, ChatGPT demonstrates a strong performance in anonymizing the three different types of texts.
ompared to other studies, ChatGPT performs at an average to a good level. Fake data is almost perfectly
nonymized, indicating ChatGPT’s capability for accurate anonymization. However, it is essential to note that
his excellent performance may be influenced by the fact that the fake data was generated by ChatGPT itself.
erformance with original literature is slightly less impressive compared to fake data, potentially due to the
omplexity of the archaic Dutch language present in this literature. Modified literature shows comparable re-
ults to original literature but performs slightly better in certain aspects, likely attributed to adjustments towards
odern Dutch. Overall, ChatGPT has achieved a high level of anonymization in these experiments. 

.2 Risks and Ethical Issues of Using ChatGPT in Government 

he previous section reveals that ChatGPT delivers reasonable performance in anonymizing texts, but a sub-
equent question arises: Is it safe and ethically responsible to use ChatGPT for anonymization? This section
rovides an overview of the risks and ethical considerations associated with the use of ChatGPT for anonymiza-
ion at the two government organizations involved in this study. The literature review highlighted seven key
hemes concerning AI, anonymization, and ethics: (1) privacy [Cath et al. 2018 ; Fjeld et al. 2019 ; Murphy et al.
021 ], (2) responsibility [Cath et al. 2018 ; Fjeld et al. 2019 ; Murphy et al. 2021 ], (3) transparency [Cath et al. 2018 ;
jeld et al. 2019 ], (4) algorithm bias and discrimination [Cath et al. 2018 ; Fjeld et al. 2019 ; Murphy et al. 2021 ],
5) human intervention [Fjeld et al. 2019 ], (6) sustainability [Van Wynsberghe 2021 ], and (7) future developments
nd regulation [Coeckelbergh 2019 ]. Below, we briefly discuss the view of the interviewees and scholars on each
f these themes in relation to our study. 
In the use of ChatGPT for anonymization, privacy risks arise due to the potential unauthorized use of data

o train the language model [Fjeld et al. 2019 ; Murphy et al. 2021 ], and input from the model is transmitted to
penAI and potentially other entities. There is also a risk of re-identification [Henriksen-Bulmer and Jeary 2016 ].
o quote from Interviewee 1, “moral responsibility cannot be ascribed to the computer” and the responsibility for
rrors lies with the government official making decisions regarding the purpose and means of data processing. As
tated by Interviewee 2: “The person who determines the purpose and means of data processing by the government
s the responsible party.”

Moreover, Interviewee 1 emphasized the importance of AI-systems not being perceived as “black boxes,” but
ather promoting transparency. With AI being increasingly deployed in making autonomous decisions that can
rastically impact both individuals and society [Coeckelbergh 2019 ], understanding the decision-making process
f the AI system is crucial. When the government deploys ChatGPT, OpenAI must comply with transparency
bligations imposed by the AI Act [European Parliament 2023 ], although separate arrangements can be nego-
iated to ensure the viability of their business model. For instance, Interviewee 2 states: “Algorithms are often
lassified as ‘trade secrets.’ Should the government wish to work with ChatGPT, agreements must be made with the
hatGPT vendor that can be met with transparency obligations (as, for example, deviating agreements are made
ith Microsoft, AWS, Google, and Cisco regarding the purchase of products).”
Every AI application incorporates bias to align the model, which may lead to discrimination [Fjeld et al. 2019 ;
urphy et al. 2021 ]. If trained on incomplete or wrong data, then AI systems can systematically disadvantage
Digit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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ertain groups or individuals (with certain characteristics). This can be problematic, especially if the AI system
s deployed to make autonomous decisions [Ferrer et al. 2021 ]. However, it is the responsibility of politics or
overnance to determine the acceptable degree of bias. The AI Act emphasizes human intervention in AI systems
n the form of oversight. However, human intervention should be meaningful and not be overemphasized given
he current labor shortage, as expressed by Interviewee 2: “I believe that many human interventions are over-
alued since you also need to consider the high workload of people and major cutbacks in certain areas, such as
urisdiction and Healthcare. In those areas, an officer does not always have time to read through the files carefully.”
he interviewee states that ChatGPT might be useful to automate “bulk tasks” or easy repetitive actions in these
omains so more time is left for difficult complex issues. 
Another relevant ethical issue identified in the literature concerns sustainability. Language models such

s ChatGPT demand significant computational power, contributing to substantial greenhouse gas emissions
Van Wynsberghe 2021 ]. Sustainability considerations for language models, like all other public values, must
e integrated into decision-making about these models [Van Wynsberghe 2021 ]. Finally, in the early stages of
echnology development in general, assessing the impact of that technology is challenging, making regulation
ifficult [Collingridge 1982 ]. The impact becomes clearer later when the technology is actually used, but by
hat time, the technology may have already had such a significant impact on society that regulating it becomes
ifficult and costly [Collingridge 1982 ]. 
Finally, regulating new technologies such as ChatGPT is challenging due to a lack of information in the early

tages and the potential for significant societal impact later on. With the current format in which ChatGPT is
ffered, ensuring the discussed privacy aspect is simply not feasible, as the input is transmitted to OpenAI and
otential third parties. Our first interviewee states the following on this matter: “When it comes to ChatGPT, one
ust weigh what is more important: privacy or the business and economic benefits that this tool can offer to the

overnment. This ethical consideration takes on the character of a political decision and should, therefore, be left
o the politically responsible party: the minister.” However, as long as data with personal information remains
ithin the government and is not shared with other parties, the privacy of that data could be safeguarded. 

 Discussion 

.1 Implications for Research 

arious implications for scientific research can be derived from this study. First, this study contributes to the
carce literature on the potential and risks of using ChatGPT specifically in government. It confirms the limited
umber of studies available on this topic (e.g., Datta et al. [ 2023 ]), in the sense that we found that ChatGPT was
uccessful in the anonymization of personally identifiable information in a government organization. The study
y Datta et al. [ 2023 ], focused specifically on the anonymization of court documents in the Italian government,
hile this study examined the Dutch context for different types of data, namely, generated Dutch fake data,

iterature without copyright, and modified literature without copyright. Furthermore, this study confirmed the
ndings of previous research that identified the threats of privacy and data security issues in the use of ChatGPT
Alsumayt et al. 2024 ; K. Huang et al. 2023 ; Nazir and Wang 2023 ] and the ethical implications of ChatGPT,
ncluding privacy and responsibility issues [Mattas 2023 ]. 

As far as the conceptual model and focus of this study are concerned (see Section 3.1 ), the intention of civil
ervants to use ChatGPT for personal data anonymization in government was out of this study’s scope. This study
xamined three separate elements that could affect this intention: ChatGPT’s technical operation, ChatGPT’s
erformance in the anonymization of personal data, and the risks and ethical aspects of employing ChatGPT
or personal data anonymization in government. Since this study was exploratory and first examined the three
nfluencing factors on their own, future research should examine how these factors are interrelated and how
hey both independently and combined influence civil servants’ intention to use ChatGPT for personal data
nonymization in government. 
igit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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Regarding the limitations of this study, GPT-3.5 was used, while a newer version, GPT-4, is available,
hich may deliver better performance for anonymization. We advise future research to monitor the latest
evelopments and publications related to ChatGPT and similar models, especially considering that previous
esearch found that ChatGPT can also be used for the deanonymization of texts and was found to outperform
umans [Patsakis and Lykousas 2023 ]. This study did not examine to what extent the deanonymization of the
ersonal information anonymized by ChatGPT would be possible using this same tool. If the anonymization of
ersonal information in government can easily be undone, at least partially, then the benefits of using ChatGPT

n government for anonymization purposes would be reduced significantly. 
Additionally, for the anonymization experiments conducted in this research, three different types of texts were

tilized: fake data, original literature, and modified literature. However, these texts and thus the test conditions
re not precisely analogous to real-world scenarios, diminishing the validity of the findings. Considering the
isks and ethical implications of using ChatGPT in government as pointed out in the literature [Alsumayt et al.
024 ; K. Huang et al. 2023 ; Mattas 2023 ; Nazir and Wang 2023 ], real personal information as processed in the
xamined case could not be used for the anonymization experiments conducted in this study. For future research,
 possibility would be to conduct anonymization experiments using legal texts, such as judgments, to stay closer
o a type of personal information processed in reality. 

Finally, it would be valuable to compare the various ways in which ChatGPT or a similar language model
ould be employed within the government in terms of costs. Determining the current expenses associated with
nonymization can provide a baseline. Research can be conducted into the costs of developing a language model
ndependent of OpenAI and the costs associated with the collaborative development of such models with tech
ompanies. 

.2 Implications for Practice 

his study has a number of practical implications. First, if ChatGPT or similar language models can be employed
or personal data anonymization within a government setting, then this could have a tangible impact on ad-
ressing labor shortages and reducing the high workload for government officials. Previous research has already
rgued that AI may be used in the public sector to reduce human workloads and improve work efficiency and
ser experience [Chen et al. 2021 ]. AI may also make it easier for government to answer citizens’ questions,
ll out and search documents, and draft documents [Mehr et al. 2017 ]. These applications have the potential to
nhance government efficiency, enabling employees to dedicate more time to fostering citizen engagement and
mproving service delivery [Mehr et al. 2017 ]. 

Simultaneously, this study shows that in decision-making using ChatGPT in government, it is crucial to
onsider risks and public values. Through a literature review complemented by two AI expert interviews and
nformal discussions at the Dutch Ministry of Justice, we found that themes such as privacy, responsibility,
ransparency, bias, human intervention, and sustainability must be considered. One significant risk in the
urrent form of ChatGPT is a privacy risk, as inputs are stored and forwarded to OpenAI and potentially other
arties. This is unacceptable if texts containing personal data are anonymized with ChatGPT. Regulating such
ew technologies is challenging due to the lack of information in the early stages and the potential significant
ocietal impact later on. 

ChatGPT’s performance in anonymization shows potential for use within the examined cases and potentially
ther government organizations. However, the current form of ChatGPT is not secure enough, partly due to the
forementioned privacy risks. The case-study research provided several suggestions on how to handle the risks
f implementing ChatGPT for data anonymization in government organizations. First, the government could
hoose to run the model behind ChatGPT on its own servers, thereby avoiding sharing data with other parties.
his would need to be discussed with OpenAI, and currently, OpenAI does not provide this as a service. There is
ngoing work on “ChatGPT Business,” a subscription for more professional users offering greater control over
Digit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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ser data [OpenAI 2023 ]. In this setup, the user’s input data is not used to train the model. While this option
ight not be secure enough for anonymizing texts within the case-study organizations we examined, OpenAI
ay expand its service in the future. 
A second option for the government is to develop its own language model. ChatGPT could be deployed for

nonymization in these forms with a learning approach, allowing the impact of this technology to become clear
n a small scale first. If successful results are achieved on a small scale, then the use of ChatGPT for anonymiza-
ion can gradually expand. However, this would be a significant undertaking requiring many experts, time, and
nancial resources. Interviewee 1 is “a strong advocate for the Dutch government to develop its own language
odel .” She acknowledges that language models require a substantial amount of training data, and it might be

hallenging to gather enough training data. “As long as you don’t have access to training data and cannot obtain
t legally from open sources, the scenario of having our own ChatGPT is challenging to achieve, and we depend on

arket parties” (Interviewee 1). The second interviewee suggests that the idea of the government building such
 model entirely on its own might be “naive” and emphasizes the importance of exploring collaborations be-
ween the government and tech organizations. Interviewee 1 rightly notes that compliance with the Market and
overnment Act must be observed in the development of a government-owned language model, as the govern-
ent must not inadvertently compete with market players. 
In sum, the proposed method of using ChatGPT for text anonymization cannot be 100 percent successful, as it

hould always be used in combination with another method, or even the manual reading of documents to comple-
ent the required anonymizations that have not been made by ChatGPT. Moreover, discussions with OpenAI or

ther companies would be necessary to ascertain the costs of running ChatGPT or other large language models
n government servers if they are willing to offer this service in the future. 
The restrictions mentioned above have implications for policymaking on the use of ChatGPT in government.
 traditional way of looking at policymaking is through the four stages of the policy cycle: (1) agenda setting,

2) policy formulation and decision-making, (3) policy implementation, and (4) policy evaluation and termination
Jann and Wegrich 2017 ]. We argue that policy on the use of ChatGPT in government is still in the first stage
f these four, where the problem of text anonymization is being recognized and selected as an issue. Specific
olicies on text anonymization through ChatGPT in government are yet to be formulated, implemented, and
valuated. Due to the risks and ethical implications of using ChatGPT for text anonymization in government,
uch a policy may eventually be terminated or not even formulated in the first place. 

 Conclusion 

his study examines the possibilities, risks, and ethical implications for government organizations to employ
hatGPT in the anonymization of personal data in text documents. In terms of possibilities, experiments with

hree types of texts (fake data, original literature, and modified literature) show that ChatGPT exhibits strong
erformance in anonymizing these three types of texts. Fake data is almost flawlessly anonymized, possibly
ecause ChatGPT generated the text itself. Original literature scores lower than fake data, likely due to the
omplexity of the Old Dutch language we used for the original data. Adapted literature scores mostly comparably
o the original literature, with slight improvements, possibly due to adjustments towards modern Dutch. 

This research was conducted shortly after the launch of ChatGPT, hence, limited scientific publications were
vailable on this generative AI application. This study is among the first to address the topic of anonymization
hrough ChatGPT, especially in the context of government organizations. This study identified both opportuni-
ies and risks and ethical considerations for the implementation of ChatGPT for the anonymization of personal
ata in government organizations. Practically, this study contributes by discussing several recommendations for
andling the risks, such as developing a governmental language model with similar capabilities. This study also
mphasizes that due to their potential negative and positive effects, the development of language models should
e closely monitored. 
igit. Gov. Res. Pract., Vol. 6, No. 2, Article 24. Publication date: June 2025. 
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