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Abstract

We propose a novel Convolutional Neural Network
(CNN) for Video Denoising called VidCNN, which is capa-
ble to denoise videos without prior knowledge on the noise
distribution (Blind). VidCNN is a flexible model, since it
tackles multiple noise types, artificial and real. The CNN
architecture uses a combination of spatial and temporal fil-
tering, which learns how to spatially denoise the frames
first and how to combine their temporal information, han-
dling camera and objects motion, brightness changes, low-
light conditions and temporal inconsistencies at the same
time. We demonstrate the importance of the data used for
CNNs training, creating for this purpose a specific dataset
for low-light conditions. We test VidCNN on videos com-
monly used for benchmarking and on self-collected data,
achieving good results comparable with the state-of-the-art
in video denoising. Our model can be easily adapted to
different noise models, keeping the same temporal denois-
ing network, maintaining performance in terms of accuracy
and speed.

1. Introduction
Image and video denoising are classical computer vision

tasks, which aim to obtain the original signal X from the
available noisy observations Y . Noise can influence greatly
not only the perceived visual quality, but also segmentation
tasks [1] and compression algorithms [2]. Thus, denoising
is an important step for subsequent processes. With X as
the original signal, N as the noise and Y as the available
noisy observation, the noise degradation model can be
described as Y = X + N , for an additive type of noise,
or as Y = H(X) + N , if the noise model is signal de-
pendent, with H as the degradation function. In low-light
conditions occurs typically signal dependent noise, which
is more visible in dark regions than bright areas. Noise is
present in all imaging system due to thermal effects, sensor
imperfections and low-light conditions.

Figure 1: The VidCNN approach to Video Denoising: com-
bining two similar networks performing first Single Frame
Spatial Denoising and subsequently Temporal Denoising
over a window of three frames, all in a single feed-forward
process.

Currently, when developing new cameras in order to ap-
ply spatial and temporal filtering, the tuning of multiple fil-
ters parameters is required for each gain level. This phase
takes time and effort, but is fundamental to get the best re-
sult in terms of quality and bandwidth usage. Therefore, in
this paper, we focus on automating the denoising procedure
with a Convolutional Neural Network for flexible and effi-
cient video denoising, capable to blindly remove artificial
and real noise.
Having a noise removal algorithm working in ”blind” con-
ditions is essential, since in a real-world scenario, color and
light conditions can change suddenly, producing a different
noise distribution for each frame.
Nowadays, we can distinguish between two main types of
denoising algorithms: based on statistics or based on (deep)
learning. Statistical models include the algorithms model-
ing the image priors for denoising purposes: various mathe-
matical approaches have been used, including Markov Ran-
dom Field models [3], gradient models [4], sparse models
[5] and Nonlocal Self-Similarity (NSS). The latter is cur-
rently used in state-of-the-art techniques such as BM3D [6],
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LSSC [7], NCSR [8] and WNNM [9]. Even though they
achieve respectable denoising performance, most of those
algorithms have some drawbacks. Firstly, they are generally
designed to tackle specific noise models and levels, limiting
their usage in blind denoising. Secondly, they include many
handcrafted parameters and complex optimization proce-
dures. Instead, Convolutional Neural Networks are able to
mimic complex procedures as denoising in a feed-forward
process, learning the parameters in the training phase.
On one hand, a lot of work has been done in the image de-
noising field. On the other hand, few algorithms have been
specifically designed for videos. Typically, video frames are
strongly correlated, and the information redundancy is the
key assumption for video denoising algorithms. The most
basic video denoising technique consists in taking the tem-
poral average over various subsequent frames. Even though
it works for steady scenes, it blurs motion parts generating
artifacts.
VBM4D [10], from the same authors of BM3D [6], is con-
sidered the current state-of-the-art in video denoising. The
main difference from the image version consist of the search
of similar patches, not only in spatial but also in temporal
domain. However, searching for similar patches in more
frames drastically increases the processing time.
We propose a convolutional neural network for blind video
denoising (VidCNN), capable to denoise videos with syn-
thetic or real noise without prior knowledge over the noise
model and the video content. For comparison purpose, ex-
periments have been run on publicly available and on self
captured videos, which will also publicly released at the
project web page 1.
The main contributions of our work are:

• We created a novel CNN architecture capable to blind
denoise videos, combining spatial and temporal in-
formation of multiple frames with one single feed-
forward process.

• We demonstrate the flexibility of VidCNN, testing it
on Additive White Gaussian Noise (AWGN) and real
data in low-light conditions.

• We further show that VidCNN can handle motion in
challenging situations, detecting temporal inconsisten-
cies and using only the correct information to improve
the final outcome.

• We created a low-light dataset for a specific Bosch
security camera, with sample pairs of noise free and
noisy images, using a simple yet efficient technique to
get clean raw data.

1Project web page: https://github.com/clausmichele/
VidCNN---Learning-Blind-Video-Denoising

2. Related Work

2.1. Background

A great step forward in the Computer Vision world
has been achieved with Convolutional Neural Networks
(CNNs). CNNs are inspired by the organization of the an-
imal visual cortex: single neurons respond to stimuli only
in a limited region of the visual field known as Receptive
Field. The application to the image and video denoising
fields are recent but based on the same concepts.

2.2. CNNs for Image Denoising

The first work on image denoising using CNNs is from
Jain and Seung [11] published in 2008. From that date on-
wards, there have been enormous improvements of the pro-
posed method and architecture, thanks to newly available
hardware with more computational power and high qual-
ity datasets recently released. In 2012, Burger et al. [12]
showed how even a simple Multi Layer Perceptron can ob-
tain comparable results with BM3D [6], even though a huge
dataset was required for training [13]. Recently, in 2016,
Zhang et al. [14] used residual learning and Batch Normal-
ization [15] for image denoising in their DnCNN architec-
ture. With its simple yet effective architecture, it has shown
to be flexible for tasks as blind Gaussian denoising, JPEG
deblocking and image inpainting. The same research group
of DnCNN released in 2017 a new CNN based image de-
noiser called FFDNet [16], which compared to the previ-
ous can handle an extended range of noise levels and has
the ability to remove spatially variant noise, i.e. images
containing parts with different amounts of Gaussian noise.
However, it does not additionally tackle JPEG deblocking
and image inpainting at the same time as DnCNN does.
Ulyanov et al. [17] showed how, with their Deep Prior, they
can enhance a given image with no prior training data other
than the image itself, which can be seen as a ”blind” denois-
ing. There have been also some works on CNNs directly
inspired by BM3D such as [18, 19]. In [20], Ying et al.
propose a deep persistent memory network called MemNet
that obtains valid results, introducing a memory block, mo-
tivated by the fact that human thoughts are persistent. How-
ever, the network structure remains complex and not easily
reproducible. A recent CNN architecture consisting in an
encoder-decoder with skipping connections, the U-Net, has
been successfully used for image denoising in the work of
Xiao-Jiao et al. [21] and in the most recent work on im-
age denoising of Guo et al. [22] called CBDNet. With their
novel approach, CBDNet reaches extraordinarily results in
real world blind image denoising. NVIDIA, in cooperation
with the Aalto University, recently proposed an innovative
CNN model for blind image denoising. Their Noise2Noise
[23], based on the encoder-decoder structure, obtains al-
most the same result using only noisy images for training,
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Figure 2: The architecture of the proposed VidCNN network. Every frame will go through a spatial denoising CNN. The
temporal CNN takes as input three spatially denoised frames and outputs the final estimate of the central frame. Both CNNs
estimate first the noise residual, i.e. the unwanted values noise adds to an image, and then subtracts them from the noisy
input (⊕ means addition of the two signals, and ”-” the negation). VidCNN is composed only by Convolutional Layers. The
number of feature maps is written at the bottom of each layer.

instead of clean-noisy pairs. Even though this could be par-
ticularly useful for cases where the ground truth is not avail-
able, such as low-light conditions, there is no explicit test on
this noise type. All these new methods show how much the
image denoising field has advanced during only ten years
thanks to neural networks. However, our goal is video de-
noising, which adds other constraints to the process.

2.3. Video and Deep Neural Networks

Video denoising using deep learning is still an under-
explored research area. The seminal work of Xinyuan et
al. [24], is currently the only one using neural networks
(Recurrent Neural Networks in this case) to address video
denoising. Even though neural networks have great gen-
eralization capabilities, their algorithm works only on gray
level videos with Additive White Gaussian Noise (AWGN)
and did not achieve state-of-art results. Here we present a
method addressing color video denoising, with comparable
results to the state-of-art. Similar tasks have been addressed
using CNNs, such as Video Frame Enhancement, Interpola-
tion, Deblurring and Super-Resolution. The key component
in all those applications is how to handle motion and tem-
poral changes. For frame interpolation, Niklaus et al. [25]
use a pre-computed optical flow to feed motion informa-
tion to a frame interpolation CNN. Meyer et al. [26] use
instead phase based features to describe motion. Caballero
et al. [27] developed a network which estimate the mo-
tion by itself for video super resolution. Similarly, in Multi
Frame Quality Enhancement (MFQE), Yang et al. [28] use
a Motion Compensation Network and a Quality Enhance-
ment Network, considering three non-consecutive frames
for H265 compressed videos. Specifically for video deblur-
ring, Su et al. [29] developed a network called DeBlurNet:

a U-Net CNN which takes three frames stacked together as
input. Similarly, we also use three stacked frames in our
VidCNN. Additionally, we have also investigated the use of
different frame numbers and present the comparison results.

2.4. Real World Datasets

An image or video denoising algorithm, has to be
effective on real world data to be successful. However,
it is hard to obtain the ground truth for real pictures,
since perfect sensors and channels do not exist. In 2014,
Anaya and Barbu, created a dataset for low-light conditions
called RENOIR [30]: they use different exposure times
and ISO levels to get noisy and clean images of the same
static scene. Similarly, in 2017, Plotz and Roth created
a dataset called DND [31]. In this case, only the noisy
samples have been released, whereas the noise free ones
are kept undisclosed for benchmarking purposes. Recently,
two other related papers have been published. The first,
written by Abdelhamed et al. [32] concerns the creation
of a smartphone image dataset of noisy and clean images,
which at the time of writing is not yet publicly available.
The second, written by Chen et al. [33], presents a new
CNN based algorithm capable to enhance the quality of
low-light raw images. They created a dedicated dataset of
two camera types similarly to [30].

3. Proposed Method
In this section, we present and describe the proposed

blind video denoising CNN architecture VidCNN. It is com-
posed by two main subnetworks: spatial and temporal de-
noising CNN.
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(a) Noisy frame
(18.54/0.5225)

(b) CBM3D[34]
(29.26/0.9194)

(c) DnCNN-B[14]
(28.72/0.9355)

(d) CBDNet[22]
(28.48/0.9161)

(e) Our result
(30.37/0.9361)

Figure 3: Comparison of blind spatial denoising of an image from the CBSD68 dataset corrupted with 2, with Ag=64 and
Dg=4. AWGN based method as CBM3D and DnCNN does not achieve optimal result. The first blurs excessively the image.
CBDNet generates many artifacts. Using the proper noise model for training leads to a better result. (PSNR [dB]/SSIM)

3.1. Spatial Denoising CNN

We started following [14], which showed great flexibility
tackling multiple degradation types at the same time, and
experimented with the same architecture for blind spatial
denoising. It is shown, that this architecture can achieve
state-of-art results for Gaussian denoising. We found out
that using a first layer of depth 128 helps when the network
has to handle different noise models a the same time. So, the
principal difference is the first convolutional layer, which
has 128 feature maps instead of 64. The network depth is
set to 20 and Batch Normalization (BN) [15] is used. The
activation function is ReLU (Rectified Linear Unit). We
also investigated the use of Leaky ReLU as activation func-
tion, which can be more effective [35], without improve-
ment over ReLU. Comparison results are provided in the
supplementary material. Our Spatial-CNN uses Residual
Learning, which has been firstly introduced in [14] to tackle
image denoising. Instead of forcing the network to output
directly the denoised frame, the residual architecture pre-
dicts the residual image, which consist in the difference be-
tween the original clean image and the noisy observation.
The loss function is the L2-norm in equation 1, also known
as least squares error (LSE). It is the sum of the square of
the differences S between the target value Y and the esti-
mated values Yest. In this case the difference S represents
the noise residual image estimated by the Spatial-CNN.

L =
∑
x

∑
y

(
Y (x, y)− Yest(x, y)︸ ︷︷ ︸

Noise Residual

)2
(1)

3.1.1 Real Noise Model

The denoising performance of a spatial denoising CNN de-
pends greatly on the data used for training. Real noise dis-
tribution differs from Gaussian, since it is not purely addi-

tive but it contains a signal dependent part. For this rea-
son, CNN models trained only on Additive White Gaus-
sian Noise (AWGN) fail to denoise real world images [22].
Our goal is to achieve a good balance between performance
and flexibility, using the same trained network for multi-
ple noise models. As shown in Table 1, our Spatial-CNN
can handle blind gaussian denoising: we will further in-
vestigate its generalization capabilities, introducing a signal
dependent noise model. This specific noise model, in equa-
tion 2, is composed by two main contributions, the Pho-
ton Shot Noise (PSN) and the Read Noise. The PSN is the
main noise source in low-light condition, where Nsat ac-
counts the saturation number of electrons. The Read Noise
is mainly due to the quantization process in the Analog to
Digital Converter (ADC), used to transform the analog light
signal into a digital image. CT1n represents the normal-
ized value of the noise contribution due to the Analog Gain,
whereas CT2n represents the additive normalized part.

M =

√√√√√Ag ∗Dg
Nsat ∗ s︸ ︷︷ ︸

PSN

+Dg2 ∗ (Ag ∗ CT1n + CT2n)
2︸ ︷︷ ︸

Read Noise

(2)

NoisyImage = s+N (0, 1) ∗M(s) (3)

Equation 2 represent the real noise model, where the rele-
vant terms for the considered Sony sensor are: Ag (Analog
Gain), in range [0,64], Dg (Digital Gain), in range [0,32]
and s, the image that will be degraded. The remaining
values are CT1n=1.25−4, CT2n=1.11−4 and Nsat=7489.
The noisy image is generated multiplying observations of
a normal distribution N (0, 1) with the same shape of the
reference image s, with the Noise Model M in equation
3. In Figure 3 we can appreciate how algorithms based on
AWGN such as CBM3D and DnCNN do not achieve an op-
timal result on a different noise model. The first, in its blind
version, i.e. with the supposed AWGN standard deviation
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σ set to 50, over-smooths the image, getting a low SSIM
(Structural Similarity, the higher the better) score, whereas
DnCNN preserves more structure. The recent CBDNet,
scores lower than the others in this scenario. Our result
shows that, to get the best denoising results, a proper train-
ing dataset with the correct noise model is necessary.

3.2. Temporal Denoising CNN

The temporal denoising part of VidCNN is similar in
structure to the spatial one, having the same number of lay-
ers and feature maps. However, in this case we will consider
three frames stacked together as input.
We consider only three frames for several reasons:
• Other works in the literature considered three frames

[27, 28, 29] for similar applications.
• We want to keep the network as efficient as possible,

lowering the needed memory and computational re-
sources.
• Empirical results show that considering more frames,

i.e. five, does not guarantee a better result.
Considering a frame with dimensions w×h×c, the new in-
put will have dimension of w×h×3c. The neural network
will learn how to combine the previous and the follow-
ing frame to enhance the quality of the current one, taking
care of temporal inconsistencies. As the Spatial-CNN, even
this one uses Residual Learning and will estimate the noise
residual image of the central input frame, combining the in-
formation of three subsequent frames. With our work we
show that residual learning is an efficient solution not only
for image denoising, but also for video denoising.

4. Experiments
4.1. Low-Light Dataset Creation

A dataset for image denoising consist in pairs of clean
and noisy images. For low-light conditions, creating cou-
ples of noisy and noise-free images is more challenging and
the publicly available data is scarce. We used the Renoir
Dataset [30] and additionally our self-collected dataset. Jo-
sue Anaya and Adrian Barbu [30] propose to use two dif-
ferent ISO values and exposure times to get reference and
distorted images. However, many camera settings and pa-
rameters are involved in this process. We wanted to use a
simpler process: grabbing many noisy images of the same
scene and then simply averaging to get an estimated ground
truth. We used a Bosch Autodome IP 5000 IR, a security
camera capable to record raw images, i.e. without any type
of processing. The setting involved a static scene and a light
source with color temperature 3460K, which has variable
intensity between 0 and 255. We varied the light intensity
in 12 steps, from the lowest acceptable light condition of
value 46, below of which the camera showed noise only, up
to the maximum with value 255. For every different light

intensity, we recorded 200 raw images in a row. This pro-
cess, even if simple and effective for our purpose, requires
much disk space and is time consuming.
Additionally, we recorded six video sequences in differ-
ent light conditions, consisting in three or four frames with
moving objects or light changes: for each frame we had to
record 200 images, which results in a total of 4200 images.
To show VidCNN performance, we could just record one
image per frame. However, we needed a reference ground
truth for comparison with other denoising algorithms.

(a) Low-light Noisy Image (b) Reference Ground Truth

Figure 4: Sample detail of noisy-clean image pairs of our
own low-light dataset, collected with a Bosch Autodome IP
5000 IR security camera. The ground truth is obtained aver-
aging 200 raw images collected in the same light conditions.

4.2. Spatial CNN Training

The training phase of VidCNN is divided in two main
parts: firstly, we train the spatial denoising CNN and later,
when we achieve a satisfying result with a steady loss func-
tion, we train the temporal denoising CNN. Our ideal model
has to tackle multiple degradation types at the same time,
such as AWGN and real noise model (as in equation 3)
including low-light conditions. During the training phase,
our neural network will learn how to estimate the resid-
ual noise content of the input noisy image, using the clean
one as reference. Therefore, we require couples of clean
and noisy images. which are easily created for AWGN and
the real noise model in equation 3. For those two degra-
dation types we use the Waterloo Exploration Dataset [36],
containing 4744 pristine images divided in seven different
categories: Human, Animal, Plant, Landscape, Cityscape,
Still-life and Transportation. The amount of available im-
ages helps greatly to generalize and allows us to keep a
good part of it for testing. The dataset is randomly divided
in two parts, 70% for training and 30% for testing. Half
of the images are being added with AWGN with σ=[0,55].
The second half are processed with equation 3, the realistic
noise model, with Analog Gain Ag=[0,64] and Digital Gain
Dg=[0,32].
The network will be trained with 50x50x3 patches follow-
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ing [14]. We obtained 120000 patches from the Waterloo
training set, containing AWGN and real noise type, using
data augmentation such as rotating, flipping and mirroring.
For low-light conditions, we used five noisy images for each
light level from our own training dataset, obtaining 60 pairs
of noisy-clean images for training. The patches extracted
are 80000. From the Renoir dataset, we used the subset T3
and randomly cropped 40000 patches. For low-light testing,
we will use 5 images from our camera of a different scene,
not present in the training set, and part of the Renoir T3 set.
We trained our network with 100 epochs, using a batch of
128 and Adam Optimizer [37] with a learning rate of 10−3

for the first 20 epochs and 10−4 for the latest 80.

4.3. Image Denoising Benchmarks

We performed two types of benchmarking tests on our
trained Spatial-CNN. Firstly, we compared Blind Gaussian
Denoising with the original implementation of DnCNN, on
which ours is based. From our test in Table 1 on the BSD68
test set, we notice how the result of our blind model and the
one proposed by the paper [14] are comparable.

σ = 5 σ = 10 σ = 15 σ = 25 σ = 35 σ = 50

Spatial-CNN* 39.73 35.92 33.66 30.99 29.34 27.63
DnCNN-B* [14] 39.79 35.87 33.57 30.69 28.74 26.53
DnCNN-B [14] 40.62 36.14 33.88 31.22 29.57 27.91

Table 1: Comparison of Blind Gaussian Denoising on the
CBSD68 dataset. Our modified version of DnCNN for
spatial denoising has comparable results with the original
one. The values represent PSNR[dB], the higher the better.
DnCNN results obtained with the provided Matlab imple-
mentation [38]. CBSD68 available here [39]. *Noisy images
clipped in range [0,255].

Secondly, to understand the effectiveness of our train-
ing set on real-world images, we denoised the sRGB DND
dataset [31] and submitted for evaluation. The result [40] is
encouraging, since our trained model (called 128-DnCNN
Tensorflow in the DND webpage) scored an average of
37.0343dB for the PSNR and 0.9324 for the SSIM, plac-
ing it in the first 10 positions. Interestingly, the authors of
DnCNN submitted their result of a fine-tuned model, called
DnCNN+, a week later, achieving the overall highest score
for SSIM, which further confirms its flexibility.

4.4. Temporal CNN Training

Here we are describing the training process of the
Temp3-CNN, which is the temporal denoising network con-
sidering three subsequent frames.
If previously we needed pairs of clean and noisy images,
now we need pairs of videos. For artificially added noise as
Additive White Gaussian Noise (AWGN) or the real noise

PSNR [dB] SSIM

Spatial-CNN 37.0343 0.9324
CBDNet [22] 38.0564 0.9421
DnCNN+ [14] 37.9018 0.943
FFDNet+ [16] 37.6107 0.9415
BM3D [34] 34.51 0.8507

Table 2: Results of the DND benchmark [31] on real-world
noisy images. It shows that our dataset, containing differ-
ent noise models, is valid for real-world image denoising,
placing our Spatial-CNN in the top 10 for sRGB denoising.

model in equation 3, is easy to create such couples. How-
ever, for real-world and low-light conditions videos is al-
most impossible. For this reason, this kind of video dataset,
offering pairs of noisy and noise-free sequences, are not
available. Therefore, we decided to proceed according to
this sequence:

1. We selected 31 publicly available videos from [41].
2. We divided the videos in sequences of three frames

each.
3. Every sequence was added with either Gaussian noise

with σ=[0,55] or real noise 3 with Ag=[0,64] and
Dg=[0,32].

4. All the sequences went through the Spatial-CNN and
the results were stored.

5. Pairs of spatially-denoised and clean sequences will be
used for training.

We followed the same training procedure as the Spatial-
CNN, even though now the network will be trained with
patches of dimension 50× 50× 9, containing three patches
coming from three subsequent frames.
The 31 selected videos contain 8922 frames, which means
2974 sequences of three frames and a final number of
patches of 300032. We ran the training for 60 epochs with
a batch size of 128, Adam optimizer with learning rate of
10−4 and LeakyReLU as activation function. It is shown
LeakyReLU can outperform ReLU [35]. However, we did
not use Leaky Relu in the spatial CNN, because ReLU per-
formed better. We present the comparison result in the sup-
plementary material. In the final version of Temp3-CNN,
Batch Normalization (BN) was not used: experiments show
it slows down the training and denoising process. BN did
not improve the final result in terms of PSNR. Moreover,
denoising without BN requires around 5% less time. On
one hand, BN helps for spatial denoising, because inputs
have a wide range of noise levels in the same batch. On the
other hand, BN is not helpful with this setting for tempo-
ral denoising, because the inputs have less variance, having
been already spatially denoised from the same Spatial-CNN
model. Figure 5 represents the evolution of the L2-loss for
the Temp3-CNN: avoiding the normalization step makes
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the loss starting immediately at a low value. We trained
the same network with Leaky ReLU, Leaky ReLU+BN and
ReLU+BN and present the comparison results in the sup-
plementary material.

Figure 5: Evolution of the L2-Loss during the training of
the Temp3-CNN. Batch Normalization (BN) does not help,
adding a computation overhead without any improvement
over the final result. With Leaky ReLU as activation func-
tion and with no BN, the loss starts immediately around 1
and decreases to 0.5 after 60 epochs. Denoising without
BN takes around 5% less time. We show only the first 1800
steps for a better visualization.

4.5. Exp 1: Evaluating the Optimal Video Denoising
CNN Architecture

The final proposed version of VidCNN consists in two
CNNs in a pipeline, performing first spatial and then tempo-
ral denoising. To get the final architecture, we trained Vid-
CNN with different structures and tested it on two famous
benchmarking videos and on one we personally recorded
with a Blackmagic Design URSA Mini 4.6K, capable to
record raw videos. The videos have various levels of Ad-
ditive White Gaussian Noise (AWGN). We will answer to
three critical questions.

4.5.1 Q1: Is Temp3-CNN able to learn both temporal
and spatial denoising?

• Spatial-CNN: image denoising CNN, similar to
DnCNN[14] but with 128 feature maps in the first con-
volutional layer.
• Temp3-CNN: temporal denoising CNN, same archi-

tecture of the spatial one, but with three noisy frames
as input.

We compare the Spatial-CNN with the Temp3-CNN, which
in this case tries to perform spatial and temporal denoising

at the same time.
Answer: referring to Table 3, we notice how using Temp3-
CNN alone leads to a worse result compared to the simpler
Spatial-CNN.

Foreman Tennis Strijp-S *

Res./Frames 288×352 / 300 240×352 / 150 656×1164/787

σ 25 55 25 55 25

Spatial-CNN 32.18 28.27 29.46 26.15 32.73
Temp3-CNN 31.56 27.45 29.32 25.63 31.13

Table 3: Comparison of Spatial-CNN and Temp3-CNN
over videos with different levels of AWGN. The Temp3-
CNN alone can not outperform the Spatial-CNN. Results
expressed in terms of PSNR[dB]. *Self-recorded Raw video
converted to RGB.

4.5.2 Q2: In which order performing spatial and tem-
poral denoising?

Knowing that using Temp3-CNN alone is not enough, we
now have to compare different combination of spatial and
temporal denoising.
Answer: looking at Table 4, we can confirm that using tem-
poral denoising improves the result over spatial denoising,
with the best performing combination as Spatial-CNN fol-
lowed by Temp3-CNN.

Foreman Tennis Strijp-S

Res./Frames 288×352 / 300 240×352 / 150 656×1164/787

σ 25 55 25 55 25

Spatial-CNN 32.18 28.27 29.46 26.15 32.73
Temp3-CNN &

Spatial-CNN 32.09 28.37 29.21 25.98 32.28

Spatial-CNN &
Temp3-CNN 33.12 29.56 30.36 27.18 34.07

Table 4: The combination of Spatial-CNN + Temp3-CNN
is the best performing, showing consistent improvements of
∼ 1dB over the spatial-only denoising. Results expressed
in terms of PSNR[dB].

4.5.3 Q3: How many frames do we have to consider?

We have to investigate how many frames are needed for the
best trade-off between quality and complexity, which in-
creases with every additional frame we consider. We com-
pare now the introduced Temp3-CNN with Temp5-CNN,
which considers a time window of five frames.
Answer: results in Table 5 shows that considering more
frames could improve the result, but this is not guaran-
teed. Therefore, since using a bigger time window means
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more memory and time needed, we decided to use the three
frames model for a better trade-off. For comparison, us-
ing the Temp5-CNN on the video Foreman took 6.5% more
time than using the Temp3-CNN, 21.17s vs 19.85s on GPU.
The difference does not seem much, but if we would ap-
ply this denoiser to real videos, which are bigger in size
and longer in time, the difference would increase and the
Temp5-CNN could not fit in the memory.

Foreman Tennis Strijp-S

Res./Frames 288×352 / 300 240×352 / 150 656×1164/787

σ 25 55 25 55 25

Spatial-CNN 32.18 28.27 29.46 26.15 32.73
Spatial-CNN &

Temp3-CNN 33.12 29.56 30.36 27.18 34.07

Spatial-CNN &
Temp5-CNN 33.03 29.87 30.72 27.70 33.97

Table 5: Comparison of architectures using 3 or 5 frames.
Using a bigger time window, i.e. five frames, may slightly
improve the final result or even worsen it. Hence, we de-
cided to proceed using a 3-frames architecture. Results ex-
pressed in terms of PSNR[dB].

4.6. Exp 2: Evaluating Sensitivity to Temporal In-
consistency

To correctly combine the information coming from the
two other frames, VidCNN has to understand if the sec-
ondary frames contain useful information to improve the
reference frame or not. We can appreciate how powerful
is our model with this simple experiment:

• We consider the video Tennis from [41], adding Gaus-
sian noise with standard deviation σ=40.
• We artificially removed the white ball, covering it with

part of the background.
• We ran VidCNN and check the difference between the

experiment and the output with non-modified noisy
frames 9 and 11.

Figure 6 shows the modified input frames and VidCNN out-
put. In terms of PSNR value, we got the same value for both
normal and experimental case: 27.28dB. This result con-
firms that the network does what we expected: it uses part
of the secondary frames and combine them with the refer-
ence, but only where the pixel content is similar enough.
Thus, in this scenario the outcome does not change, since
VidCNN would not have used the information in the ball
area anyway.

(a) Noisy Frame 9 (b) Noisy Frame 10 (c) Noisy Frame 11

(d) VidCNN Frame 10

Figure 6: VidCNN achieves the same PSNR value of
27.28dB for frame 10 of the video Tennis with AWGN
σ=40, even if we manually cancel the white ball from the
secondary frames. The network understands which part has
to take into consideration and which not, i.e. the ball area.

4.6.1 Visualization of temporal filters

The novel architecture Temp3-CNN is capable to detect the
temporal inconsistencies, but without a visual reference it
is difficult to understand the process. Hence, we want to
show in detail what our model detects and how we can in-
terpret this visualization. In Figure 7, we show the output
of two of the 128 filters in the first layer of Temp3-CNN,
where the network highlights different features of the con-
catenated input frames. In Figure 7b, we see in black the
table-tennis ball of the current frame, whereas the ones in
the previous and subsequent frame are in white. In Fig-
ure 7a instead, we see how this filter highlights flat areas
with similar colors and shows mostly the ball of the cur-
rent frame in white. Therefore, Temp3-CNN gives different
importance to similar and different areas among the three
frames. This is a simple indication on how the CNN han-
dles motion and temporal inconsistencies.

(a) Filter 59 (b) Filter 90

Figure 7: Visualization of filters 59 and 90 output of Temp3-
CNN first convolutional layer. This layer is composed by
128 filters. We used frames number 9, 10 and 11 from the
video Tennis as input. Filter 59 highlights the reference ball
and other areas with similar colors, whereas filter 90 seems
to highlight mostly contours and the ball at the reference
position in frame 10. The images have been color-inverted
for a better visualization.
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(a) Noisy frame 148

(b) Noisy frame 150

(c) Noisy frame 149
(16.48/0.6023)

(d) CBM3D[6]
(25.60/0.9482)

(e) VBM4D[10]
(24.51/0.9292)

(f) VidCNN-G
(27.19/0.9605)

Figure 8: Blind video denoising comparison on Tennis [41] corrupted with AWGN σ=40 and values clipped between [0,255].
We show the result of two competitors, VBM4D and CBM3D, which scored respectively second and third (see Table 6) on
this test video. VidCNN performs well in challenging situations, even if the previous frame is completely different 8a, thanks
to the temporal inconsistency detection. VBM4D suffers from the change of view, creating artifacts. Results in brackets are
referred to the single frame 149 (PSNR [dB]/SSIM).

Tennis Old Town Cross Park Run Stefan

Res./Frames 240×352 / 150 720×1280 / 500 720×1280 / 504 656×1164 / 300

σ 5 25 40 15 25 40 15 25 40 15 25 55

VidCNN 35.51 29.97 28.00 32.15 30.91 29.41 31.04 28.44 25.97 32.06 29.23 24.63
VidCNN-G 37.81 30.36 28.44 32.39 31.29 29.97 31.25 28.72 26.36 32.37 29.59 25.06
VBM4D [10] 34.64 29.72 27.49 32.40 31.21 29.57 29.99 27.90 25.84 29.90 27.87 23.83
CBM3D [34] 27.04 26.37 25.62 28.19 27.95 27.35 24.75 24.46 23.71 26.19 25.89 24.18
DnCNN [14] 35.49 27.47 25.43 31.47 30.10 28.35 30.66 27.87 25.20 32.20 29.29 24.51

Table 6: Comparison of VidCNN with a video denoising algorithm, VBM4D [10], and two image denoising algorithms,
DnCNN [14] and CBM3D [34]. VidCNN-G is the model trained specificly for blind gaussian denoising. Test videos have
different length, size and level of Additive White Gaussian Noise. VidCNN performs better than blind denoising algorithms
CBM3D, DnCNN and VBM4D, which has been used with the low complexity setup due to our memory limitations. Best
results are highlighted in bold. Original videos are publicly available here [41]. Results expressed in terms of PSNR[dB].

4.7. Exp 3: Evaluating Performance on Gaussian
Video Denoising

Currently, most of the video and image denoising algo-
rithms have been developed to tackle Additive White Gaus-
sian Noise (AWGN). We will compare VidCNN with the
state-of-art algorithm for gaussian video denoising VBM4D
[10] and additionally with CBM3D [34] and DnCNN [14]
for single frame denoising. We used the algorithms in their
blind version: for VBM4D we activated the noise estima-
tion, for CBM3D we set the sigma level to 50 and for
DnCNN we use the blind model provided by the authors.
We compare two versions of VidCNN, where VidCNN-G
is the model trained specifically for AWGN denoising and
VidCNN is the final model tackling multiple noise models,

including low-light conditions. The videos have been stored
as uncompressed png frames, added with AWGN and saved
again in loss-less png format. From the results in Table 6
we notice that VBM4D achieves superior results compared
to its spatial counterpart CBM3D, which is probably due
to the effectiveness of the noise estimator implemented in
VBM4D. CBM3D suffers from the wrong noise std. devia-
tion (σ) level for low noise intensities, whereas for high lev-
els achieves comparable results. Overall, our implemented
VidCNN in its gaussian specific version performs better
than the general blind model, even though the difference is
limited. VidCNN-G scores the best results, as highlighted
in bold in Table 6, confirming our blind video denoising
network as a valid approach, which achieves state-of-art re-
sults.
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(a) Noisy frame 2
(22.54/0.4402)

(b) DnCNN [14]
(24.30/0.5323)

(c) VBM4D [10]
(29.08/0.7684)

(d) CBDNet [22]
(30.75/0.8710)

(e) CBM3D[34]
(31.11/0.8982)

(f) VidCNN
(34.14/0.9158)

Figure 9: Detailed comparison of denoising algorithms on the low-light video Train with light intensity at 50/255. Our
VidCNN shows superior performance in this light condition, preserving edges and correctly smoothing flat areas. Results
referred to frame 2, expressed in terms of (PSNR [dB]/SSIM).

Train Mountains Windmill

Res./Frames 212×1091 / 4 1080×1920 / 4 1080×1920 / 3

Light 50/255 55/255 [55,75]/255 44.6 lux 118 lux 212 lux

VidCNN 34.05 36.96 40.84 32.96 35.42 36.69
VBM4D[10] 29.10 33.48 37.34 26.62 30.69 32.92
CBDNet[22] 30.89 34.56 39.91 29.56 34.31 36.22
CBM3D[34] 31.27 34.06 40.20 29.81 34.06 35.74
DnCNN[14] 24.33 29.87 32.39 21.73 25.55 27.87

Table 7: Comparison of state-of-art denoising algorithms over six low-light sequences recorded with a Bosch Autodome IP
5000 IR in raw mode, without any type of filtering activated. Every sequence is composed of 4 or 3 frames, with ground
truths obtained averaging over 200 images. The Windmill sequences has been recorded with a different light source, where
we were able to measure the light intensity. Highlighted in bold our VidCNN results, which performs significantly better.
Results expressed in terms of PSNR[dB].

4.8. Exp 4: Evaluating Performance on Low-Light
Video Denoising

Along with the low-light dataset creation, we also
recorded six sequences of three or four frames each:
• Two sequences of the same scene, with a moving toy

train, in two different light intensities.
• A sequence of an artificial mountain landscape with

increasing light intensity.
• Three sequences of the same scene, with a rotating

toy windmill and a moving toy truck, in three differ-
ent light conditions.

Those sequences are not part of the training set and have
been recorded separately, with the same Bosch Autodome
IP 5000 IR camera. In Table 7 we present the results of
VidCNN, highlighted in bold, in comparison with other

state-of-art denoising algorithms on the low-light test set.
We compare our method with VBM4D [10], CBM3D [34],
DnCNN [14] and CBDNet [22]. VidCNN achieves sub-
stantial improvements over the competitors, especially for
the lowest light intensities. Surprisingly, the single frame
denoiser CBM3D performs better than the video version
VBM4D: the difference may arose, because CBM3D in its
blind version uses σ = 50, whereas VBM4D has a built-
in noise level estimator, which may perform worse with a
completely different noise model from the supposed Gaus-
sian one. CBDNet achieves also remarkable results as ex-
pected, since it is suitable for real-world noisy images. In
this case we can appreciate how powerful CNNs are, in con-
ditions where designing a specific denoising algorithm for
a specific sensor would be difficult and time consuming.
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5. Discussion
5.1. Summary

In this paper, we presented a novel CNN architecture for
Blind Video Denoising called VidCNN. We use spatial and
temporal information in a feed-forward process, combining
three consecutive frames to get a clean version of the mid-
dle frame. We perform temporal denoising in simple yet
efficient manner, where our Temp3-CNN learns how to han-
dle objects motion, brightness changes, camera motion and
temporal inconsistencies. We define our model as Blind,
since it can tackle different noise models at the same time,
without any prior knowledge nor analysis of the input sig-
nal. We created a dataset containing multiple noise models,
showing how the right mixture of training data can improve
image denoising on real world data, such as on the DND
Benchmarking Dataset [31]. We achieve state-of-art results
in blind gaussian video denoising, comparing our outcome
with the competitors available in the literature. We show
how it is possible, with the proper hardware, to address low-
light video denoising with the use of a Convolutional Neural
Network, which would ease the tuning of new sensors and
camera models. Collecting the proper training data would
be the most time consuming part. However, defining an au-
tomatic framework with predefined scenes and light condi-
tions would simplify the process, allowing to further reduce
the needed time and resources. Our technique for acquir-
ing clean and noisy low-light image pairs has proven to be
effective and simple, requiring no specific exposure tuning.

5.2. Limitations and Future Works

One of the biggest limitations of VidCNN, if we would
use it in real-world scenarios, is the needed computational
power. At the current state, even with an high-end graphic
card as the Nvidia Titan X, we were able to reach a max-
imum speed of ∼ 3fps on HD videos. However, most
of the current cameras work with Full HD or even UHD
(4K) resolutions, with always higher frame rates. We did
not try to implement VidCNN on a mobile device support-
ing Tensorflow Lite, which converts model and weights to
a lighter version more suitable for handled devices. Hence,
this could be a possible new development and challenging
question to investigate on, since every week the available
hardware in the market gets more powerful. Something that
we still have to analyze in depth are the generalization ca-
pabilities of the proposed method: we were able to collect
real data from a single sensor type and we should investigate
further its performance, using data from multiple sensors at
the same time.
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1 Background on Convolutional Neural Networks
In this section we want to give a high-level introduction to the concepts used in our Video Denoising
CNN. For this reason, we will only go through the types of components we used. For a better and
more in-depth explanation we suggest the book [1]. Convolutional Neural Networks (CNNs) are
a type of feed-forward artificial Neural Networks, which are mostly used to analyze and elaborate
multi-dimensional signals such as images. In fact, an image can be composed of a single channel
for gray level, three or four for color images and more for multi-spectral data.
CNNs have been successfully applied to image recognition, object detection and also image denois-
ing tasks. In this section we want to present the components of the CNN architecture we used for
the implementation of VidCNN, the blind video denoising network.

1.1 Multi Dimensional Discrete Convolution
The basic and fundamental operation of CNNs is the Convolution. Since we are in the digital
domain, our data has been quantized and we will work with discrete values, which means we
use a particular type of convolution. The general form of the multi dimensional discrete valued
convolution can be written as

(I ∗K)ij =

k1−1∑
m=0

k2−1∑
n=0

C∑
c=1

Km,n,c · Ii+m,j+n,c + b , (1)

where I ∈ RH×W×C represents our image signal with C number of channels, K ∈ Rk1×k2×C×D

represents the kernel with D filters and biases b, one for each filter. The operation is composed
only by multiplication and addition, with complexity depending on the size of the image and the
kernel. With a gray-scale image of size (H×W ) and a kernel (k×k), the complexity will result
as O(HWkk). If the kernel is separable, which means it can be written as the convolution of two
one-dimensional vectors K = K1 ∗ K2, the complexity decreases to O(2HWk). In the Neural
Network field, the kernel is also called receptive field.

1.2 Training Process
1.2.1 Gradient Descent

The Gradient Descent is a generic optimization algorithm capable of finding optimal solutions in
various problems. The main idea of Gradient Descent is to tune parameters iteratively to minimize
a pre-defined loss function. The loss function is the L2-norm in equation 2, also known as least
squares error (LSE). It is the sum of the square of the differences S between the target value Y
and the estimated values Yest.

L =
∑
x

∑
y

(Y (x, y)− Yest(x, y))2 (2)

The Gradient Descent measures the local gradient of the error function with regards to the filter
weights w, which have been randomly initialized, and step by step follows the highest gradient
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Figure 1: Graphical representation of a 2D discrete valued convolution with a 3×3 kernel. Source
[2].

(which we can see as a measure of "steepness") attempting to decrease the loss function, until the
algorithm converges to a minimum. A necessary parameter of the Gradient Descent algorithm is
the learning rate, which determines the size of each update step: if too small it will take many
iterations to converge, whereas if too high could lead to divergence instead of convergence. There
can be several hills and valleys the optimizer has to overcome to get to the absolute minimum. A
gradient descent variant that attempts to mimic the physical behavior of a ball rolling down the
loss-function surface with momentum is the Adam optimizer, which tries to avoid getting stuck in
local optima valley. We use Adam optimizer during our CNN training phase, with predefined first
order momentum of 0.9.

1.2.2 Tensorflow Autodiff

Tensorflow has built-in functions which can automatically and efficiently compute the gradients:
we do not have to use any loop for multiple derivatives. There are multiple approaches to compute
gradients automatically and Tensorflow uses the specific Reverse-mode autodiff. You can refer to
[1] for more details.

1.2.3 The Backpropagation Process

In 1986, D.E. Rumelhart et al. published an article about an innovative training algorithm called
backpropagation [3]. We can describe it as a Gradient Descent using reverse-mode autodiff. For
each training instance, the algorithm feeds the data to the CNN and computes the output of
every consecutive convolutional layer. This step is called forward pass and it is the same we use for
estimation (denoising in our specific case). Afterwards, computing the Loss, the algorithm measures
the difference between the reference sample (in our case a patch of clean image) and the actual
output of the CNN (the denoised image patch). Subsequently, it measures how much of the error
comes from each neuron in the last convolutional layer. It proceeds computing the contribution of
the previous layers, until the process reaches the input layer. This reverse pass measures efficiently
the loss gradient across all the layers by propagating it backward in the network. The name of the
algorithm comes from this final step.

1.2.4 Vanishing and Exploding Gradients Problems

The backpropagation algorithm propagates the error gradient from the output layer up to the input
layer. The gradients are used for updating the weights in each neuron, but unfortunately gradients
value gets often smaller and smaller as we reach the lower layers. As outcome, the algorithm leaves
the lower layer connection weights almost the same, avoiding the training to reach an optimal
solution. This problem is called Vanishing Gradient. The opposite, the Exploding Gradient, can
also happen, making the gradients increase too steeply and the algorithm to diverge. There are
different solutions to overcome this problem, which involve the use of particular activation functions
or normalization steps, such as Batch Normalization.
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1.2.5 Batch Normalization

Thanks to particular activation functions as ReLU and LeakyReLU, the vanishing/exploding gra-
dient problem is attenuated at the beginning of the training phase. However, it is not guaranteed
it will not reappear during training. In 2015, Sergey Ioffe and Christian Szegedy published a paper
[4], where they proposed a technique called Batch Normalization (BN) to address this issue, which
they refer as Internal Covariate Shift. The technique consist of adding a normalization step before
the activation function of each layer. This operation zero-centers and normalizes the input and
then scales and shifts the results using a parameter for each operation. Hence, it learns the optimal
scale and mean of the input for each layer.

1.3 Leaning the parameters
The result of a convolution depends on the kernel type: the size and values will determine the final
result. There are many different types of kernels, which can extract contours, increase sharpness
or contrast, blur and perform morphological operations. However, in the case of Convolutional
Neural Networks, the type of kernel is not predefined, but it will be learned during the training
phase, hence it is called receptive field. The process used for training the kernels weights is based
on the gradient descent calculation and is called backpropagation, because it will start computing
the gradient at the last layer and propagate it back to the higher ones. Before explaining the
backpropagation process we have to introduce some other parameters and definitions.

1.3.1 Padding and Stride

Performing a 2D discrete value convolution consist of multiple multiplications and a final sum, for
each output value (or pixel). The kernel will slide over the image, and the result will be placed
in the central position, as shown in Figure 1. However, placing the kernel on a border pixel, will
leave some of the kernel values without a multiplication factor from the image. Using for instance
a (3×3) kernel and an image of (H×W ), the output will shrink of 1 pixel on each side with a final
size of (H−1×W −1). Avoiding this effect and obtaining the same image size as output is possible
by padding the input image before the convolutional step with zeros: this will increase the input
size to (H + 1×W + 1) and allow to obtain the expected size as output.

Figure 2: Graphical representation of a zero padded input image: all the kernel values have a
multiplication factor on the border. Source [2].

Another fundamental parameter, which controls the output size, is the stride. The stride
indicates how much the kernel will move at each step along each axis: using a stride of [1,1], for
the 2D case, means that the kernel will move of just one pixel each step. However, if we increase
the stride value, the kernel will move with bigger steps and the obtained pixels will decrease.

1.4 Activation Function
The activation function is typically used after every Convolutional Layer to introduce non-linearity.
Our CNN has to learn from real-world data, which is mostly non-linear and therefore, we have to
use a particular function to transform our output. In 2011, Glorot and Bengio published a paper
[5] explaining how the vanishing/exploding gradient problem was partly due to the poor choice of
the activation function. Until then, most researchers supposed that the sigmoid function was the
best choice, since it was similar to the one in biological neurons. However, it turned out that other
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activation functions behave much better in deep neural networks. The ReLU distinguished from
others, because it does not saturate for positive values and it is fast to compute. In the VidCNN
architecture two similar activation functions are used: ReLU and LeakyReLU.

1.4.1 ReLU

The Rectified Linear Unit function, introduced recently in the Machine Learning field [5], sets to
zero all the negative values, according to the formula:

ReLU(x) = max(o, x) (3)

We used this function in the Spatial-CNN architecture, following [6], where they show its effective-
ness for image denoising tasks, among others. An advantage of this activation function, compared
to the Sigmoid (commonly used in machine learning), lays in their range: the ReLU has range
[0,+∞], whereas the Sigmoid [0, 1], which is more suitable when working with probabilities. An-
other important factor to take into account, is that the gradient of the ReLU function does not
vanish as we increase x. On the other hand, the gradient of the sigmoid function vanishes as we
increase or decrease x. When training deep neural networks with Backpropagation, this has major
benefits.

Figure 3: The ReLU activation function. All negative input values are set to zero, introducing
non-linearity efficiently.

1.4.2 Leaky ReLU

The introduction of ReLU gave major benefit for training networks with deep architectures. How-
ever, ReLU introduces an issue called dying : when the dot product of the ReLU input with its
weights is negative, the neuron dies and its output will be always zero. Subsequently, the gradient
will be always zero. The loss, back-propagated from later layers gets multiplied by zero, hence no
error signal arrives to earlier layers. Leaky ReLU has been introduced to overcome this problem:
instead of setting to zero all the negative values, it maps them according to a parameter, usually
set to 0.01. Leaky ReLU allows a small gradient even when the unit is inactive.

LeakyReLU(x) =

{
x if x > 0

0.01x otherwise
(4)

We used Leaky ReLU in final version of the Temp3-CNN, the network performing temporal
denoising, which gave better results than ReLU.
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Figure 4: The Leaky ReLU activation function. It allows small negative values, letting the gradient
being non-zero also in the left part of the plot.

2 Supplementary Results

2.1 Hardware details
All the developing, training and testing have been run on the same machine with the following
specifications:

• O.S.: Ubuntu 16.04

• CPU: Intel Xeon E5-1620 v4

• RAM: 32GB

• GPU: Nvidia Titan X (Pascal)

• Deep Learning Library: Tensorflow 1.9 (Python 2.7)

2.2 Spatial-CNN: comparison results with ReLU and LeakyReLU
Here we present the comparison result of the Spatial-CNN, trained with two different activation
functions. We tested both on the same benchmarking dataset, the CBSD68. Even though Leaky
ReLU gave us better result for the Temp3-CNN architecture, in this scenario the simpler ReLU is
still the best choice among them.

σ = 5 σ = 10 σ = 15 σ = 25 σ = 35 σ = 50

Spatial-CNN - ReLU 39.73 35.92 33.66 30.99 29.34 27.63
Spatial-CNN - Leaky ReLU 38.64 35.22 33.06 30.47 28.78 26.99

Table 1: Comparison of Spatial-CNN, trained with ReLU and Leaky RelU, on the CBSD68 dataset
corrupted with Additive White Gaussian Noise of multiple levels. The same network, trained in
the same way, perform better using the ReLU activation function, instead of the more recent Leaky
ReLU.
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2.3 Temp3-CNN: comparison results with BN and without
In Table 2, we present a comparison of the same VidCNN trained with three different settings:

1. Using Leaky ReLU as activation function and no normalization.

2. Using Leaky ReLU as activation function and Batch Normalization.

3. Using ReLU as activation function and Batch Normalization.

The results show how, using the more complex Leaky ReLU to train our temporal denoising
network Temp3-CNN, we obtain the best results. In Table 2, we also show the difference in time
needed to denoise the same videos, where the use of Batch Normalization increases it. We notice
also that, due its lower computational complexity, the Temp3-CNN trained with ReLU and Batch
Normalization is faster than the one trained with Leaky ReLU and BN.

Train Mountains Windmill

Res./Frames 212×1091/4 1080×1920/4 1080×1920/3
Light 50/255 55/255 [55,75]/255 44.6 lux 118 lux 212 lux

VidCNN Leaky ReLU 34.05 36.96 40.84 32.96 35.42 36.69
Elapsed Time [s] 1.6361 1.6164 6.4080 5.8228 6.3080 6.1896
VidCNN Leaky ReLU + BN 34.07 36.98 40.76 32.87 35.34 36.81
Elapsed Time [s] 2.0089 2.3251 7.2746 6.6507 6.5803 6.6682
VidCNN ReLU + BN 33.88 36.57 40.42 32.77 35.27 36.40
Elapsed Time [s] 1.7450 1.7567 6.4485 5.4045 5.3711 5.4232

Table 2: Comparison of VidCNN trained with different settings on the same low-light test set. Two
activation functions have been used, Leaky ReLU and ReLU. Batch Normalization has been used in
two settings as normalization step. The best result in terms of Peak Signal to Noise Ratio (PSNR)
and elapsed time is achieved by VidCNN trained with Leaky ReLU and no Batch Normalization.
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3 Low-light Test Sequences
In this section we present the remaining low-light test sequences we recorded, not shown previously
in the main article. The sequence Windmill contains many different objects and flat areas, plus
the windmill and the toy truck that are moving. The sequence Mountains does not contain moving
parts, but the illumination increases in time.

(a) Noisy frame 1 (b) Denoised frame 1

(c) Noisy frame 2 (d) Denoised frame 2

(e) Noisy frame 3 (f) Denoised frame 3

Figure 5: The test sequence Windmill, with light intensity of 212 lux. On the left we see the noisy
sequence and on the right the VidCNN denoised output, which can correctly preserve edges and
smooth flat areas.
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(a) Noisy frame 1 (b) Denoised frame 1

(c) Noisy frame 2 (d) Denoised frame 2

(e) Noisy frame 3 (f) Denoised frame 3

(g) Noisy frame 4 (h) Denoised frame 4

Figure 6: The test sequence Mountains, with light intensity increasing at each frame. We can
appreciate how VidCNN can preserve the frame features looking at the house in details.
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