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ABSTRACT
When a human makes a decision, an observer may want to un-
derstand the reasons and motivations behind the decision. This
understanding is important when IVAs are involved in contextual
decision-making or coaching practices. To address this challenge,
we propose that an agent’s understanding of its user should include
knowledge of the user’s underlying values. Humans prioritise differ-
ent values – sometimes contradictory – in a manner that depends
on the context. We present a method where the agent and user
build the required context-sensitive value model together. We use
Schwartz’s value theory, which places individuals’ values into ten
categories. In a between-subject experiment, with three sessions
on different days, we elicit user values by presenting them with
moral dilemmas in different contexts on the first day, refine the
model by asking users to argue about contradictions on the second
day, and let them reflect on the model that they have built together
with the system on the third day. We find that users exposed to
a value-aware condition are more likely to agree with the robot’s
representations of their values post-reflection than those in a base-
line. Participants also prioritise different values depending on the
context, agreeing with previous findings.

CCS CONCEPTS
• Human-centered computing → User models; User studies;
Natural language interfaces; • Applied computing → Psychology.

KEYWORDS
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1 INTRODUCTION
When an IVA gives decision support to a human, what does it
need to know about the individual it is helping to give a good
answer? In simpler decisions, like advice for cooking, there may
be an objectively correct answer, and the system does not need to
know anything about the user to give good advice. On the other
hand, in complex domains and contexts – like disaster rescue
or triage – user choices and actions can only be understood by
mapping the users’ actions to their belief system. If we are to build
IVAs that assist in such complex cases, then the agent’s responses
and collaborative actions will improve from being contextual to the
users and their abilities and values. A generic answer or action will
not suffice.

We see a research gap in how IVAs can build an understanding
of their user to support complex decisions. In order to address it,
we give our agent value-driven memory to let it build an under-
standing of what the user believes and why. Values are a general
way to represent the deeply held beliefs of humans in their most
conceptual form [29, 31]. While values are supposed to be univer-
sally applicable, previous research also indicates that the selection
of values that are relevant to an individual at a given point in time
(activated) is context-dependent [19, 23, 38]. This would mean that
the context affects the implementation of the value-driven mem-
ory. We therefore investigate whether participants indeed prioritise
different values depending on context.

In this paper, we investigate whether building the robot’s mem-
ory around participants’ values is (i) noticeable to participants and
(ii) if doing so leads to more value-aligned conversations.We further
(iii) investigate whether participants prioritise values differently
depending on context.

2 RELATEDWORK
2.1 Value models
Schwartz proposed a set of universal values that motivate humans’
“ideologies, attitudes, and actions in the political, religious, envi-
ronmental and other domains" [29]. The evaluation by Schwartz
confirmed that individuals from 20 countries had values that could
be categorised as based on benevolence, tradition, conformity,
security, power, achievement, hedonism, stimulation, self-
direction, as well as universalism. When the 10 values are dis-
tributed in this order around a circle, values that are related to each
other neighbour each other. For example, security and power are
adjacent in Schwartz’s circle because some participants expressed
that they highly valued the ability to control uncertain situations.
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Similar arguments are found for other pairs [29]. Schwartz et al.
also propose grouping the circle into quadrants [29] and halves [31]
respectively, representing higher-level reasons why a person may
hold values. There is small body of work that proposes methods
for how an individual’s values can inform arguments for behaviour
change, although this is not then used to create a memory model
containing the values [8, 9].

2.1.1 Context-dependent values. Schwartz [30] calls the values we
inherit from social context and society ourmental programs [19, cf.].
Each individual may carry multiple mental programs, representing
different and possibly contradictory sources of values like religion,
age group, gender, political beliefs and one’s job. When an indi-
vidual makes a decision in a group of their friends, certain values
are more easily activated than others in their possibly conflicting
mental programs, and the person may make a different decision
than they would if they had made the same decision at work [30].
Contextual factors that play into an individual’s values may be
factors specific to a country (average wealth, income inequality or
equality, employment rates) [38].

2.2 Memory for conversational agents
A significant amount of research has focused on integrating mem-
ory into conversational agents and social robots [5]. Many of these
designs are inspired by how human memory works. Human mem-
ory is generally represented by distinguishing between long-term,
short-term and working memory on the one hand [1, 12, 17] and
episodic and semantic memory on the other [15, 35, 39]. Most work
within the human-agent and human-robot community has focused
on modelling episodic memory. The episodic memory captures
previous experiences embedding them within the context of time,
location, and possibly the emotions experienced. A specific instance
of an episodic memory is an autobiographical memory. This infor-
mation has often been represented by at least 4 W :What, Where,
Who andWhen [10, 18, 20, 28].

Especially within the last two years, there has been a notable
surge in efforts to equip large language models with memory capa-
bilities. Most of these initiatives involve creating an agent’s memory
by supplying themwith some form of structured prompt [22, 26, 34].
However, prompt-based methods have limitations as it becomes
increasingly challenging to capture all information within a single
prompt without introducing conflicting information, particularly
as the history grows longer.

Behaviours and actions are interpreted at a surface level with-
out modelling the underlying motivations and beliefs. While this
method may yield impressive short-term results in terms of per-
ceived intelligence, the failure to accumulate knowledge about
interpreting user motivations and beliefs over time constrains the
interpretive abilities of future actions.

Memory models so far have been used in an array of different
use-case scenarios like education [16] and elderly care [7, 33].

3 METHOD
We designed a value-aware memory system to rank participants’
values in a conversation. The contextual value memory attempts to
rank what values are important for an individual user by mapping
each value in Schwartz’s value model (see Section 2.1) to a number.

Each value in Schwartz’s circle [29] is given a weight of 1 for each
time the user chose that value when given the choice, and 0.25 for
each time the user chose a value in the same quadrant of Schwartz’s
circle. Ties are broken by counting keywords in the users’ verbal
responses to the agent and mapping them to different values ac-
cording to a translated variant of value-mapped dictionaries by
Fischer et al. [14], Ponizovskiy et al. [27].

The value-aware memory was implemented in a Nao robot. We
set up a between-subject experiment where the memory-equipped
robot, supported by a screen showing images relating to the dia-
logue, talked to users about their values across three sessions. In
the conversation, the participants selected options corresponding
to specific values in response to prompting by the robot. The dia-
logue was built around Socratic questioning [6, 11, 25], in order
to identify users’ values in cooperation with them. The value model
by Schwartz [29, 31] considers 10 categories of values. We instead
limited the values explored in our dialogues to five of the ten to
reduce the amount of dialogue that would have to be pre-written
comparing pairs of values. Based on previous work by Suizzo [36],
we decided to focus on conformity, achievement, self-direction
and benevolence.Hedonism was also included to more evenly
spread the values across the circle by Schwartz et al. [31], and to
provide a value on the other side compared to conformity and benev-
olence. To also connect the experiment to previous work suggesting
that values differ depending on the context where they are eval-
uated (see Section 2.1.1), we developed dialogues that evaluated
participants’ values in the three different contexts of school, social
and family.

The three sessions were split across three days. In the first ses-
sion, users were given two scenarios per context. Users were asked
what they would do in the proposed situation, and they could re-
spond with all five of the values we had chosen to include. In the
second session, the same three contexts as in the first session were
explored with two new scenarios each. For this session, the scenar-
ios were evaluated by presenting the participant with two choices
for each scenario – each choice represented a behaviour connected
to a value in that scenario. In the third session, the robot pointed out
aspects of the participants’ value models where they had differing
values depending on the context, and asked two sets of questions
about what the participant thought of someone who would pick the
opposite option of the one chosen by the participant in the second
session, and what the participant would think about someone who
valued a different value than one they chose during the first session.

There were two experimental conditions. In the complete con-
dition, the system based the value-dependent parts of the second
and third session on the user’s previous responses. In the partial
condition, the system made random choices whenever a scenario
referred back to the users’ previous value choices. 57 participants
were recruited to participate. 28 (14M, 14 F) were assigned to the
complete condition, while 26 (14 M, 12 F) were assigned to the par-
tial condition, with three participants excluded. The mean age was
38.3 years old, with a standard deviation of 18.8.

After the second and third session, structured interviews were
performed to evaluate the relevance of the dialogue and the sys-
tem. The questions from these interviews are presented in Appen-
dices A.1 and A.2. After the third session, participants also filled in
the likeability and perceived intelligence questionnaires from
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the Godspeed series [4], using the standardised Dutch translation
[2]. Following this, two value models were presented visually to
the participant in the form of three spider charts1, one per context.
Each chart contained graphs representing real and fake values side-
by-side, with the fake values generated by shifting the real weights
(created by the system through sessions 1 and 2) from their proper
value into a different value. The participant then answered several
questions about their impression of the two visualisations of the
two value models, and their memories from the conversations with
the agent throughout the three sessions.

4 RESULTS & DISCUSSION
Using a Mann-Whitney U test [24], likeability was found to not
differ significantly (𝑈 = 349, 𝑝 ≈ .79) between the complete (𝑀 =

4.3, 𝑆𝐷 = .5) and partial (𝑀 = 4.2, 𝑆𝐷 = .7) conditions. Perceived
intelligence was similarly found to not differ significantly (𝑈 =

300.5, 𝑝 ≈ .27) between the complete (𝑀 = 4.0, 𝑆𝐷 = .7) and
partial (𝑀 = 3.6, 𝑆𝐷 = 1.0) conditions. Surprisingly, the absence of
reliable value memory did not lead the participants to perceive the
partial condition as less intelligent or less likeable than the complete
condition. The between-subjects design meant that participants
had to make up their own mind about the standard for how a
smart agent behaves. One interpretation is that users thought of
the robot’s reasoning as somehow separate from the robot – as
though the robot was static but that the job it was performing was
different between the two conditions. It is possible that participants’
responses to the Godspeed questionnaires related more to their
impression of the robot’s embodiment and speech style, which
were thought of as separate from the dialogue design. Kasap and
Magnenat-Thalmann [20, 21] found that an agent with episodic
memory had a higher level of social presence than one without
memory.We can conclude thatwhich parts of memory that a human
user perceives as crucial to the agent’s social presence depends
on the agent and dialogue setup. It is well-known that a robot’s
embodiment and human-likeness affects its perceived intelligence
[3], so our usage of a clearly robotic NAO agent may have affected
these results.

Participants’ responses to three questions about the relevance
of values discussed by the agent were found to correlate with a
Cronbach’s 𝛼 [13] of 0.76. The answers to the three questions were
thus averaged and compared between the two conditions. A Mann-
Whitney U-test showed that the distribution in the partial condition
(𝑀 = 4.7, 𝑆𝐷 = .9) was significantly different (𝑈 = 176.5, 𝑝 < 0.01)
from that in the complete condition (𝑀 = 5.2, 𝑆𝐷 = .7). A Mann-
Whitney U test confirmed that the participants in the complete
condition (𝑀 = 5.4, 𝑆𝐷 = 1.0) thought that the agent learned more
(𝑈 = 198, 𝑝 < 0.005) than the participants in the partial condition
(𝑀 = 4.5, 𝑆𝐷 = 1.0). This implies that participants did perceive that
the partial condition was not adapting to their values as much as
the complete condition.

In the partial condition, 14 participants believed that the fake
value model they were shown after the third session fit their val-
ues more than the real values generated from the system’s value
memory. 12 participants believed that the value memory was the

1An example spider chart is shown in Appendix B, and the related questions are listed
in Appendix A.2.

better fit. In the complete condition, 27 out of 28 participants instead
believed that the real values were a better fit. There was thus a
strong significant relationship between the condition and which
model participants chose (𝜒2 (1, 𝑁 = 54) = 27.9, 𝑝 < 0.001). It is
somewhat surprising that participants in the partial condition were
not able to recognise their own values when shown the spider chart.
The real values were based on user responses both in the partial
and complete conditions. We presume that the difference comes
from participants being affected by the system’s random claims
about their values during the third session.

4.1 Differences between contexts
Repeated Friedman tests were performed per value, comparing the
weight that the value had been assigned for each of the contexts
explored in the dialogues (school, home, and social). The Friedman
tests showed that the rankswere significantly differently distributed
for conformity (𝜒2 (2, 𝑁 = 54) = 24.3, 𝑝 = 5.33 ∗ 10−6), benevolence
(𝜒2 (2, 𝑁 = 54) = 9.89, 𝑝 = 7.12∗10−3) and self-direction (𝜒2 (2, 𝑁 =

54) = 45.1, 𝑝 = 1.63 ∗ 10−10), while no significant differences were
found for hedonism (𝜒2 (2, 𝑁 = 54) = 7.51, 𝑝 = 2.34 ∗ 10−2) or
achievement (𝜒2 (2, 𝑁 = 54) = 8.93, 𝑝 = 1.15 ∗ 10−2).

To extract specific differences between the contexts, repeated
Wilcoxon signed-rank post-hoc tests were run between all pairs
of contexts for conformity, benevolence and self-direction. The
tests found that conformity was valued more highly in the home
context than in the social context (𝑈 = 1064, 𝑝 = 0.014), more
highly at school than at home (𝑈 = 425, 𝑝 = 0.00634), and more
highly at school than in the social context (𝑈 = 110, 𝑝 = 3.27∗10−8).
Benevolencewas only found to differ such that it was more highly
rated in the home than in a social context (𝑈 = 1076.5, 𝑝 = 0.0103).
Self-direction was valued more highly at home than at school
(𝑈 = 1134, 𝑝 = 5.15 ∗ 10−5), as well as more highly in a social
context than at school (𝑈 = 1477, 𝑝 = 3.21 ∗ 10−9).

5 CONCLUSIONS
Value-based memory models and user models can be useful for the
future design of agents that assist users with specifically those hard
questions where there is not one good, one-size-fits all answer. We
can confirm that:

(i) Building the robot’s memory around participants’ values
was in fact noticeable to participants.

(ii) Participants did perceive the value-aware condition as be-
ing aware of their contextual values, leading to more a value-
aware conversation.

(iii) Participants pripritised their values differently depending
on the context.
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The questionnaires have been translated into English to present
them here; they were presented to the participants in Dutch. Not
all questions were analysed in this paper.

A.1 Questionnaire after session 2

Question Answer type
Did you feel like the agent discussed
relevant values during the conversa-
tion?

7-Point Likert Scale

Did you feel the agent learned some-
thing about you during the conver-
sation?

7-Point Likert Scale

What do you not agree with during
this conversation?

Open Question

What do you think the agent got
wrong during the conversation?

Open Question

How relevant were the questions at
the end of the conversation to your
values?

7-Point Likert Scale

Table 1: The questions asked after the second session.

A.2 Questionnaires after session 3
The Godspeed questionnaires [4] on likeability and perceived in-
telligence were used in their generally accepted Dutch translation
[2] and are not presented here. Participants also filled in the GSES
scales [32] in their official Dutch translation [37], which are also
not presented here. The results of the GSES questionnaires are also
not analysed in this paper.

Question Answer type
Do you agree with this model†? 7-Point Likert Scale
Did you feel like the agent discussed
relevant values during the conversa-
tion?

7-Point Likert Scale

Did you feel the agent learned some-
thing about you during the conver-
sation?

7-Point Likert Scale

What do you not agree with when
seeing this model†?

Open Question

What did you learn from the conver-
sation?

Open Question

What did you learn from seeing the
memory models?

Open Question

What did this model† get wrong
about you?

Open Question

How much do you remember from
the conversation?

7-Point Likert Scale

What do you remember from the
conversation?

Open Question

How much did the robot help you to
self-reflect?

7-Point Likert Scale

Did you talk to a smart or dumb ro-
bot?

Smart/dumb

Table 2: The questions asked after the third session.
†: This question was asked with reference to the memory model
representation that the participant had chosen out of the two shown
to them at the start of the questionnaire.

B EXAMPLE SPIDER CHART

Figure 1: An example of a spider chart shown to the par-
ticipant after the third session. Here, the blue graph is the
participant’s real values, with the red graph (partially over-
lapping) containing randomly shifted values.
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