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Summary

Autonomous robots will profoundly impact our society, making our roads safer, reducing
labor costs and carbon dioxide (CO2) emissions, and improving our life quality. How-
ever, to make that happen, robots need to navigate among humans, which is extremely
di�cult. Firstly, humans do not explicitly communicate their intentions and use intuition
to reason about others’ plans to avoid collisions. Secondly, humans exploit interactions
to navigate e�ciently in cluttered environments. Traditional motion planning methods
for autonomous navigation in human environments use geometry, physics, topologies,
and handcrafted functions to account for interaction but only plan one step. In contrast,
trajectory optimization methods allow planning over a prediction horizon accounting for
the environment evolution. Yet, these methods scale poorly with the number of agents and
assume structured scenarios with a limited number of interacting agents. Learning-based
approaches overcome the latter by learning a policy’s parameters o�ine, e.g., from data or
simulation. However, to date, learned policies show poor performance and unpredictable
behavior when employed in reality as the conditions di�er from the learning environment.
Moreover, learning-based approaches do not guarantee collision avoidance or feasibility
with respect to the robot dynamics. Therefore, this thesis aims to develop motion planning
algorithms generating online predictive and interaction-aware motion plans to enable
robots’ safe and e�cient navigation among humans.

The �rst main contribution of this thesis is a predictive motion planning algorithm for
autonomous robot navigation in unstructured environments populated with pedestrians.
The proposed method builds on nonlinear model-predictive contouring control proposing a
local formulation (LMPCC) to generate predictive motion plans in real-time. Static collision
avoidance is achieved by constraining the robot’s positions to stay within a set of convex
regions approximating the surrounding free space computed from a static map. Moreover,
an upper bound for the Minkowski sum of a circle and an ellipse is proposed and used as an
inequality constraint to ensure dynamic collision avoidance, assuming the robot’s space as
a circle and the dynamic obstacles’, for instance pedestrians, space ellipsoid. The LMPCC
approach is analyzed and compared against a reactive and a learning-based approach in
simulation. Experimentally, the method is tested fully onboard on a mobile robot platform
(Clearpath Jackal) and in an autonomous car (Toyota Prius).

In real scenarios, pedestrians do not explicitly communicate their intentions, and
therefore, LMPCC uses a constant velocity (CV) model to estimate their future trajecto-
ries. However, CV predictions ignore the environment constraints, e.g., static obstacles,
the interaction between agents, and the inherent uncertainty and multimodality of the
pedestrians’ motion. Hence, this thesis presents a variational recurrent neural network
architecture (Social-VRNN) for interaction-aware and multi-modal trajectory predictions.
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The Social-VRNN fuses information of the pedestrian’s dynamics, static obstacles, and
surrounding pedestrians and outputs the parameters of a Gaussian Mixture Model (GMM).
A variational Bayesian learning approach is employed to learn the model’s parameters
minimizing the evidence lower bound (ELBO). Experimental results on real and simula-
tion data are presented, showing that our model can e�ectively learn to predict multiple
trajectories capturing the di�erent courses that a pedestrian may follow.

Enhancing the LMPCC method with interaction-aware predictions is insu�cient to
enable safe and e�cient autonomous navigation in cluttered environments. The LMPCC
is a local trajectory optimization method and considers a limited planning horizon to
enable online motion planning. Consequently, LMPCC plans can be locally optimal, which
may result in catastrophic failures, such as deadlocks and collisions, in the long term. To
overcome the latter, global guidance, e.g., cost-to-go heuristics, to the optimization problem
is an option. In contrast to optimization-based methods, learning-based methods, i.e., deep
reinforcement learning (DRL), allow learning policies to optimize long-term rewards in an
o�ine training phase. Therefore, this thesis introduces two novel frameworks enhancing
state-of-art online optimization-based planners with learned global guidance policies
applied to mobile robot navigation in cluttered environments and autonomous vehicles
driving in dense tra�c.

Firstly, the Goal-OrientedModel Predictive Controller (GO-MPC) is introduced, tackling
the problem that the robot’s global goal is often located far beyond the planning horizon
resulting in locally optimal motion plans. The framework proposes to use DRL to learn an
interaction-aware policy providing the next optimal subgoal position to an MPC planner.
The recommended subgoal helps the robot progress towards its end goal and accounts
for the expected interaction with other agents. Based on the recommended subgoal, the
MPC planner then optimizes the inputs for the robot, satisfying its kinodynamic and
collision avoidance constraints. Simulation results are presented demonstrating that GO-
MPC enhances the navigation performance in terms of safety and e�ciency, i.e., travel
time, compared to solely based MPC and deep RL frameworks in mixed settings, i.e., with
cooperative and non-cooperative agents, and multi-robot scenarios.

Secondly, the interactive Model Predictive Controller (IntMPC) for safe navigation in
dense tra�c scenarios is presented. While GO-MPC learns a subgoal policy, the IntMPC
learns a velocity reference policy exploring the connection between human driving behavior
and their velocity changes when interacting. Hence, the IntMPC approach learns, via deep
Reinforcement Learning (RL), an interaction-aware policy providing global guidance as a
velocity reference allowing to control and exploit the interaction with the other vehicles.
Simulation results are presented demonstrating that the learned policy can reason about
the cooperativeness of other vehicles and enable the local planner with interactive behavior
to pro-actively merge in dense tra�c while remaining safe in case the other vehicles do
not yield.

Overall, this thesis contributes to enhancing autonomous robots with predictive behav-
ior, with the ability to infer the others’ trajectories and operate in cluttered environments.

However, two important limitations remain to be solved: the proposed motion planner
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computes open-loop interaction-aware motion plans and does not account for interaction
in closed-loop. Moreover, the prediction model and guidance policies rely solely on o�ine
learning. Future works may investigate how to account for interaction in the planning
stage and how online data streams can be used to improve the navigation algorithm’s
performance over time.
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Samenvatting

Autonome robots zullen een grote impact hebben op onze samenleving, onze wegen veiliger
maken, de arbeidskosten en de uitstoot van koolstofdioxide (CO2) verlagen en onze lev-
enskwaliteit verbeteren. Om dat mogelijk te maken, moeten robots echter veilig kunnen
navigeren in de nabijheid van mensen, wat op het moment een grote uitdaging is. Ten
eerste communiceren mensen niet expliciet hun bedoelingen en gebruiken ze hun intuïtie
(in plaats van regels) om andere mensen te ontwijken. Ten tweede maken mensen gebruik
van interacties om e�ciënt te navigeren in drukke omgevingen. Traditionele bewegings-
planningsmethoden voor autonome navigatie in menselijke omgevingen maken gebruik
van geometrie, fysica, topologieën en handgemaakte functies om rekening te houden met
interactie. Daarentegen maken trajectoptimalisatiemethoden het mogelijk om beweging
over een voorspellingshorizon te plannen, rekening houdend met de veranderingen in
de omgeving. Deze methoden schalen echter slecht met het aantal andere robots en/of
mensen (ook wel “agenten”) en gaan ze uit van gestructureerde scenario’s met een beperkt
aantal interacterende agenten. Op deze vlakken doen methodes die op zelf-lerende algo-
ritmes gebaseerd zijn het beter, omdat de parameters die het beleid bepalen o�ine geleerd
kunnen worden, bijvoorbeeld vanuit sensor of simulatie data. Tot op heden presteren
deze methodes echter slecther en vertonen ze onvoorspelbaar gedrag wanneer het in de
praktijk wordt toegepast, aangezien de omstandigheden verschillen van de leeromgeving.
Bovendien bieden zelf-lerende beweginsplanners geen garantie voor het vermijden van
botsingen of haalbaarheid met betrekking tot de robotdynamiek. Daarom heeft dit proef-
schrift tot doel bewegingsplanningsalgoritmen te ontwikkelen die online voorspellende
en interactiebewuste bewegingsplannen genereren om veilige en e�ciënte navigatie van
robots rond mensen mogelijk te maken.

De eerste belangrijke bijdrage van dit proefschrift is een voorspellend bewegings-
planningsalgoritme voor autonome robotnavigatie in ongestructureerde omgevingen met
voetgangers. De voorgestelde methode bouwt voort op nonlinear Model Predictive Con-
touring Control en stelt een lokale formulering (LMPCC) voor om in realtime voorspellende
bewegingsplannen te genereren. Het vermijden van botsingen met statische objecten wordt
bereikt door de geplande posities van de robot te beperken binnen een reeks convexe ge-
bieden die de vrije ruimte benaderen. Deze gebieden worden berekend op basis van een
statische kaart van de omgeving. Bovendien wordt een bovengrens voor de Minkowski-som
van een cirkel en een ellips voorgesteld en gebruikt als een ongelijkheidsbeperking om te
garanderen dat botsingen met dynamicshe objecten worden vermeden, ervanuitgaande
dat de robot een circkelvormige ruimte inneemt en de objecten (bijvoorbeeld voetgangers)
ellipsoïde vormig zijn. De LMPCC-methode wordt geanalyseerd en vergeleken met een
reactieve, zelf-lerende methode in simulatie. Experimenteel wordt de methode volledig
aan boord getest op een mobiel robotplatform (Clearpath Jackal) en in een autonome auto
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(Toyota Prius).

In de werkelijkheid communiceren voetgangers niet expliciet hun intenties, en daarom
gebruikt LMPCC een model met constante snelheid (CV) om hun toekomstige trajecten
te schatten. CV-voorspellingen negeren echter de omgevingsbeperkingen (bijvoorbeeld
statische obstakels), de interactie tussen agenten en de inherente onzekerheid en multi-
modaliteit van de beweging van voetgangers. Daarom presenteert dit proefschrift een
Variational Recurrent Neural Network architectuur (Social-VRNN) voor interactiebewuste
en multimodale trajectvoorspellingen. De Social-VRNN combineert informatie over de
dynamiek van de voetganger, statische obstakels en omringende voetgangers en geeft
de parameters weer als een Gaussian Mixture Model (GMM). Er wordt een variatieve
Bayesiaanse leerbenadering gebruikt om de parameters van het model te leren, waarbij de
ondergrens van het bewijs (ELBO) wordt geminimaliseerd. Experimentele resultaten op
echte data en simulatie data worden gepresenteerd, wat aantoont dat ons model e�ectief
kan leren meerdere trajecten te voorspellen die de verschillende paden van een voetganger
omvatten.

Het verbeteren van de LMPCC-methode met interactiebewuste voorspellingen is on-
voldoende om veilige en e�ciënte autonome navigatie in onoverzichtelijke omgevingen
mogelijk te maken. De LMPCC is een lokale trajectoptimalisatiemethode en houdt rekening
met een beperkte planningshorizon om online bewegingsplanning mogelijk te maken. Als
resultaat daarvan kunnen LMPCC-plannen lokaal optimaal zijn, wat op lange termijn kan
leiden tot catastrofale storingen, zoals volledige stilstand en botsingen. Globale begelei-
ding voor het optimalisatieprobleem, bijv. via een cost-to-go-heuristiek, is een optie om
dit probleem op te lossen. In tegenstelling tot standaard optimalisatie methoden, maken
zelf-lerende methoden zoals deep enhancement learning (DRL) het leerbeleid mogelijk om
langetermijnbeloningen te optimaliseren in een o�ine trainingsfase. Daarom introduceert
dit proefschrift twee nieuwe methoden die optimalisatie planners verbeteren met een
geleerde globale begeleiding die wordt toegepast op mobiele robotnavigatie in drukke
omgevingen en autonome voertuigen die in druk verkeer rijden.

Ten eerste wordt de Goal-Oriented Model Predictive Controller (GO-MPC) geïntro-
duceerd, waarmee het probleem wordt aangepakt dat het globale doel van de robot zich
vaak ver buiten de planningshorizon bevindt, wat resulteert in lokaal optimale bewegings-
plannen. Deze methode stelt voor om DRL te gebruiken om interactiebewust te leren en de
volgende optimale subdoelpositie door te sturen naar de MPC-planner. Het aanbevolen
subdoel helpt de robot om zijn einddoel te bereiken en houdt rekening met de verwachte
interactie met andere agenten. Op basis van het aanbevolen subdoel optimaliseert de
MPC-planner vervolgens de besturingssignalen van de robot, waarbij de kinodynamiek
wordt gerespecteerd en botsingen worden vermeden. Er worden simulatieresultaten gep-
resenteerd die aantonen dat GO-MPC de navigatieprestaties verbetert op het gebied van
veiligheid en e�ciëntie, d.w.z. reistijd, in vergelijking met standaard MPC en diepe RL-
methodes in gemengde omgevingen, d.w.z. met coöperatieve en niet-coöperatieve agenten,
en in multi-robot scenario’s.

Ten tweede wordt de interactieve Model Predictive Controller (IntMPC) voor veilige
navigatie in drukke verkeers scenario’s gepresenteerd. Terwijl GO-MPC een subdoelbeleid



Samenvatting xvii

leert, leert de IntMPC een snelheidsreferentiebeleid dat het verband onderzoekt tussen
menselijk rijgedrag en hun snelheidsveranderingen tijdens interactie. Daarom leert de
IntMPC-benadering, via diepgaande Reinforcement Learning (RL), een interactiebewust
beleid dat globale begeleiding aanbiedt als snelheidsreferentie waarmee de interactie met de
andere voertuigen wordt gecontrolleerd. Er worden simulatieresultaten gepresenteerd die
aantonen dat het geleerde beleid kan redeneren over de coöperatie van andere voertuigen
en de lokale planner in staat stelt met interactief gedrag proactief in te voegen in druk
verkeer terwijl het voertuig ook veilig beweegt als de andere voertuigen geen ruimte geven.

Dit proefschrift draagt in het algemeen bij aan het verbeteren van autonome robots
door hun gedrag voorspelbaar te maken, hun vermogen om de trajecten van anderen af te
leiden te verbeteren en door hun opereren in drukke omgevingen mogelijk te maken.

Er moeten echter nog twee belangrijke beperkingen worden opgelost: de voorgestelde
bewegingsplanner berekent open-loop interactiebewuste bewegingsplannen en houdt geen
rekening met interactie in closed-loop. Bovendien vertrouwen het voorspellingsmodel
en het begeleidingsbeleid uitsluitend op o�ine leren. Toekomstige werken kunnen on-
derzoeken hoe rekening kan worden gehouden met interactie in de planningsfase en hoe
online datastromen kunnen worden gebruikt om de prestaties van het navigatie-algoritme
in de loop van de tijd te verbeteren.
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1.1 Motivation
Autonomous robot systems will profoundly impact our society, enabling us to automate
transportation and delivery services and assisting us in our households and hospitals [1].
For the �rst time, robot-taxi companies have announced to begin commercial operations
without a safety driver [2] (see Fig. 1.1a). Companies started to test their autonomous
last-mile delivery systems on the streets [3] (see Fig. 1.1b). Amazon introduced their
�rst household robot for home monitoring and companionship [4]. Yet, unstructured
environments with a large density and number of tra�c participants, driving a large
variety of vehicles, and exhibiting a wide range of behaviors (see Fig. 1.1c as example),
are still challenging. Current autonomous systems are limited to controlled settings, low
speed, and clutter-free environments despite all the recent technological advancements.
For instance, although autonomous driving companies have been granted the deployment
of autonomous vehicles, they can only operate in designated parts of the public roads and
during the night and cannot exceed 30 miles per hour [5].

(a) Example of an autonomous
riding service (by Motional)

(b) Last-mile delivery system (by
Starship Technologies

(c) Dense tra�c scenario

Figure 1.1: Illustrative examples of two real-world autonomous robot applications (left and
center image) and a challenging scenario for autonomous driving technologies (right �gure).

In urban settings, robots must navigate among other decision-making agents (i.e.,
robots and humans). However, coordinating with other tra�c participants is extremely
challenging in complex urban environments. While robots can communicate, that is not the
case when interacting with humans. Therefore, like humans, robots must be able to infer
the other agents’ intentions (i.e., prediction), reason about how their actions in�uence the
other agents’ (i.e., interaction) and use this information to plan safe and socially compliant
motion plans.

This thesis addresses three main problems in autonomous navigation: prediction of
pedestrian trajectories, interaction, and guidance. Firstly, while robots can coordinate
by sharing their motion plans [6], humans coordinate without explicit communication.
Therefore, robots must be capable of predicting what the other road users are likely
to do. Secondly, navigating in cluttered environments includes complex interactions
among various tra�c participants. Hence, algorithms enabling robots to reason about the
interactions among multiple tra�c participants and planing accordingly are essential for
safe and e�cient navigation in cluttered scenarios. Finally, in crowded environments, as
the one depicted in Figure 1.1c, many di�erent motion plans exist and exploring them all
is prohibitive. Therefore, algorithms suggesting a socially intuitive path providing global
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guidance for the robot are required. This thesis focuses on the motion planning, prediction
and decision-making problems.

Over the past decades, there has been an immense e�ort from the research community
and industry to develop planning algorithms to enable safe autonomous navigation in
human-populated environments [7, 8]. Nevertheless, most approaches consider well-
structured scenarios (e.g., highways) and a limited number of interacting agents. Traditional
approaches mostly rely on continuous re-planing [9, 10] or reactive-methods [11–13] to
handle the dynamic nature of human environments but do not account for the environment
evolution nor for interaction. Additionally, optimization-based methods are widely used in
autonomous navigation systems because of their ability to provide safety guarantees. Yet,
these methods have scalability issues [14–16] and su�er from the curse of dimensionality
when accounting for interaction. In contrast, learning-based methods allow to overcome
the dimensionality issues by exploiting large amounts of data and o�ine training. But,
these methods do not provide any safety guarantees [17, 18].

In this dissertation, the main research goal is to develop algorithms that enable safe
autonomous navigation in crowded dynamic environments populated with humans and other
robots without communication and accounting for interaction.

1.2 Approach
This thesis investigates learning-based and optimization-basedmethods to develop planning
algorithms accounting for interaction and scaling to cluttered environments. To start,
this thesis follows a sequential approach [8], relying on state-of-the-art perception [19]
and localization [20] algorithms to perceive the environment, as depicted in Fig. 1.2.
Additionally, it is assumed the existence of a high-level mission planning layer providing
the mission’s goals. Hence, this thesis focus on the motion planning, prediction, and
decision-making problems.

1.2.1 Local Motion Planning

The motion planning problem can be in general formulated as follows: given a goal state
provided by a mission planner, the current robot’s and environments’ (e.g., other tra�c
participants and static obstacles) states, the goal is to plan a local trajectory and the
control commands for the robot. The trajectory must respect the robot’s kino-dynamic
constraints and ensure collision-free motion while progressing towards the goal. For
collision avoidance with dynamic obstacles, moving obstacles’ are modeled as ellipsoids
and the robot’s space as circles. This thesis provides a correct bound to approximate the
collision region, given by the Minkowsky sum of an ellipse and a circle. Then, this bound is
used as a non-linear inequality constraint to ensure safety. Model Predictive Control (MPC)
is used as a local motion planning method to enable predictive planning while satisfying
the robot’s kino-dynamic and collision constraints.
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Figure 1.2: Navigation pipeline used in this thesis. This thesis focus on the motion planning,
prediction and decision-making modules.

Model Predictive Control

The methods presented for local trajectory optimization in this thesis rely on the MPC
framework [21]. MPC enables predictive planning, which is essential to ensure smooth
collision avoidance and generate anticipatory behavior. The key idea behind MPC is to
compute a sequence of control inputs by optimizing over a �nite time horizon, incorporating
predictive information about the future environment’s states, and planning accordingly. By
de�ning the MPC as an optimization problem, a trajectory minimizing some cost function
is computed while satisfying constraints (e.g., collision and model dynamics) if a feasible
solution is found. Only the �rst control input is applied for each time-step, and a new
solution is computed considering the current state information.

1.2.2 Trajectory Prediction

Predictive motion planning relies on motion predictions to generate anticipatory behavior.
In multi-robot systems, motion predictions can be obtained by having each robot share their
future planned trajectories via communication [22]. However, when navigating among
humans, such a communication channel is not available. Therefore, autonomous robots,
such as service robots or autonomous cars, must reason about the intentions of the other
agents (e.g., pedestrians, other robots, etc.) and forecast their motions accurately.

To build an inference model of other agents’ motion is extremely di�cult due to its
uncertainty and multimodality (i.e., under the same circumstances, an agent may follow
multiple and di�erent paths). The uncertainty is caused by the partial observation of
the other agents’ states and their stochastic dynamics. The multimodality is due to the
interaction e�ects between the agents, the static environment and the non-convexity of the
problem. Hence, most state-of-the-art planners employ simple prediction models (e.g., a
constant velocity model [23]) not accounting for interaction and multi-modality. However,
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predictive planning methods’ performance highly depends on the prediction accuracy and
the ability of prediction models to reason about interaction.

Recent advances in the �eld of parallel computing and automatic di�erential tools [24]
enabled machine learning methods to learn prediction models leveraging high-dimensional
information and large amounts of data. This thesis employs deep learning to create a
model providing high-�delity multimodal predictions. Chapter 4 presents a local motion
planner building on MPC for autonomous robot navigation in unstructured dynamics
environments.

Deep Learning

In general, the trajectory prediction problem can be formulated as a supervised learning
problem: given a dataset containing a set of input features (e.g., agent velocity and position)
and the associated true label or ground-truth, the model parameters � and a loss function
(e.g., mean square error (MSE), log-likelihood, etc.,.), one can compute the optimal model
parameters � ∗ using gradient descent. As a model, most recent algorithms rely on DNNs
because of their ability to incorporate high-dimensional information and in�nity approxi-
mation capacity [25]. When combined with variational learning [26], or normalizing �ows
[27], NNs can also be used to learn approximations of the model’s probability density
function from data, enabling uncertainty and multi-modality into the model predictions.
Chapter 5 provides a detailed overview on the applicability of variational learning in the
context of trajectory prediction.

1.2.3 Learning for Global Guidance

Safety and e�ciency are two essential features for the successful deployment of autonomous
robots in human environments. When it comes to safety, optimization-based methods can
compute plans respecting important constraints (e.g., kinematics and collision avoidance)
[7]. However, to enable online optimization these approaches rely on several assumptions
and simpli�cations that become impracticable in dense scenarios populated with humans.

Firstly, optimization-based algorithms (e.g., MPC) often employ a limited planning
horizon to limit the problem’s complexity and enable real-time computation. Consequently,
the solutions computed may be locally optimal and may lead to collisions or deadlocks
events in the long term. Secondly, optimization-based method’s performance strongly
depends on high-level decision variables typically de�ned as constant hyper-parameter
values (e.g., cost weights, reference values, etc.), which are a hurdle to tune. Moreover,
high-level decision variables signi�cantly in�uence the robot’s behavior and may hurt the
problem’s feasibility.

This thesis explores machine learning methods, speci�cally Reinforcement Learning
(RL), to provide global guidance on high-level decision variables enabling local planning
methods to scale to cluttered environments and compute interaction-aware motion plans.
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Reinforcement Learning

RL enables learning a decision-making policy o�ine by trial-and-error by interacting with
a simulation environment. Typically, the goal in RL is to learn a policy that maximizes
rewards over an in�nite time horizon. The key advantage of using RL is that it allows
moving the curse-of-dimensionality burden in online planning to an o�ine training phase.
The learned policy allows taking decisions accounting for the short and long-term impact.
Hence, RL algorithms are widely used to learn decision-making and control policies [28].
When using NNs as the policy’s model (i.e., Deep Reinforcement Learning (DRL)), RL can
account for high-dimensional information such as RGB-D images or LiDAR data.

Chapter 6 and Chapter 7 propose two novel approaches employing DRL to learn global
guidance policies with applications to dense tra�c scenarios and autonomous navigation
among humans and other robots.

1.3 Contributions and Outline
The goal of this thesis is to provide algorithmic innovations to enable safe and e�cient
robot navigation among humans, as discussed in Sec. 1.1. Hence, this thesis makes the
following scienti�c contributions:

(1) A Local Model Predictive Contouring Control (LMPCC) approach for local
motion planning in unstructured dynamic environments. By computing a set of
convex regions representing the free space from a static map and modeling moving
obstacles (e.g., pedestrians) as ellipsoids, the method allows computing motion plans
in real-time. This method enabled an autonomous mobile robot to safely navigate in
indoor environments populated with humans and an autonomous vehicle to perform
a collision avoidance maneuver to avoid a pedestrian crossing the road.

(2) An interaction-aware variational recurrent neural network (Social-VRNN)
model for one-shot multi-modal trajectory prediction. The proposed variational
Bayesian approach enables faster training convergence than GAN-based approaches.
Moreover, employing a time-dependent prior over the latent space enables the pro-
posed model to achieve state-of-the-art performance and generate diverse trajectories
with a single network query.

(3) A framework enhancing state-of-the-art online optimization-based plan-
ners with a learned global guidance policy applied to two di�erent navigation
problems:

(a) A goal-orientedModel Predictive Control method (GO-MPC) for naviga-
tion among interacting agents. The GO-MPC utilizes a learned global guidance
policy (recommended subgoal) in the cost function, minimizing a long-term
cost-to-go and accounting for interaction. By relying on an MPC as a local
planner, the GO-MPC ensures dynamic feasibility and collision avoidance when
a feasible solution is found. Moreover, jointly training the RL policy with an
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optimization-based planner allows using the proposed method directly on real
hardware, reducing the sim to real gap.

(b) An Interactive Model Predictive Controller (IntMPC) for navigation in
dense tra�c environments. By combining DRL to learn an interaction-aware
policy providing information on high-level decision variables (e.g., velocity
reference) directly in the local planner’s cost function, the proposed approach
enables interactive behavior mandatory to navigate in dense tra�c scenarios
successfully.

The proposed algorithms of this thesis have been extensively evaluated and validated
with a mobile robot platform and a self-driving vehicle, see Appendix A and Appendix B
for more details on the platforms, respectively.

Figure 1.3 presents the overall thesis structure. Initially, Chapter 2 presents the funda-
mentals of MPC, supervised learning, and reinforcement learning to support the introduc-
tion of the following chapters. Chapter 3 reviews the state of the art of motion planning
methods in dynamic environments, followed by trajectory prediction models, learning
global guidance policies and interaction-aware motion planning. Chapter 4 presents the
local model predictive contouring control (LMPCC) method for autonomous navigation
in unstructured dynamic environments. Chapter 5 introduces the Social-VRNN model for
single-shot multi-modal trajectory predictions. Chapter 6 presents the Goal-oriented Model
predictive controller for navigation among humans and other robots. Chapter 7 describes
the Interactive Model Predictive Controller for interaction-aware motion planning in dense
tra�c scenarios. Finally, Chapter 8 draws the conclusions of this thesis and presents
possible future research directions.
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Chapter 1
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Conclusion and
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Literature Review


Figure 1.3: Thesis’ structure: Chapter 1 introduces and motivates the research presented on this
thesis. Next, the fundamentals of the methods proposed in this thesis are presented (Chapter 2),
followed by the related works (Chapter 3). Chapter 4 presents the �rst contribution of this
thesis: a local motion planner serving as the basis of the contributions presented in Chapter 7
and Chapter 6. At the same level, Chapter 5 introduces the proposed multi-modal prediction
model. Finally, Chapter 8 presents the conclusions and proposed future research directions.

1.4 Notation
This section describes the general and common notation used throughout this thesis.

The scalars are denoted by italic lowercase letters, x , vectors by bold lowercase, x,
matrices by plain uppercase, M , and sets by calligraphic uppercase,  . To denote the
transpose of a vector or matrix the superscript xT or MT is used, respectively. ‖x‖ =

√
xTx,

‖x‖2 = xTx, and ‖x‖2Q = xTQx denote the Euclidean norm, squared Euclidean norm, and
weighted squared Euclidean norm of x, respectively. ẋ denotes the derivative of x with
respect to time t .
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This chapter brie�y introduces the fundamental methods on which the proposed ap-
proaches in this dissertation are built. Firstly, we introduce the Model Predictive Control
framework, and then, we provide a gentle introduction to supervised learning and rein-
forcement learning. Overall, this chapter presents essential preliminaries to the remainder
of this thesis.

2.1 Model Predictive Control
Optimization methods (e.g., dynamic programming) are widely used for planning and
control because of their ability to solve problems with equality and inequality constraints
[29]. The basis for optimization problems is a dynamic model describing the state evolution
of the system:

xk+1 = f (xk ,uk ) (2.1)

where xk ∈ ℝn , uk ∈ ℝm are the state and control input vectors, respectively.

Here, we will only consider discrete time dynamics for sake of clarity and simplicity.
To handle continuous dynamics, there are several methods to discretize a continuous time
system [30]. In addition to the dynamics model, the optimization problem objectives (e.g.,
follow route, fuel consumption or travel time) are de�ned as a cost function:

J (x,u) =
T−1
∑
k=0

Jk (xk ,uk ) + JT (xT ,uT ) (2.2)

where Jk and JT are the stage and end cost function, respectively.

Generally, an optimization problem is formulated as

u∗ =argmin
u

T−1
∑
k=0

Jk (xk ,uk ) + JT (xT ,uT ) (2.3a)

subject to xk+1 = f (xk ,uk ) (2.3b)
g(xk ,uk ) ≤ 0 (2.3c)
xk ∈  , uk ∈ ∀k ≥ 0 (2.3d)
x0 = xinit (2.3e)

where x0 represents the initial conditions, g the inequality constraint function and  and
 are the sets of admissible states and control inputs, respectively. However, the problem
becomes intractable for long planning horizons.

Model Predictive Control addresses the last issue by considering a limited planning
horizon, repeatedly solving a �nite time optimal control problem in a receding horizon
fashion. At each time step k, starting at the current state (Equation (2.3e)), an open-loop
optimal control problem is solved over a �nite horizon T to obtain a locally optimal
sequence of control commands u∗ = [u0,… ,uT−1] (see Figure 2.1). Then, only the �rst
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Figure 2.1: Receding horizon strategy. At time step k, MPC computes locally optimal sequence
of control commands u0∶T enabling the robot to minimize the distance to the reference path
depicted in green. Only the �rst control command u∗0 is applied and at the next time step k +1
the MPC computes a locally optimal sequence of control commands given the new observed
information by the robot.

control command is applied and at the next time step k +1 a new optimal control problem
based on new state information is solved over a shifted horizon (see bottom Figure 2.1).
Thus, MPC allows to compute online a locally optimal solution to the in�nite horizon
controller problem.

2.2 Supervised Learning
With the recent advancements of automatic di�erentiation tools and parallel computing,
learning high-dimensional models (i.e., deep learning) from large amounts of data is now
possible. This has triggered the research on supervised learning applied to a broad spectrum
of applications (e.g., high-�delity prediction models, high-performance visual detectors,
etc,.) [19, 31]. For instance, end-to-end driving policies [32] or high-�delity pedestrians
prediction models [33] have been learned from o�ine datasets. This section provides a
gentle introduction on supervised learning and how to learn deterministic and probabilistic
models from data [34, 35].
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Consider the task of learning a function f� with parameters � mapping an input vector
x to an output vector y

ŷ = f� (x) (2.4)

where ŷ is themodel’s output vector which can be de�ned as a sequence to learn a prediction
model or a control vector to learn a policy. In a supervised learning setting, there is a
dataset containingN tuples of input and output vectors, = {(x1,y1),…(xN ,yN )}. These
tuples typically correspond to expert labels, y, given the observation x. The goal is to �nd
the model’s parameters � ∗ minimizing a loss function

� ∗ = argmin
�

L(�) (2.5)

where L is the loss function used. When learning a deterministic model, L is typically
de�ned as the mean-squared error between the ground-truth vector y and the models
output ŷ, the norm loss or the Huber-loss [36]. When learning probabilistic models, the
negative log-likelihood is normally used resembling maximum likelihood estimation (MLE).
To avoid models to over�t the dataset and improve generalization of the learned model
extra loss terms can be added to the loss function (e.g., L2 and L1 regularization) [34].
The necessary conditions for � ∗ to be a minimum are )L

)� (�
∗) = 0. However, when using

non-linear and high-dimensional models such as neural networks there is no close-form
solution and � ∗ can only be found via iterative numerical optimization (e.g., gradient
descent algorithms). Therefore, we start from a initial set of model’s parameters �0 and for
each training step we update the model’s parameters in the direction that minimizes the
loss function (i.e., negative gradient direction). Algorithm 1 presents the overall algorithm.

Algorithm 1 Gradient Descent
1: Given: initial model parameters �0, step size � , the number of training steps nsteps

and batch size nbatch
2: for k = 0,1,2,…nsteps do
3: Randomly sample nbatch examples from the dataset
4: Update the model’s parameters:
5:

�k+1 = �k +� 1
nbatch ∑

nbatch
i=1 ∇�L(xi ,yi)

6: end for

Techniques that use the whole dataset at once are called batch methods. For large
datasets batch methods are intractable. Therefore, mini-batch methods split the training
dataset into small batches to compute the update direction vector. Methods that make an
update to the parameters vector based on one data point at a time, nbatch = 1, are known as
sequential gradient descent or stochastic gradient descent and are typically used for online
learning.
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2.2.1 Variational Bayes

Let us consider the problem of learning a probability distribution of a random variable x
from a dataset  = {xi}Ni=1 generated by some random process involving an unobserved
continuous random variable z. Moreover, z is generated from some prior distribution q�(z).
Stochastic Gradient Variational Bayes (SGVB) [26, 37] tackles the intractability problem of
the integral of the marginal likelihood p� (x) = ∫ p� (z)p� (x|z) and the true posterior density
p� (z|x) = p� (x|z)p� (z)/p� (x). Additionally, it addresses the problem of learning from large
datasets where batch optimization is too expensive. The key idea is to learn an approximate
model for the posterior distribution q�(z|x) and for the marginal distribution p� (x|z), and
optimizing an evidence lower bound (ELBO):

ELBO(�,�;xi) = KL(q�(z|xi)||p� (z)) −Ez∼q� (z|x) [logp� (xi |z)] (2.6)

where KL denotes the the Kullback-Leibler divergence of p from q. However, we still
need to sample from the approximate posterior distribution z ∼ q�(z|x) during the training.
To enable learning both models end-to-end through back-propagation, we can obtain a
continuous di�erentiable sampler by applying the reparametrization trick [26]:

z = � +� ∗ � (2.7a)
z ∼ (�,�) (2.7b)

where � is an auxiliary noise variable � ∼ (0,1). Here, we assume that the approximate
posterior distribution follows a Gaussian distribution (Equation (2.7b)).

2.3 Reinforcement Learning
Markov Decision Processes (MDPs) are widely used to model sequential decision making
problems. An MDP is de�ned by a set of states  and actions , a transition function
P(s, s′|a) describing the probability of transitioning to state s′ from state s by taking action
a, and a reward function r(s,a, s′) providing quantitative feedback on the action taken. A
trajectory generated by sampling actions according to the policy � is de�ned as a sequence
of states and actions, � ∼ � = (s0, a0,… , sT , aT ). MDPs rely on two main assumptions [38]:

1. The problems are formulated as a sequence of independent decisions.

2. The state at time t depends only on the events at time t − 1.

The optimality of a sequence of decisions (i.e., actions) is measured by return (i.e.,
discounted sum of future rewards):

R =
K
∑
k=0


krk (2.8)
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where R is the return, rk the immediate reward at time step k, K ∈ [0,∞) is the episode
length and 
 ∈ (0,1] is a discount factor balancing the importance of short and long term
rewards. In the reinforcement learning framework, an agent learns by interacting with the
environment and using the sequence of states, actions and rewards to improve its decision
making policy [39], as depicted in Figure 2.2.

In general, RL can be divide in two main phases: experience collection and policy
training.

Figure 2.2: RL framework: at each time-step k, the robot �rst observes its state sk , then
takes action at , leading to the immediate reward rk and next state sk+1 = P(sk , ak ), under the
transition model P .

The goal of reinforcement learning algorithms is to �nd the optimal policy’s parameters
� maximizing the return for a initial distribution of states 0:

� ∗ = argmax
�

Es0∼0,a∼��R(s0) (2.9)

2.3.1 Proximal Policy Optimization

Policy gradients aim to maximize the expected total reward by estimating the gradient of
the expected total reward and optimize the policy parameters by stochastic gradient ascent.
Commonly, policy gradients estimates have the following form:

∇�L = E{
∞
∑
k=0

Âk∇� log�� (ak |sk ) (2.10)

where �� is a stochastic policy, � policy’s parameters, E denotes the expectation and Âk is
an estimate of the advantage function at timestep k. An n-step estimate of the advantage
function is computed as follows:
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Ân(sk , ak ) =
n−1
∑
l=0


 lrk+l +
nV̂ (sk+n) − V̂ (sk ) (2.11)

Bootstrapping methods (low n) lead to biased estimates and so, policy updates. In con-
trast, Monte-Carlo methods (large n) solve the bias issue but su�er from high variance.
Generalized Advantage Estimation (GAE) [40] proposes an optimize solution for the bias-
variance trade-o� by computing an exponentially weighted average of the n-step advantage
estimator:

ÂGAEk (�) = (1−�)
N
∑
l=0

�n−1Ân (2.12)

Nevertheless, getting good results via policy gradient methods is challenging because they
are highly sensitive to the choice of step size. Too small step size leads to slow learning
progress, and too large may lead to catastrophic drops in performance resulting in poor
sample e�ciency and requiring a large number of steps to learn simple tasks.

Proximal Policy Optimization (PPO) [41] solves the latter by proposing to constraint
the di�erences between the policy distribution before and after the optimization step.
Thus, avoiding catastrophic changes in the policy parameters by clipping gradients of the
surrogate objective:

LCLIP(�) = E�∼��old [min(ratio(�)ÂGAE , clip(ratio(�),1 − �,1+ �)ÂGAE)] (2.13)

where � is a hyperparameter limiting the policies changes and ratio(�) = log��
log��old

is the
ratio of logarithmic probability between the new and old policies.The probability ratio
term in the PPO objective employs the idea of importance sampling, allowing to evaluate
of the new policy with samples collected from the old policy and thus, improving sample
e�ciency [42].

In addition to the surrogate objective, PPO optimizes two extra objectives: a regression
loss to learn a value function enabling parameter sharing [43] between the policy and value
function and the policy’s entropy to motivate exploration [44].

LPPO = LCLIP +Lv +Lentropy (2.14)

Algorithm 2 presents the PPO pseudocode. Overall, PPO is easy to implement, sample
e�cient and easy to tune.
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Algorithm 2 PPO-Clip [41]
1: Input: initial policy parameters �0, initial value function parameters �0
2: for k=0,1,2, . . . do
3: Collect set of trajectories k = {�i} by running policy �k = � (�k ) in the environ-

ment.
4: Compute returns estimates R̂t .
5: Compute advantage estimates, ÂGAEt (using GAE [40]) based on the current value

function V�k .
6: Update the policy by maximizing the PPO-Clip objective:

�k+1 = argmax� 1
|k |T

∑�∈k ∑
T
t=0min(

�� (at ∣st )
��k (at ∣st )

A��k (st , at ) , g (�,A
��k (st , at )))

typically via stochastic gradient ascent with Adam [45].
7: Fit value function by regression on mean-squared error:

�k+1 = argmin� 1
|k |T

∑�∈k ∑
T
t=0(V� (st ) − R̂t)

2
,

typically via some gradient descent algorithm.
8: end for

2.3.2 Soft Actor-Critic

Soft Actor-Critic (SAC) [46] learns a stochastic policy with entropy regularization, and
explores in an on-policy way. In an entropy-regularized reinforcement learning setting,
the goal is to �nd a policy’s parameters maximizing the expected return and the policy’s
entropy:

� ∗ = argmax
�

E
�∼�� [

∞
∑
t=0


 t (R (st , at , st+1) +�H (� (⋅ ∣ st )))]
(2.15)

where H is the entropy function and � > 0 is the exploration-exploitation trade-o� coe�-
cient.

There are di�erent variants of the SAC method. Here, we introduce the SAC variant
learning two Q-functions Q�1 ,Q�2 . Moreover, to enhance training stability SAC employs
two target networks Q�targ,1 ,Q�targ,2 .
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Algorithm 3 Soft Actor-Critic [46]
1: 1: Input: initial policy parameters �0, Q-function parameters �1,�2 and empty replay

bu�er 
2: Set target network parameters to initial parameters �targ,1 ←�1,�targ,2 ←�2
3: repeat
4: Observe state s and take action a ∼ �� (s)
5: Observe next state s′, reward r and terminal signal d
6: Store (s,a, r , s′, terminal) in replay bu�er 
7: if terminal then
8: Reset environment
9: end if
10: if it’s time to update then
11: for j in range(nupdates) do
12: Randomly sample a batch of transitions B = {(s,a, r , s′, terminal)} from 
13: Compute target values:

y (r, s′, terminal) = r +
(1− terminal)(min
i=1,2

Q�targ ,i (s
′, ã′)−� log�� (ã ∣ s′))

(2.16)
s.t. ã′ ∼ �� (⋅ ∣ s′)

14: Update Q-functions by one step of gradient descent using

∇�i
1
|B|

∑
(s,a,r ,s′,terminal)∈B

(Q�i (s,a) −y (r, s
′, d))

2 for i = 1,2 (2.17)

15: Update policy by one step gradient ascent using

∇�
1
|B|

∑
s∈B

(min
i=1,2

Q�i (s, ã� (s)) −� log�� (ã� (s) ∣ s)) (2.18)

where ã(s) is a sample from �� (⋅|s) which is di�erentiable wrt � via the
reparametrization trick

16: Update target networks using Polyak averaging

�targ ,i ←��targ ,i + (1−�)�i for i = 1,2 (2.19)

17: end for
18: end if
19: until convergence

Algorithm 3 presents the SAC algorithm composing two phases: an exploration phase
(lines 4-9) and policy and Q-functions training phase (lines 10-17). During the exploration
phase, the agent uses the current policy to explore the environment and records the
sequence of state, action and reward tuples into a bu�er replay. During the training phase,
�rst, a batch of transitions is sampled from the replay bu�er (line 12). Then, the target values
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y are computed using the smaller Q-value for the target helping to fend o� overestimation
in the Q-function (Equation (2.16)). The Q-functions are updated by giving a gradient step
to minimize the mean square Bellman error (Equation (2.17)). The policy is updated by
giving a gradient ascent step to maximize the expected return and entropy (Equation (2.18)).
Finally, the target Q-functions are updated using Polyak averaging between the main and
target parameters (Equation (2.19)).
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In this chapter, we summarize related works connected to the three main research
problems of this thesis: motion planning in dynamic environments, trajectory prediction
and learning global guidance policies. We start with reviewing the state of the art of motion
planning methods, followed by a discussion on multi-robot local motion planning.

3.1 Motion Planning in Dynamic Environments
Over the past decades, there has been a tremendous amount of works proposing motion
planning algorithms for autonomous navigation in dynamic environments, ranging from
sampling-based to learning-based methods. Although some methods can be applied to
both mobile robots and autonomous vehicles, there are some critical di�erences in the
assumptions and problem settings. Hence, in Section 3.1.1 we review the literature of
motion planning methods applied to mobile robots and in Section 3.1.2 to autonomous
vehicles.

3.1.1 Mobile Robots

Collision avoidance in static and dynamic environments can be achieved via reactive
methods, such as time-varying arti�cial potential �elds [47], the dynamic window [11],
social forces [48] and velocity obstacles [49]. Although these approaches work well in low
speed scenarios, or scenarios of low complexity, they produce highly reactive behaviours.
More complex and predictive behaviour can be achieved by employing a motion planner.
For instance, model predictive control (MPC) [21, 50] allows to obtain smooth collision-free
trajectories that optimize a desired performance index, incorporate the physical constraints
of the robot and the predicted behavior of the obstacles.

Due to the complexity of the motion planning problem, path planning and path fol-
lowing were usually considered as two separate problems. Many applications of MPC for
path-following control are found in the literature, e.g., [51, 52]. These methods assume the
availability of a collision-free smooth path to follow.

Several approaches exist for integrated path following and control for dynamic envi-
ronments. These include: employing a set of motion primitives and optimizing the control
commands to execute them [53] and o�ine computation of tracking error bounds via reach-
ability analysis that ensures a safety region around the robot for online planning [54, 55].
These approaches, however, do not allow to incorporate the predicted intentions of the
dynamic obstacles and consequently, can lead to reactive behaviors. To overcome the
latter issue, [56] proposed the model predictive contouring control (MPCC) that allows to
explicitly penalize the deviation from the path (in terms of contouring and lateral errors)
and include additional constraints. Later, [57] designed a MPC for path following within a
stable handling envelope and an environmental envelope. While [57] is tailored to automo-
tive applications without dynamic obstacles, MPCC has been employed to handle static and
dynamic obstacles in structured driving scenarios [58]. There, static collision constraints
were formulated as limits on the reference path and thus limited to on-the-road driving
scenarios. The previous approaches do not account for the interaction e�ects between the
agents and may fail in crowded scenarios, a problem known as the freezing robot problem
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(FRP) [59]. Interaction Gaussian Processes (IGP) [60] can be used to model each individual’s
path. The interactions are modeled with a nonlinear potential function. The resulting
distribution, however, is intractable, and sampling processes are required to approximate
a solution, which requires high computational power and is only real-time for a limited
number of agents.

Learning-based approaches address this issue by learning the collision-avoidance strat-
egy directly from o�ine simulation data [61], or the complex interaction model from raw
sensor readings [62]. Yet, both methods learn a reactive collision avoidance policy and do
not account for the kinodynamic constraints of the robot.

3.1.2 Autonomous Driving

Recently, increasing attention has been dedicated to VRUs safety (e.g., [63–68]). In [63],
a joint team from Daimler and Karlsruhe Institute of Technology drove an autonomous
car on the Bertha Benz Memorial Route, where they had to deal with VRUs. Their planner
is divided into a behavior generation and a trajectory planning. The behavior generation
decides how to interact with static and dynamic obstacles using a state machine. The
trajectory planner computes the desired path (without taking into account the dynamics
of the vehicle) and sends it to a path-follower low-level controller. When planning the
trajectory decisions concerning the obstacles have already been made.

Commercial Autonomous Emergency Braking (AEB) systems are able to avoid collisions
with detected VRUs as long as there is a su�ciently large distance between the vehicle and
the VRU. In [64], the authors presented a pedestrian AEB analytical model to calculate the
certainty of �nding a detected pedestrian in the collision zone, by analysing the pedestrian
lateral behavior. Their model can help verify existing AEB systems and design new AEB
systems.

If the distance to perform an emergency brake is too small, evasive steering maneuvers
are required. Research on evasive steering maneuvers for active pedestrian safety is ex-
tremely active. In [65], the authors provide a driver-assistant design to decide whether to
brake or evade the crossing pedestrian based on the information provided by the perception
module. A situation analysis module automatically evaluate the criticality of the current
driving scenario. Then, a decision module decides whether to warn the driver or to trigger
the appropriate maneuvers for collision avoidance and mitigation using dedicated con-
trollers. In [66], the authors provide an overview of evasive steering techniques discussing
the potential of evasive steering vs. braking. In addition, they also detail the design of
the Daimler automatic evasion driver-assistance system for pedestrian protection. Similar
to [65], their system also relies on a situation analysis module and a decision module that
can take over control of the car to trigger an emergency maneuver. In [67], the authors pro-
pose an autonomous lane-keeping evasive maneuver that relies on the road infrastructure
(cameras placed at speci�c hazardous locations). Their method can be used to take over
control of the car to avoid collisions with a pedestrian when braking is no longer possible.
In [68], the authors present a driver assistance system to help the driver initiate an evasive
maneuver with pedestrians. The system is able to take decisions by taking into account
upcoming tra�c.
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Sampling-based Methods

RRTs [69] can quickly search in high-dimensional spaces that have both algebraic restric-
tions arising from obstacles, and di�erential constraints arising from nonholonomic and
dynamic constraints. Hence, it makes the algorithm extremely useful for real-time applica-
tions. The algorithm incrementally builds a tree of paths by connecting randomly sampled
con�gurations using an exact [70] or approximate [69] steer function based on vehicle
kinematics or dynamics. The advantage of approximate steer methods is that they avoid
the need for solving a Boundary Value Problem (BVP) for each sample, which can be a
computationally expensive operation for di�erentially constrained systems [71]. Although
RRTs have many bene�ts concerning traditional combinatorial path planning methods, the
algorithm often converges to a sub-optimal solution [70]. This sub-optimality may express
itself in the path quality by e.g., producing a meandering path.

Early variants of the algorithm enhance the solution quality by adding an optimization
heuristic during nearest neighbor selection [72–74], or prune the path after a solution
is found [75]. However, this does not guarantee asymptotic optimality. Therefore, the
RRT* introduces a rewiring operation that can guarantee asymptotic convergence towards
the optimal solution [70, 76, 77]. Due to the number of BVP that must be solved during
rewiring, the real-time implementation may be restricted to the use of exact steer functions
only (e.g., [78]).

To avoid the need for solving a BVP, [72, 79] introduced the Closed Loop Rapidly-
exploring Random Tree (CL-RRT). This variant samples in the controller’s input space
(e.g., a path and reference velocity) instead of the vehicle inputs (e.g., steer angle and
velocity). The controller inputs are used for simulating a closed-loop trajectory of the
vehicle controlled by a lateral and a longitudinal controller.
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3.2 Trajectory Prediction
Recently there has been an increased focus on improving prediction methods to enable
safe autonomous navigation in urban environments. Hence, the literature tackling the
prediction problem for pedestrians and other human-driven vehicles is vast, ranging from
model-based (see Section 3.2.1) to data-driven (see Section 3.2.2) methods.

3.2.1 Traditional Approaches

Early works on human motion prediction are typically model-based. In [80], a model of
human-human interactions was proposed by simulating attractive and repulsive phys-
ical forces denominated as “social forces”. To account for human-robot interaction, a
Bayesian model based on agent-based velocity space was proposed in [81]. However, these
approaches do not capture the multi-hypothesis behavior of the human motion. To accom-
plish that, [82] proposed a path prediction model based on Gaussian Processes, known
as interactive Gaussian Processes (IGP). This was done by modeling each individual’s
path with a Gaussian Process. The main drawbacks of this approach are the usage of
hand-crafted functions to model interaction, limiting their ability to learn beyond the
perceptible e�ects, and is computationally expensive.

3.2.2 Deep Learning

Recently, Recurrent Neural Networks (RNNs) have been employed in trajectory prediction
problems [83]. Building on RNNs, a hierarchical architecture was proposed in [84] and [85],
which incorporated information about the surrounding environment and other agents, and
performed better than previous models. Despite the high prediction accuracy demonstrated
by these models, they are only able to predict the average behavior of the pedestrians.

In contrast, Social LSTM [86] models the prediction state as a Bivariate Gaussian and
thus, uncertainty can be incorporated. Moreover, interaction is modeled by changing
the hidden state of each agent network according to the distance between the agents, a
mechanism know as "Social pooling". Several approaches extended the latter either by
incorporating other sources of information or proposing updates in the model architecture
improving the performance of the model. For instance, head pose information from the
other agents was incorporated in [87] resulting in a signi�cant increase of the prediction
accuracy. Context information from visual images was used to encode both human-human
and human-space interactions [88]. Social pooling has been extended to generate collision-
free predictions [89] and to preserve spatial information by employing Grid LSTMs [90].

However, previous approaches did not consider the inherent multi-modal nature of
human motions. In [91], a generative model based on Generative Adversarial Networks
(GANs) was developed to generate multi-modal predictions by randomly sampling from the
latent space. This approach was extended with two attention mechanisms to incorporate
information from scene context and social interactions [92]. However, GANs are very
susceptible to mode collapsing causing thesemodels to generate very similar trajectories. To
avoid mode collapse, a recently improved Info-GAN for multi-modal trajectory prediction
was proposed [93]. Besides, [94] proposed a di�erent training strategy to overcome the
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latter issue and improve trajectory prediction diversity. To account for the environment
constraints, [95] proposed to include scene context information provided by a top-view
camera of the scene. However, such information is not available in a real autonomous
navigation scenario. Moreover, to improve social interaction modelling, Graph Neural
Networks have been used in [96, 97]. Nonetheless, GANs are very di�cult to train and
typically require a large number of iterations until it converges to a stable Nash equilibrium.

In contrast, the Trajectron++ [98] employs variational learning to improve training
convergence and speed. Kernel-based methods employed Mixture Density Networks
(MDNs) to build a continuous map capturing the possible motion directions [99] or to learn
a multi-model distribution over a set of trajectories [100]. Nevertheless, [101] assumes
a time-independent prior over the latent space, and [99, 100] requires a large number of
samples to produce distinct trajectories.

3.3 Learning Global Guidance Policies
A key challenge of autonomous navigation in cluttered environments is that the robot’s
global goal is often located far beyond the planning horizon, meaning that a local sub-
goal or cost-to-go heuristic must be speci�ed instead. This is straightforward in a static
environment (e.g., using euclidean/di�usion [102] distance), but the presence interactive
agents makes it di�cult to quantify which subgoals will lead to the global goal quickest.
We start with reviewing works tackling the navigation problem in crowded environments
in Sec. 3.3.1. Then, in Section 3.3.2, we review works employing learning algorithms
providing guidance information to MPC-based planning algorithms. In Section 3.3.3 we
review approaches combining MPC with RL and its application to autonomous driving in
Section 3.3.3.

3.3.1 Navigation Among Crowds

Past work on navigation in cluttered environments often focuses on interaction models
using geometry [103, 104], physics [105], topologies [106, 107], handcrafted functions
[108], and cost functions [109, 109] or joint probability distributions [110] learned from
data. While accurate interaction models are critical for collision avoidance, this work
emphasizes that the robot’s performance (time-to-goal) is highly dependent on the quality
of its cost-to-go model (i.e., the module that recommends a subgoal for the local planner).

Designing a useful cost-to-go model in this problem remains challenging, as it requires
quantifying how “good” a robot’s con�guration is with respect to dynamic, decision-making
agents. In [111], deep RL was introduced as a way of modeling cost-to-go through an
o�ine training phase; the online execution used simple vehicle and interaction models
for collision-checking. Subsequent works incorporated other interactions to generate
more socially compliant behavior within the same framework [18, 112]. To relax the need
for simple online models, [17] moved the collision-checking to the o�ine training phase.
While these approaches use pre-processed information typically available from perception
pipelines (e.g., pedestrian detection, tracking systems), other works proposed to learn end-
to-end policies [113, 114]. Although all of these RL-based approaches learn to estimate the
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cost-to-go, the online implementations do not provide guarantees that the recommended
actions will satisfy realistic vehicle dynamics or collision avoidance constraints.

3.3.2 Learning-Enhanced MPC

Outside the context of crowd navigation, numerous recent works have proposed learning-
based solutions to overcome some of the known limitations of optimization-based methods
(e.g., nonlinear MPC) [115]. For example, solvers are often sensitive to the quality of the
initial guess hence, [116] proposes to learn a policy from data that e�ciently “warm-starts”
a MPC. Model inaccuracies can lead to sub-optimal MPC solution quality; [117] proposes
to learn a policy by choosing between two actions with the best expected reward at each
timestep: one from model-free RL and one from a model-based trajectory optimizer. Alter-
natively, RL can be used to optimize the weights of an MPC-based Q-function approximator
or to update a robust MPC parametrization [118]. When the model is completely unknown,
[119] shows a way of learning a dynamics model to be used in MPC. Computation time
is another key challenge: [120] learns a cost-to-go estimator to enable shortening of the
planning horizons without sacri�cing much solution quality, although their approach
di�ers from this work as it uses local and linear function approximators which limits its
applicability to high-dimensional state spaces. Learning methods can also be used for cost
tuning. MPC’s cost functions are replaced with a value function learned via RL o�ine in
[121] (terminal cost) and [122] (stage cost).[123] deployed value function learning on a real
robot outperforming an expert-tuned MPC.

3.3.3 Combining MPC with RL

Recently, there is increasing interest on approaches combining the strengths of MPC and
RL as suggested in [124]. For instance, optimization-based planning has been used to
explore high-reward regions and distill the knowledge into a policy neural network, rather
than a neural network policy to improve an optimization. [125–127].

Similar to our approach, [128] utilizes the RL policy during training to ensure explo-
ration and employs a MPC to optimize sampled trajectories from the learned policy at test
time. Moreover, policy networks have be used to generate proposals for a sampling-based
MPC [129], or to select goal positions from a prede�ned set [130].

Nevertheless, to the extent of our knowledge, approaches combining the bene�ts of
both optimization and learning-based methods were not explored in the context of crowd
navigation. Moreover, the works exploring a similar idea of learning a cost-to-go model
do not allow to explicitly de�ne collision constraints and ensure safety. Such cost-to-go
information can be formulated as learning a value function for the ego-agent state-space
providing information which states are more valuable [122].

Application to Autonomous Driving

Recently, there is increasing interest in approaches combining optimization and learning
methods [131]. For instance, optimization-based planning has been used to explore high-
reward regions and distill the knowledge into a policy neural network [125–127]. For
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instance, [128] utilizes the RL policy during training to ensure exploration and employs an
MPC to optimize sampled trajectories from the learned policy at test time. Similarly, [132]
uses RL to learn a driving policy and employs an MPC as a supervisor to ensure safety.
Moreover, policy networks have been used to generate proposals for a sampling-based
MPC [129] or select goal positions from a prede�ned set [130].

3.4 Interaction-aware Motion Planning
The literature devoted to the problem of modeling human interactions among tra�c
participants is vast [8] and includes rule-based, optimization-based, game theoretic and
learning-based methods.

3.4.1 Traditional Methods

Traditional autonomous navigation systems typically employ a sequential planning ar-
chitecture hierarchically decomposing the planning and decision-making pipeline into
di�erent blocks such as perception, behavioral planning, motion planning and low-level
control [7]. For instance, rule-based methods translate implicit and explicit human-driving
behavior into handcrafted functions describing a set of rules directly in�uencing the motion
planning phase. In addition to rules, risk metrics can also be employed to generate cautious
driving behavior [133]. For instance, [134] used predictive risk maps to plan the navigation
behavior for an AV. These methods have demonstrated excellent ability to solve speci�c
problems (e.g., precedence at an intersection followed by waiting for the availability of
enough free space for the vehicle to pass safely) [135–137]. Nevertheless, these methods
do not consider the interactions between multiple tra�c participants and thus can fail in
dense tra�c scenarios.

3.4.2 Search-based Methods

The decision-making problem for autonomous navigation is inherently a Partially Ob-
servable Markov Decision Process (POMDP) because the other drivers’ intentions are not
directly observable but can be estimated from sensor data [138]. To improve decision-
making and intention estimation, it has been proposed to incorporate the road context
information [139]. To deal with a variable number of agents, dimensional reduction tech-
niques have been employed to create a compressed and �xed-size representation of the
other agents information [140]. Yet, solving a POMDP online can become infeasible if the
right assumptions on the state, action and observation space are not made. For instance,
[141] proposed to use Monte Carlo Tree Search (MCTS) algorithms to obtain an approxi-
mate optimal solution online and [142] improved the interaction modeling by proposing to
feedback the vehicle commands into planning. These methods demonstrated promising
results but are limited to environments for which they were speci�cally designed, demand
high computational power and can only consider a discrete set of actions.



3.4 Interaction-aware Motion Planning

3

27

3.4.3 Optimization-based Methods

Optimization-based methods are widely used for motion planning since they allow to de�ne
collision and kino-dynamics constraints explicitly. These methods include receding-horizon
control techniques which allow to plan in real-time and incorporate predicted information
by optimizing over a time horizon [8, 143, 144]. However, these works employ simple
prediction models and do not consider interaction. Recently, data-driven methods allow
to generate interaction-aware predictions [145] that can be used for planning [146, 147].
However, these methods ignore the in�uence of the ego vehicle’s actions in the planning
phase struggling to �nd a collision free trajectory in highly dense tra�c scenarios [82].
Not only motion planners must account for the interaction among the driving agents but
also generate motions plans which respect social constraints. Hence, to generate socially
compatible plans, Inverse Optimal Control techniques have been used to learn human-
drivers preferences [148], [149]. These methods either fail to scale to interact with multiple
agents [148] or can only handle a discrete set of actions [149] rendering them incapable to
be used safely in highly interactive and dense tra�c scenarios.

3.4.4 Game Theoretic Methods

Game Theoretic approaches such as [15] model the interaction among agents as a game
allowing to infer the in�uence on each agent’s plans. However, the task of modeling
interactions requires the inter-dependency of all agents on each other’s actions to be
embedded within the framework. This results in an exponential growth of interactions as
the number of agents increases, rendering the problem computationally intractable. Social
value orientation (SVO) is a psychological metric used to classify human driving behavior.
[14] models the interaction problem as a dynamic game given the other driver‘s SVO.
Similarly, a unscented Kalman �lter is used to iteratively update an estimate of the other
drivers‘cost parameters [16]. Nevertheless, these approaches require local approximations
to �nd a solution in a tractable manner. Cognitive hierarchy reasoning [150] allows to
reduce the complexity of these algorithms by assuming that an agent performs a limited
number of iterations of strategic reasoning. For instance, iterative level-k model based
on cognitive hierarchy reasoning [150] has been used to obtain a near optimal policy for
performing merge maneuvers [151] and lane change [152] in highly dense tra�c scenarios.
However, these approaches consider a discrete action space and do not scale well with the
number of vehicles.

3.4.5 Learning-based Methods

Learning-based approaches leverage on large data collection to build interaction-aware
prediction models [145] or to learn a driving policy directly from sensor data [32]. For
instance, generative adversarial networks can be used to learn a driving policy imitating
human-driving behavior [153]. Conditioning these policies on high-level driving informa-
tion allows to use it for planning [154]. Moreover, to account for human-robot interaction
these policies can be conditioned on the interaction history [155]. Yet, the deployment of
these models can lead to catastrophic failures when evaluated in new scenarios or if the
training dataset is biased and unbalanced [156].
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Reinforcement Learning (RL) has shown great potential for autonomous driving in
dense tra�c scenarios [157, 158]. For example, DQN has been employed to learn negotiating
behavior for lane change [159, 160] and intersection scenarios [161]. Yet, the latter consider
a discrete and limited action space. In contrast, in [162] it is proposed to learn a continuous
policy (jerk and steering rate) allowing to achieve smooth control of the vehicle. These
methods are able to learn a working policy under highly interactive tra�c conditions
involving multiple entities. However, they fail to provide safety guarantees and reliability,
rendering these methods vulnerable to collisions. Recently, a vast amount of works has
proposed di�erent ways to introduce safety guarantees of learned RL policies [115]. The key
idea behind theseworks is to synthesize a safety controller when an unsafe action is detected
by employing formal veri�cation methods [163], computing o�ine safe reachability sets
[164] or employing safe barrier functions [165]. To reduce conservativeness, [166] proposes
to use Linear Temporal Logic to enforce safety probabilistic guarantees. However, safe
RL methods do not account for interaction among the agents, being highly conservative
in dense environments. Finally, [167] learned a decision-making policy to select from
a discrete and limited set of prede�ned constraints which ones to enable in an MPC
formulation and thus, controlling the vehicle behavior applied to intersection scenarios.

3.5 Conclusions
The previous sections have introduced many works proposing new motion planning,
prediction, and decision-making techniques. Here, we provide some overall conclusions on
the most promising methods used to solve the motion planning, prediction, and decision-
making problems.

Related to motion planning, modern solvers enabled optimization methods to perform
real-time motion planning [168]. Therefore, techniques such as Model Predictive Control
[21, 169] became highly promising, allowing to incorporate constraints, generate kino-
dynamically feasible solutions and incorporate prediction information in the planning
stage.

On the trajectory prediction problem, over the past decade, Deep Learning (DL) models
[34] (i.e., neural networks) have dominated the �eld enabling us to learn prediction models
incorporating high-dimensional information from large amounts of data [170]. Moreover,
in combination with variational Bayesian learning methods [171], neural networks are a
powerful tool to learn complex probability models from data.

Finally, to tackle the decision-making problem, Reinforcement Learning [38] methods
are widely employed due to their ability to lean policy optimizing long-term rewards.
Furthermore, in combination with high capacity models such as neural works (i.e., Deep
Reinforcement Learning (DRL) [172]) methods have demonstrated to achieve super human
capabilities in many complex problems [173].

Hence, the methods developed in this thesis build upon three main pillars: MPC, DL,
and DRL.
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4
Model Predictive Contouring

Control for Collision Avoidance
in Dynamic Environments

This chapter is based on:

• B. Brito, B. Floor, L. Ferranti and J. Alonso-Mora, "Model predictive contouring control for collision
avoidance in unstructured dynamic environments," IEEE Robotics and Automation Letters, 4(4): 4459-4466,
2019

• L. Ferranti, B. Brito, E. Pool, Y. Zheng, R. Ensing, R. Happee, B. Shyrokau, J. Kooij, J. Alonso-Mora and D.
Gavrila, "SafeVRU: A research platform for the interaction of self-driving vehicles with vulnerable road
users," IEEE Intelligent Vehicles Symposium (IV) (pp. 1660-1666), 2019.

Code: https://github.com/tud-amr/amr-lmpcc
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4.1 Introduction
Applications where autonomous ground vehicles (AGVs) closely navigate with humans in
complex environments require the AGV to safely avoid static and moving obstacles while
making progress towards its goal. Motion planning and control for AGVs are typically
addressed as two independent problems [8]. In particular, the motion planner generates a
collision-free path and the motion controller tracks such a path by directly commanding the
AGV’s actuators. Our method combines both motion planning and control in one module,
relying on constrained optimization techniques, to generate kinematically feasible local
trajectories with fast replanning cycles. More speci�cally, we rely on a Model Predictive
Controller (MPC) to compute an optimal control command for the controlled system, which
directly incorporates the predicted intentions of dynamic obstacles. Consequently, it reacts
in advance to smoothly avoid moving obstacles.

Here, we propose a practical reformulation of the Model Predictive Contouring Control
(MPCC) approach [58], namely, a Local Model Predictive Contouring Control (LMPCC)
approach, suitable for real-time collision-free navigation of AGVs in complex environments
with several agents. We build on [58], with the following contributions to make the design
applicable to mobile robots navigating in unstructured environments with humans:

• A static obstacle avoidance strategy that explicitly constrains the robot’s positions
along the prediction horizon to a polyhedral approximation of the collision-free area
around the robot.

• A closed-form bound to conservatively approximate collision avoidance constraints
that arise from ellipsoidal moving obstacles.

• A fully integrated MPCC approach that runs in real-time on-board of the robot and
with on-board perception.

We present experimental results with a mobile robot navigating in indoor environments
among static and moving obstacles and compare them with three state-of-art planners,
namely the dynamic window [11], a classical MPC for tracking [52] and a socially-aware
motion planner [174]. Our design is fully implemented on board of the robot including
localization and environment perception, i.e., detection of static obstacles and pedestrians.
Our design runs in real time thanks to its lightweight implementation. Moreover, in Section
4.5 we present experimental results with a real autonomous vehicle. The proposed method
has been open-sourced1.

1https://github.com/tud-amr/amr-lmpcc
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Figure 4.1: The faculty corridor was the scenario used to evaluate the capabilities of our method
to avoid dynamic obstacles.

4.2 Preliminaries

4.2.1 Robot Description

Let B denote an AGV on the plane  = ℝ2. The AGV dynamics are described by the
discrete-time nonlinear system

z(t + 1) = f (z(t),u(t)), (4.1)

where z(t) and u(t) are the state and the input of the robot, respectively, at time t ≥ 02. For
the case of our mobile robot we consider the state to be equal to the con�guration, that is,
z(t) ∈  = ℝ2 × . For the case of a car (Sec. 4.5), the state space includes the speed of the
car. The area occupied by the robot at state z is denoted by (z). which is approximated
by a union of nc circles, i.e., (z) ⊆ ⋃c∈{1,…,nc}c (z) ⊂ . The center of each circle, in the
inertial frame, is given by p+RWB (z)pBc . Where p is the position of the robot (extracted
from z), RWB (z) is the rotation matrix given by the orientation of the robot, and pBc is the
center of circle c expressed in the body frame.

4.2.2 Static Obstacles

The static obstacle environment is captured in an occupancy grid map, where the area
occupied by the static obstacles is denoted by static ⊂ . In our experiments we consider
both a global map, which is built a priori and used primarily for localization, and a local
map from the current sensor readings. Therefore, the static map is continuously updated

2In the remainder of the chapter we omit the time dependency when it is clear from the context.
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locally. Dynamic obstacles, such as people, that are recognized and tracked by the robot
are removed from the static map and considered as moving obstacles.

4.2.3 Dynamic Obstacles

Eachmoving obstacle i is represented by an ellipse of areai ⊂ , de�ned by its semi-major
axis ai , its semi-minor axes bi , and a rotation matrix Ri( ). We consider a set of moving
obstacles i ∈  ∶= {1,…,n}, where n can vary over time. The area occupied by all moving
obstacles at time instant t is given by dyn

t = ⋃i∈{1,…,n}i(zi(t)), where zi(t) denotes the
state of moving obstacle i at time t . In this work, and without a loss of generality, we
assume a constant velocity model with Gaussian noise !o(t) ∼ (0,Qo(t)) in acceleration,
that is, p̈i(t) = !i(t), where pi(t) is the position of obstacle i at time t . Given the measured
position data of each obstacle, we estimate their future positions and uncertainties with a
linear Kalman �lter [175].

4.2.4 Global Reference Path

Consider that a reference path is available. In its simplest form, the reference path can be
a straight line to the goal position or a straight line in the direction of preferred motion.
But it could also be given by a global planner. We consider a global reference path 
consisting of a sequence of path segments connecting M way-points prm = [xpm , y

p
m] ∈

with m ∈ ∶= {1,…,M}. For smoothness, we consider that each path segment &m(�) is
de�ned by a cubic polynomial. We denote by � a variable that (approximately) represents
the traveled distance along the reference path, and which is described in more detail in Sec.
4.3.3. We do not require the reference to be collision free, therefore, the robot may have to
deviate from it to avoid collisions.

4.2.5 Problem Formulation

The objective is to generate, for the robot, a collision free motion for N time-steps in the
future, while minimizing a cost function J that includes a penalty for deviations from the
reference path. This is formulated in the optimization problem

J ∗ = min
z0∶N ,u0∶N−1,�0∶N−1

N−1
∑
k=0

J (zk ,uk , �k ) + J (zN , �N )

s.t. zk+1 = f (zk ,uk ), �k+1 = �k +vk� , (4.2a)

(zk ) ∩ (static ∪dyn
k ) = ∅, (4.2b)

uk ∈ , zk ∈, z0, �0 given. (4.2c)

Where vk is the forward velocity of the robot (for the mobile robot it is part of the input and
for the car it is part of the state), � is the time-step and  and  are the set of admissible
states and inputs, respectively. z1∶N and u0∶N−1 are the set of states and control inputs,
respectively, over the prediction horizon Thorizon, which is divided into N prediction steps.
�k denotes the predicted progress along the reference path at time-step k. By solving the
optimization problem, we obtain a locally optimal sequence of commands [u∗t ]t=N−1

t=0 to
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Figure 4.2: Representation of the convex free space (orange squares) around each prediction
step on the prediction horizon (purple line) with respect to the in�ated static environment
and the collision space of the dynamic obstacle (green ellipses) with respect to the vehicle
representing discs (blue).

guide the robot along the reference path while avoiding collisions with static and moving
obstacles.

4.3 Method
The proposed method consists of the following steps, which are executed in every planning
loop.

1. Search for a collision-free region in the updated static map centered on the robot
and constrain the control problem such that the robot remains inside;

2. Predict the future positions of the dynamic obstacles and use the corrected bound to
ensure dynamic collision avoidance;

3. Solve a modi�ed MPCC formulation applicable to mobile robots (Section 4.3.3).

4.3.1 Static Collision Avoidance

Given the static map of the environment, we compute a set of convex four-sided polygons
in free space. This representation can provide larger collision-free areas compared with
other approximations such as circles. To obtain the set of convex regions at time t , we �rst
shift the optimal trajectory computed at time t − 1, namely, q0∶N = [p∗1∶N |t−1,qN ], where
qN is a extrapolation of the last two points, that is, qN = 2p∗N |t−1 −p

∗
N−1|t−1. Then, for each

point qk (k = 1, ...,N ) we compute a convex region in free space, given by a set of four linear
constraints cstatk (pk ) = ⋃4

l=1 c
stat,l
k (pk ). This region separates qk from the closest obstacles.
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Figure 4.3: Safety boundary computation. The ellipsoid with semi-major axis and semi-minor
axis, a and b respectively, is represented in green, the ellipsoid with axis enlarged by rdisc is
represented in gray, the Minkowsky sum is represented in black and the ellipsoid enlarged by
� is represented in red.

In our implementation we compute a rectangular region aligned with the orientation of the
trajectory at qk , where each linear constraint is obtained by a search routine and reduced
by the radius of the robot circles rdisc. Figure 4.2 shows the collision-free regions along the
prediction horizon de�ned as yellow boxes. At prediction step k for a robot with state z
the resulting constraint for disc j and polygon side l is

cstat,l,j (z) = ℎl −n⃗l ⋅ (p − RWB (z)pBj ) > 0, (4.3)

where ℎl and n⃗l de�ne each side of the polygons.

4.3.2 Dynamic Collision Avoidance

Recall that each moving obstacle i is represented by its position pi(t) and an ellipse of semi-
axis ai and bi and a rotation matrix Ri( ). For each obstacle i ∈ {1,…,n}, and prediction
step k, we impose that each circle j of the robot does not intersect with the elliptical area
occupied by the obstacle. Omitting i for simplicity, the inequality constraint on each disc
of the robot with respect to the obstacles is

cobst,jk (zk )=[
Δx jk
Δy jk]

T
R( )T

[

1
�2 0
0 1

�2 ]
R( )[

Δx jk
Δy jk]

> 1, (4.4)

where the distance between disc j and the obstacle is separated into its Δx j and Δy j
components (Figure 4.2). The parameters � and � are the semi-axes of an enlarged ellipse
that includes the union of the original ellipse and the circle.

While previous approaches approximated the Minkowski sum of the ellipse with the
circle as an ellipse of semi-major � = a + rdisc and semi-minor axis � = b + rdisc [58], this
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assumption is not correct and collisions can still occur [176]. We now describe how to
compute the values for � and � such that collision avoidance is guaranteed, represented by
the larger in light red ellipsoid in Fig. 4.3.

Consider two ellipsoids E1 =Diag( 1
a2

1
b2 ) and E2 =Diag(

1
(a+�)2 ,

1
(b+�)2). E1 is an ellipsoid

with a and b as semi-major and semi-minor axes, respectively. E2 represents the ellipsoid
E1 enlarged by � in both axis. The goal is to �nd the smallest ellipsoid that bounds the
Minkowsky sum. This is equivalent to �nd the minimum value of � such that the minimum
distance between ellipsoid E1 and E2 is bigger than r3, the radius of the circle bounding
the robot.

Lemma 1 ([177]). Let XTA1X = 1 and XTA2X = 1 be two quadratics in Rn . I� the matrix
A1 −A2 is sign de�nite, then the square of the distance between the quadratic XTA1X = 1 and
the quadratic XTA2X = 1 equals the minimal positive zero of the polynomial.

F (z) = D�(det�A1 + (z −�A2) − �(z −�A1A2))

where D stands for the discriminant of the polynomial treated with respect to �.

Considering A1 = E1, A2 = E2 and {�,a,b,} ∈ R+ this ensures that E1 −E2 is sign de�nite.
Hence, we can apply Lemma 1 to determine the polynomial F (z) and its roots. For the two
ellipsoids E1 and E2, the roots � of F (z) are:

� ∈

⎧⎪⎪⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎪⎪⎩

(2a(r + �)3 +2b(r + �)3 +4ab(r + �)2

(a2 +2ab +2ra +b2 +2rb
,

(r + �)2,

4a2 +4a(r + �)+ (r + �)2,

4b2 +4b(r + �)+ (r + �)2

⎫⎪⎪⎪⎪⎪⎪
⎬⎪⎪⎪⎪⎪⎪⎭

. (4.5)

The �rst two roots have multiplicity two. The minimum distance equation is the square
root of the minimal positive zero of F (z). Thus, the minimum enlargement factor is found
by solving for the value of � that satis�es minj �(j) = r2.

A closed form formula can be obtained by noting that the minj �(j) is achieved for the
�rst root and solving this equation. Due to its length, it is not presented in this paper
but can be found at 4. This value of semi-axis � = a + � and � = b + � guarantee that the
constraint ellipsoid entirely bounds the collision space.

3Note we use r instead of rdisc in the reminder of the section to simplify the notation.
4A Mathemathica notebook with the derivation of the bound and a Matlab script as example of its computation
can be found in http://www.alonsomora.com/docs/19-debrito-boundcomputation.zip.
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4.3.3 Model Predictive Contouring Control

MPCC is a formulation specially tailored to path-following problems. This section presents
how to modify the baseline method [58] and make it applicable to mobile robots navigating
in unstructured environments with on-board perception.

Progress on Reference Path

Eq. 4.2 approximates the evolution of the path parameter by the traveled distance of the
robot. In each planning stage we initialize �0. We �nd the closest path segment, denoted
by m, and compute the value of �0 via a line search in the neighborhood of the previously
predicted path parameter.

Selecting the Number of Path Segments

As detailed in Section 4.2.4, the global reference is composed of M path segments. To
lower the computational load, only � ≤ M path segments are used to generate the local
reference that is incorporated into the optimization problem. The number of path segments
� cannot be arbitrarily small, and there is a minimum number of segments to be selected
to ensure the robot follows the reference path along a prediction horizon. The number of
path segments � in the local reference path is a function of the prediction horizon length,
the individual path segment lengths, and the speed of the robot at each time instance.
We select a conservative � by considering the maximum longitudinal velocity vmax and
imposing that the covered distance is lower than a lower bound of the travelled distance
along the reference path, namely,

�
N−1
∑
j=0

vj

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
Traveled dist.

≤�Nvmax≤
m+�
∑
i=m+1

||pri+1 −p
r
i ||

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Waypoints dist.

≤
m+�
∑
i=m+1

si
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

Ref. path length

, (4.6)

where m is the index of the closest path segment to the robot, � is the length of the
discretization steps along the horizon, and si the length of each path segment.

Maintaining Continuity over the Local Reference Path

We concatenate the � reference path segments into a di�erentiable local reference path Lr ,
which will be tracked by the LMPCC, as follows

p̄r (�k ) =
m+�
∑
i=m

�i,+(�k )�i,−(�k )&i(�k ), (4.7)

where �i,−(�k ) = 1/(1 + e(�−∑
i
j=m si )/� ) and �i,+(�k ) = 1/(1 + e(−�+∑

i−1
j=m si )/� ) are two sigmoid

activation functions for each path segment and � is a small design constant. This represen-
tation ensures a continuous representation of the local reference path needed to compute
the solver gradients.
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Figure 4.4: Approximated contour and lag errors on the path segment.

Cost Function

For tracking of the reference path, a contour and a lag error are de�ned, see Figure 4.4 and
combined in an error vector ek ∶= [�̃c (zk , �k ), �̃l (zk , �k )]T, with

ek = [
sin�(�k ) −cos�(�k )
−cos�(�k ) −sin�(�k )](

pk − p̄
r (�k )), (4.8)

where �(�k ) = arctan()yr (�k )/)xr (�k ) is the direction of the path. Consequently, the LMPCC
tracking cost is

Jtracking(zk , �k ) = eTk Q�ek , (4.9)
where Q� is a design weight.

The solution which minimizes the quadratic tracking cost de�ned in Eq. 4.9 drives the
robot towards the reference path. To make progress along the path we introduce a cost
term that penalizes the deviation of the robot velocity vk from a reference velocity vref, i.e.,
Jspeed(zk ,uk ) = Qv(vref −vk )2 with Qv a design weight. This reference velocity is a design
parameter given by a higher-level planner and can vary across path reference segments.

To increase the clearance between the robot and moving obstacles, we introduce an
additional cost term similar to a potential function,

Jrepulsive(zk ) = QR
n
∑
i=1(

1
(Δxk )2 + (Δyk )2 +
 )

, (4.10)

where QR is a design weight, and Δxk , Δyk represent the components of the distance from
the robot to the dynamic obstacles. A small value 
 ≥ 0 is introduced for numerical stability.
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Algorithm 4 Local Model Predictive Contouring Control

1: Given zinit, zgoal, static, dyn
0 , and N

2: for t = 0,1,2, ... do
3: z0 = zinit
4: Estimate �0 according to Section 4.3.3
5: Select � according to Equation (4.6)
6: Build p̄r (�k ), k = 1, ...,N , according to Equation (4.7)
7: Compute cstat,jk (pk ) along q0∶N
8: Get dynamic-obstacles predicted pose (Sec. 4.3.2)
9: Solve the optimization problem of Equation (4.11)
10: Apply u∗0
11: end for

Eq. 4.10 adds clearance with respect to obstacles and renders the method more robust to
localization uncertainties. Additionally, we penalize the inputs with Jinput(zk , �k ) = uTk Quuk ,
where Qu is a design weight.

The LMPCC control problem is then given by a receding horizon nonconvex optimiza-
tion, formally,

J ∗= min
z0∶N ,u0∶N−1,�0∶N

N−1
∑
k=0

J (zk ,uk , �k )+J (zN , �N ) (4.11a)

s.t. ∶ (4.2a), (4.2c), (4.11b)

cstat,l,jk (zk ) > 0, ∀j ∈ {1,…,nc}, l ∈ {1, ..., 4} (4.11c)

cobst,jk (zk ) > 1, ∀j ∈ {1,…,nc}, ∀obst (4.11d)

where the stage cost is J (zk ,uk , �k ) ∶= Jtracking(zk , �k )+Jspeed(zk ,uk )+Jrepulsive(zk )+Jinput(uk )
and the terminal cost is J (zN , �N ) ∶= Jtracking(zN , �N ) + Jrepulsive(zN ). Eq. 11c and Eq. 11d
are de�ned by Eq. 4.3 and Eq. 4.4, respectively. Algorithm 4 summarizes our method. Note
that at each control iteration, we solve (using [3]) Problem (4.11) until either a Karush-Kuhn-
Tucker condition [27] or the maximum number of iterations (itermax) is satis�ed (line
9). The selection of itermax is empirically based on the maximum number of iterations
allowed within the sampling time of our system to guarantee real-time performance.
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4.4 Results - Mobile Robot
This section presents experimental and simulation results for three scenarios with a mobile
robot. We evaluate di�erent settings for the parameters in our planner (Section 4.4.2),
as well as compare its performance in static (Section 4.4.3) and dynamic (Section 4.4.4)
environments against state of art motion planners [11, 52, 174]. In Section 4.5, we present
experimental results on a real autonomous vehicle.

4.4.1 Experimental Setup

Hardware Setup

Our experimental platform is a fully autonomous Clearpath Jackal ground robot, for
which we implemented on-board all the modules used for localization, perception, motion
planning, and control. Our platform is equipped with an Intel i5 CPU@2.6GHz, which is
used to run the localization and motion planning modules, a Lidar Velodyne for perception,
and an Intel i7 NUC mini PC to run the pedestrian tracker.

Software Setup

To build the global reference path we �rst de�ne a series of waypoints and we construct
a smooth global path by connecting the waypoints with a clothoid. We then sample
intermediate waypoints from this global path and connect themwith 3rd order polynomials,
which are then used to generate the local reference path.

The robot localizes with respect to a map of the environment, which is created before
the experiments. For static collision avoidance the robot utilizes a map that is updated
online with data from its sensors and we employ a set of rectangles to model the free space.
Our search routine expands the sides of a vehicle-aligned rectangle simultaneously in the
occupancy grid environment with steps of Δsearch = 0.05m, until either an occupied cell
is found or the maximum search distance Δsearch

max = 2m is reached. Once an expanding
rectangle side is �xed as a result of an occupied cell, the rest of the rectangle sides are
still expanded to search for the largest possible area. This computation runs in parallel to
the LMPCC solver, in a di�erent thread, and with the latest available information. Our
experiments employ the open-source SPENCER Pedestrian tracker and 2d laser data [178]
for detection and tracking of dynamic obstacles. If a pedestrian is detected, it is removed
from the static map and treated as a moving ellipse. Our simulations use the open-source
ROS implementation of the Social Forces model [105] for pedestrian simulation.

The LMPCC problem of Eq. 4.11 is nonconvex. Our planner solves this problem online
in real time using ACADO [179] and its C-code generation tool. We use a continuous-time
kinematic unicycle motion model [180] to describe the robot’s kinematics. The model is
then discretized directly in ACADO using a multiple-shooting method combined with a
Gauss-Legendre integrator of order 4, no Hessian approximations, and a sampling time
of 50 ms. We select qpOASES [181] to solve the resulting QP problem and set a KKT
tolerance of 10−4 and a maximum of 10 iterations. If no feasible solution is found within
the maximum number of iterations, then the robot decelerates. The planner computes
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a new solution in the next cycle. Based on our experience, this allowed to recover the
feasibility of the planner quickly. Our motion planner is implemented in C++/ROS and
will be released open source.

a) Visualization b) Top view

Figure 4.5: Experimental setup considering perfect perception and localization using a motion
capture system for performance evaluation.

4.4.2 Parameter Evaluation

To evaluate the performance of the planner we performed several experiments at di�erent
reference speeds, vref ∈ {1m/s, 1.25m/s, 1.5m/s}, and prediction-horizon lengths, THorizon ∈
{1s, 3s, 5s}. The robot follows a �gure-8 path (red line in Figure 4.5-(a)) while avoiding two
pedestrians (green ellipses) and staying within the collision-free area (yellow rectangles).
We use one circle to represent the planned position of the robot (light blue circles). Each
pedestrian is bounded by an ellipse of semi-axis 0.3 m and 0.2 m. The predicted positions
of the pedestrians are represented by a green line. We align the semi-minor axis to the
pedestrian walking direction. For this experiment we rely on a motion capture system
to obtain the position of the obstacles and robot. Figure 4.6 shows the computation time
to solve the optimization problem. For vref ∈ {1,1.25,1.5} m/s and THorizon ∈ {1,3} s the
computation times are under 50 ms, which is lower than the cycle-time de�ned for the
planner. But, for THorizon = 5 s the 99th percentile is above the 50ms, not respecting the
real-time constraint. The cases in which the planner exceeds the sampling time of the
system are the situations in which the pedestrians suddenly step in front of the robot or
change their direction of motion, requiring the solver more iterations to �nd a feasible
solution. If not all the constraints can be satis�ed, our problem becomes infeasible, and no
solution is found. In this case, we reduce the robot velocity, allowing the solver to recover
the feasibility after few iterations. Table 4.1 summarizes the behavior of the planner in
terms of clearance, that is, the distance from the border of the circle of the robot to the
border of the ellipse de�ning the obstacles. It demonstrates that a short horizon leads to
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Figure 4.6: Computation time required to solve the LMPCC problem online for di�erent velocity
references and horizon lengths. The central mark indicates the median. The bottom and top
edges of the box indicate the 25th and 75th percentiles, respectively. The red crosses represent
the outliers.

Table 4.1: Clearance between the robot and the dynamic obstacles for di�erent velocity refer-
ences and horizon lengths.

Prediction Horizon [s] Clearance Mean (1st percentile) [m]
vref = 1 vref = 1.25 vref = 1.5

1 1.54 (0.077) 1.60 (0.025) 1.69 (0.003)
3 1.66 (0.077) 1.69 (0.072) 1.82 (0.065)
5 1.69 (0.062) 1.68 (0.055) 1.92 (0.043)

lower safety distances and more importantly, that our method was able to keep a safe
clearance in most cases.

Based on these results, we selected a reference speed of 1.25 m/s and a horizon length
of 3 s for the following experiments.

4.4.3 Static Collision Avoidance

In this experiment we compare the proposed planner with two baseline approaches:

• A MPC tracking controller [52]. We minimize the deviation from positions on the
reference path up to 1 m ahead of the robot.

• The Dynamic Window (DW) [11]. We use the open-source ROS stack implementation.
TheDWmethod receives the next waypoint once the distance to the current waypoint
is less than 1 m.

For this and the following experiment, we fully rely on the onboard localization and
perception modules. A VLP16 Velodyne Lidar is used to build and update a local map
centered in the robot for static collision avoidance. The prebuilt o�ine map is only used
for localization.

In this experiment the mobile robot navigates along a corridor while tracking a global
reference path (red waypoints in Figure 4.7). When it encounters automatic doors, the
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Figure 4.7: Static collision avoidance scenario. The red crosses depict the path to follow
(waypoints) and the colored points are the laser scan data. The blue, green, and magenta
lines represent the trajectory obtained with the LMPCC,the MPC tracking controller, and the
Dynamic Window, respectively.

robot must wait for them to open. When it encounters the obstacle located near the third
upper waypoint from the left, which was not in the map, the robot must navigate around
it. Figure 4.7 shows the results of this experiment. All the three approaches are able to
follow the waypoints and interact with the automatic door. When they encounter the
second obstacle the classical MPC design fails to proceed towards the next waypoint. The
DW and the LMPCC approaches are able to complete the task. Both methods showed
similar performance (e.g., the traveled distance was 30.59 m for our LMPCC and 30.61 m
for the DW). The time to the goal was relatively higher for the DW (50 s) compared to
the LMPCC (41 s). This di�erence is mainly due to the ability of the LMPCC to follow
a reference velocity. In addition, we tested DW and LMPCC in a scenario where half of
the �rst door does not open due to malfunction. In such scenario, the LMPCC was able
to traverse around the broken door while the DW gets into a deadlock state due to the
narrow opening.

4.4.4 Dynamic Collision Avoidance

Our simulations compare our planner with an additional baseline: a socially-aware motion
planner named Collision Avoidance with Deep RL (CADRL) [174]. We employ the open-
source ROS stack implementation. The CADRL method receives the same waypoints as
the DW method.

Simulation Results

We compare the performance of the MPCC planner with the DW and CADRL baselines
in the presence of pedestrians. Figure 4.1 shows the setup of our experiment. To avoid
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the overlap of the static and dynamic collision constraints, the detected pedestrians are
removed from the updated map used for static avoidance and modeled as ellipses with a
constant velocity estimate. The global path, consists of a straight line along the corridor.
The robot has to follow this path while avoiding collisions with several pedestrians moving
in the same or opposite direction. In this experiment, we do not evaluate the MPC tracking
controller since it was unable to complete the previous experiment. Aggregated results in
Table 4.2 show that the LMPCC outperforms the other methods. It achieves a considerably
lower failure rate, smaller traveling distances, and maintains larger safety distances to the
pedestrians. Only for the four pedestrians case, the DW achieved larger mean clearance,
but with larger standard deviation. By accounting for the predictions of the pedestrians,
our method can react faster and thus generate safer motion plans. Table 4.2 also shows
that the number of failures grows with the number of agents. Yet, our method can scale up
to six pedestrians with low collision probability and perform real-time. For larger crowds
our method would select the closer 6 pedestrians.
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LMPCC
waypoint

(a) LMPCC

Dynamic Window
waypoint

(b) Dynamic Window

Figure 4.8: Dynamic collision avoidance scenario. The red crosses represent the global path
to follow (waypoints). The blue and magenta lines represent the trajectory executed by our
LMPCC (top) and by the Dynamic Window (bottom), respectively. The trajectories of the two
pedestrians are represented by the green and magenta circles. In the lower case (dynamic
window) the robot reacts late and the pedestrians must actively avoid it.

Experimental Results

We use the previous setup to compare the LMPCC and DW methods on a real scenario
with two pedestrians. We do not test the CADRL method because the current open-source
implementation does not allow static collision avoidance for unconstrained scenarios such
as the faculty corridor depicted in Figure 4.8. Figure 4.8 shows one representative run of
our method (top) and the DW (bottom). We observe that the proposed method reacts in
advance to avoid the pedestrians, resulting in a larger clearance distance. In contrast, the
DW reacts late to avoid the pedestrian, which has to avoid the robot himself actively. Our
proposed method was able to navigate safely in all of our experiments with static and two
pedestrians.
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4.5 Results - Autonomous Car
To validate the applicability of our method to more complex robot models, we have per-
formed a simulation and real experiments on an autonomous vehicle.

The planner commands the acceleration and front steering. The car follows a global
reference path while staying within the road boundaries (i.e., the obstacle-free region) and
avoiding moving obstacles (such as a simulated cyclist proceeding in the direction of the
car and a pedestrian crossing the road in front of the car).

The simulation setup uses a 9 DoF non-linear car model (three rigid bodies representing
the sprung body, front, and rear axles) developed in MATLAB/SimMechanics [182]. The tire
dynamics are modelled using Delft-Tyre 6.2 with a Magic Formula steady-state slip model
describing nonlinear slip forces and moments [183]. The car model runs on a Windows PC
with an Intel Xeon CPU running at 3.60 GHz. The car model is simulated at 100 Hz, while
the localization, perception, and control on the ROS machine (running Ubuntu 18.04.1 LTS)
send messages at 25 Hz (as in the setup we have on the real vehicle). The modules used
in the experimental setup are implemented on a PC (mounted on board the car) running
Ubuntu 18.04.1 LTS with an Intel(R) Core(TM) i7-6900K CPU at 3.20GHz. In addition, the
PC contains two Titan X (Pascal) GPUs for stereo matching and Vulnerable Road User
(VRU), i.e., pedestrian or cyclist, detection.

For safety reasons, we tested the interactions of the vehicle with a cyclist and two
pedestrians in simulation. Furthermore, we tested the interactions between the real vehicle
and a pedestrian dummy during our experiments. Our design was able to adapt the vehicle
behavior to di�erent initial con�gurations (e.g., di�erent reference velocities for the vehicle
and di�erent behavior of the pedestrians and cyclist). We have evaluated our method in
the following scenarios:

S1 Figure 4.9 shows the simulation results obtained from the interaction with a cyclist
and shows the bene�ts of using the estimated paths of the cyclist in the planner. The
cyclist decides to turn at an upcoming intersection. Thanks to the perception module that
predicts the path (Figure 4.9a), the car starts to brake (notice that the length of the blue
path shrinks) before the cyclist starts to turn (Figure 4.9b) and adapts its path to prevent
a possible collision (Figure 4.9c), while remaining within the road boundaries. Without
the prediction the cyclist will turn represented in green (e.g., with just a constant velocity
model) the car would not have enough time to react to the turning cyclist. Notice that
during the maneuver the planner commands the car to brake (reducing its speed) for the
safety of the cyclist (second plot from the left in Figure 4.9b). This is possible thanks to
the MPCC formulation that, compared to classical path-following approaches, allows the
controller more �exibility to determine the state trajectories.

S2 Figures 4.10 shows simulation results with two pedestrians crossing in front of the
car. This scenario shows how our vehicle handles multiple VRUs. The vehicle starts to pass
at left the �rst pedestrian (Figure 4.10a). Then, given that the �rst pedestrian continues



4.5 Results - Autonomous Car

4

47

to cross the street (from top to bottom) the vehicle plans to pass at right (Figure 4.10b).
During the maneuver, the vehicle encounters the second pedestrian (crossing the road
from bottom to top), and plans a path to avoid both pedestrians (Figure 4.10c). The two
pedestrians cross the road safely and the car returns to its path.

S3 Figures 4.11 and 4.12 show the experimental results. As Figure 4.11 depicts, the vehicle
is able to overtake the pedestrian dummy by taking into account its predicted position. At
the same time, the car is also able to increase its speed to reach its desired speed (3 m/s), as
Figure 4.12 shows. Figure 4.12 shows that the measured vehicle motion, closely follows the
desired motion, with some noise in the acceleration and a small delay in steering (approx
0.2 s) caused by physical steering-wheel limitations. Nevertheless, the vehicle is able to
safely pass the pedestrian dummy.

In all the cases studied, the LMPCC provided suitable paths for the vehicle to follow to
ensure the safety of the VRUs by taking into account their predicted paths (with behavioral
uncertainties) provided by the perception module. If su�cient space was available, the
vehicle passed the VRUs, planning agile maneuvers when needed (e.g., Scenario S2). If
passing was unsafe the vehicle reduced its speed or stopped (e.g., Scenario S1).
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(a) Start of the overtaking. (b) During the overtaking.

(c) End of the overtaking.

Figure 4.11: S3: experimental results with a pedestrian dummy. Trajectory of the vehicle
during one of our experiments with our research platform. The blue lines depict the road
boundaries, the green line is the global path, the blue circles depict the trajectory planned by
the local planner, the red ellipses represent the dummy’s predicted position.

Figure 4.12: S3: experimental results with a pedestrian dummy. Acceleration, steering wheel
angle, and longitudinal velocity of the vehicle.
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4.6 Conclusions and Future Work
This chapter introduced a local planning approach based on Model Predictive Contouring
Control (MPCC) to navigate a mobile robot in dynamic, unstructured environments safely.
Our local MPCC (LMPCC) relies on an upper bound of the Minkowski sum of a circle and
an ellipse to safely avoid dynamic obstacles and a set of convex regions in free space to
avoid static obstacles. We compared our design with three baseline approaches (classical
MPC, Dynamic Window, and CADRL). The experimental results demonstrate that our
method outperforms the baselines in static and dynamic environments. Moreover, the light
implementation of our design shows the scalability of our approach up to six agents and
allows us to run all algorithms on-board. Finally, we showed the applicability of our design
to more complex robots by testing our method on an autonomous car.
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5
Social-VRNN: One-Shot
Multi-modal Trajectory

Prediction for Interacting
Pedestrians

This chapter is based on:

• B. Brito, H. Zhu, W. Pan and J. Alonso-Mora, "Social-VRNN: One-Shot Multi-modal Trajectory Prediction
for Interacting Pedestrians," Conference on Robot Learning (CoRL), 2020

Code: https://github.com/tud-amr/social_vrnn
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5.1 Introduction
In the previous Chapter 4, we have developed a motion planning algorithm for autonomous
navigation in unstructured, dynamic environments via local model predictive contouring
control (LMPCC). The method relies on a simple Constant Velocity (CV) model to predict
the dynamic agent trajectories and perform predictive collision avoidance. Nevertheless,
CV predictions ignore the interaction between the robot and the other agents and do not
consider the environment constraints.

This chapter tackles the prediction problem and proposes a new deep learning model
reasoning about the environment, interaction and multi-modality learned from data. Pre-
diction of human motions is key for safe navigation of autonomous robots among hu-
mans in cluttered environments. Therefore, autonomous robots, such as service robots
or autonomous cars, shall be capable of reasoning about the intentions of pedestrians to
accurately forecast their motions. Such abilities will allow planning algorithms to generate
safe and socially compliant motion plans [184, 185].

Generally, human motions are inherently uncertain and multi-modal [186]. The un-
certainty is caused by partial observation of the pedestrians’ states and their stochastic
dynamics. The multimodality is due to interaction e�ects between the pedestrians, the
static environment and non-convexity of the problem. For instance, as Fig. 5.1 shows,
a pedestrian can decide to either avoid a static obstacle or engage in a non-verbal joint
collision-avoidance maneuver with the other upcoming pedestrian, avoiding on the right or
left. Hence, to accurately predict human motions, inference models providing multi-modal
predictions are required.

Figure 5.1: Illustration of a scenario where there are multiple ways that two pedestrians can
avoid a collision. We present a method that given the same observed past, predicts multiple
socially acceptable trajectories in crowded scenes.

A large number of prediction models have been proposed. However, some of these
approaches only predict the mean behavior of the agents [85]. Others apply di�erent
techniques tomodel uncertainty such as ensemblemodeling [187], dropout during inference
[188] or learn a generative model and generate several trajectories by sampling randomly
from the latent space [91]. Recently, Generative Adversarial Networks (GANs) have been
employed for multi-modal trajectory prediction by randomly sampling the latent space to
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generate diverse trajectories [93]. Nevertheless, these methods have two main drawbacks.
First, GANs are di�cult to train and may fail to converge during training. Second, they
require a large number of samples to achieve good prediction performance which is
impracticable for real-time motion planning. Moreover, these approaches assume an
independent prior across di�erent timesteps ignoring the existing time dependencies on
trajectory prediction problems.

The goal is to develop a prediction model suitable for interaction-aware autonomous
navigation. Hence, we address these limitations with a novel generative model for multi-
modal trajectory prediction based on Variational Recurrent Neural Networks (VRNNs) [189].
We treat the multi-modal trajectory prediction problem as modeling the joint probability
distribution over sequences.

This chapter’s main contribution is a new interaction-aware variational recurrent
neural network (Social-VRNN) design for one-shot multi-modal trajectory prediction. By
following a variational approach, our method achieves faster convergence in comparison
with GAN -based approach. Moreover, employing a time-dependent prior over the latent
space enables our model to achieve state-of-the-art performance and generate diverse
trajectories with a single network query.

To this end, we propose a training strategy to learn more diverse trajectories in an
interpretable fashion. Finally, we present experimental results demonstrating that our
method outperforms the state-of-the-art methods on both simulated and real datasets using
one-shot predictions.
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5.2 Variational Recurrent Neural Network
In this section, we present our Variational Recurrent Neural Network (VRNN) for multi-
modal trajectory prediction, depicted in Fig. 5.2.

5.2.1 Multi-modal Trajectory Prediction Problem Formulation

Consider a navigation scenario with n interacting agents (pedestrians) navigating on a
plane  = ℝ2. The dataset D contains information about the i-th pedestrian trajectory
� i1∶N = {(pi1,vi1),… , (piN ,v

i
N )}with N utterances and their corresponding surrounding static

environment i
env ⊂ , for i ∈ [0,…n]. vit = {vix,t ,viy,t} is the velocity and pit = {pix,t , piy,t}

is the position of the i-th pedestrian at time t in the world frame. Without loss of generality,
t = 0 indicates the current time and t = −1 the previous time-step. vi1∶TH = (vi1,… ,viTH )
represents the future pedestrian velocities over a prediction horizon TH and vi−TO∶0 the
pedestrian past velocities within an observation time TO . Throughout this chapter the
subscript i denotes the query-agent, i.e., the agent that we want to predict its future motion,
and −i the collection of all the other agents. Bold symbols are used to represent vectors
and the non bold x and y subscripts are used to refer to the x and y direction in the world
frame. xi0 = {vi−TO∶0,p

−i
0 ,i

env} represents the query-agent current state information. To
account for the uncertainty and multimodality of the i-th pedestrian’s motion, we seek a
probabilistic model f (�)with parameters � over a set ofM di�erent trajectories ∀m ∈ [0,M]:

p(vi,m1∶TH |x
i
0) = f (xi0, �) (5.1)

where m is the trajectory index. The probability is conditional to other agents states and
the surrounding environment to model the interaction and environment constraints.
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5.2.2 Input Feature Extraction Module

This module creates a joint representation of three sources of information: the query-agent
state, the environment context and social context. The �rst input is a sequence of TO history
velocities vi−TO∶0 of the query-agent. The second input is a local occupancy grid Oienv,
centered at the query-agent containing information about static obstacles (environment
context) with width Dx and height Dy . Here, we use the global map provided with publicly
available datasets [90, 190]. In a real scenario, the map information can be obtained by
building a map o�ine [191] or local map from online [192] using onboard sensors such as
Lidar. Due to its high dimensionality, a convolution neural network (CNN) is used to obtain
a compressed representation of this occupancy map while maintaining the spatial context.
The encoder parameters are obtained by pre-training an Encoder-Decoder structure to
minimize env = ∑Dx

i=1∑
Dy
j=1(

̂Oienv −Oi
env)2, as proposed in [85]. In addition, an LSTM layer

is added to the �rst two input channels, modeling the existing time-dependencies.

The third input provides information about the interaction among the pedestrians
containing information about their relative dynamics and spatial con�guration. More
speci�cally, it is a vector O−i

0 = [p−10 −pi0,v−10 −vi0,…p−n0 −pi0,v−n0 −vi0] with the positions
and velocities of the surrounding pedestrians relative to the query-agent. This input vector
is then fed into an LSTM, allowing to create a �xed-size representation of the query’s
agent social context and to consider a variable number of surrounding pedestrians. Finally,
the outputs of each channel are concatenated creating a compressed and time-dependent
representation of the input data yi = {yiv,yienv,y−i}. Note that we only use past information
about the query-agent velocities. For the other inputs only the current information is used.

5.2.3 Probabilistic Inference Module

The probabilistic inference module is based on the structure of the VRNN, as depicted in
Fig. 5.2. It contains three main components: a prior model, a encoder model and decoder
model. We use a fully connected layer (FCL) with Relu activation as the encoder model
 enc, the feature extractor of the joint input  x and of the latent random variables  z,
and the representation of the prior distribution  prior. {�enc, �x, �z, �prior} are the network
parameters of { enc, x, z, prior}, respectively. The output vectors { enc

� , prior} are
then used to model the approximate posterior and prior distribution. We split the output
vectors into two parts to model the mean and variance, as represented in Fig. 5.2, and
apply the following transformations to ensure a valid predicted distribution: [�prior, �z] =
[ prior

1∶wprior
, enc

1∶wz] and [�prior,�z] = [exp prior
wprior∶2wprior

, exp z
wz∶2wz].

2wprior and 2wz are the output vector size of the prior and latent random variable,
respectively. This ensures that the standard deviation is always positive. Furthermore, we
employ a LSTM layer as the RNN model propagating the hidden-state for the prior model
and encoding the time-dependencies for the generative model. In contrast to [189] our
generation model conditionally depends on the previous inputs:

vk |x0, z0 ∼ (�v,k ,diag(�2v,k ))

[�v,k ,�v,k] =  dec( z(z0), x(yi0),h−1)
(5.2)
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Lastly, the decoder model consists of two FC layers, with ELU [193] and linear activation,
directly connected to the output of the LSTM network. Our models outputs in one shot TH
steps considering the compressed and time-dependent input representation yi0.

5.2.4 Multi-modal Trajectory Prediction Distribution

To predict one-shot multi-modal trajectories,we model the output of our network as a
Gaussian Mixture Model (GMM), similar to [194] and [195], with M > 1 modes accounting
for the multimodality of the pedestrian’s motion. For each mode m ∈ {1,…,M}, we predict
a sequence of future pedestrian velocities vi,m1∶TH represented by a bivariate Gaussian vi,mk ∼
 (�i,mx,k , �

i,m
y,k ,�

i,m
x,k ,�

i,m
y,k ),k = 1,2,…,TH , capturing its motion uncertainty. Consequently, a

modal trajectory is de�ned as a sequence of independent bivariate Gaussian’s with length
TH . The M modes represent a set of M possible trajectories resulting in the following
probabilistic model:

p(vik |x0, z0,h0, �) =
M
∑
m=1

�mpG (�ik,m ,�
i
k,m) (5.3)

where pG is the probability density function of multivariate Gaussian distributions, � =
{�enc, �dec, �x, �z, �prior} are the model parameters, �i,mk = [�i,mx,k , �

i,m
y,k ] and �

i,m
k = [� i,mx,k ,�

i,m
y,k ]

are the mean and standard deviation of the predicted velocity vectors for them-th predicted
trajectory with likelihood �m at time-step k, respectively. The transformations described in
Sec.5.2.3 and Fig.5.2 are applied to the network outputs  dec

� to ensure a valid distribution
parametrization.

5.2.5 Improving Diversity

Generative models have the key advantage of allowing to perform inference by randomly
sampling the latent random variable z from some prior distribution. Here, we propose
a strategy to induce our model to learn a more “diverse" distribution of trajectories in
a interpretable fashion, similar to [196]. Our VRNN models a generative distribution
conditionally dependent on the input representation vector yi, which is composed by three
sub-vectors {yiv,yienv,y−i}. Now, let’s assume that each input vector is a random variable
with the following distribution:

yiv ∼ (yi0,v,�v) (5.4)

yienv ∼ (yi0,env,�env) (5.5)

y−i ∼ (y−i0 ,�−i) (5.6)

where {yiv,yienv,y−i} are random variables representing the variability of the agent state,
the environment and surrounding agents context, respectively. {�v,�env,�−i} are the
variance of each input channel and are considered as hyperparameters of our model. Hence,
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by sampling from these input distributions we can condition the generation distribution
of x according with the uncertainty on the pedestrian state or the environment context
and generate di�erent trajectories ṽi1∶TH by varying the pedestrian conditions. Then, we
introduce a loss function which motivates our model to cover the generated trajectories as
the following cross-entropy term:

div =
M
∑
m=1

TH
∑
k=1

−E[logpG (ṽk |x0, z0)] (5.7)

where ṽm,k is a velocity sample at time-step k from the m-th sampled trajectory.

5.2.6 Training Procedure

The model is trained end-to-end except for the CNN which is pre-trained. We train it using
back-propagation through time (BTTP) with �xed truncation depth ttrunc. Furthermore,
we apply the reparametrization trick [26] to obtain a continuous di�erentiable sampler and
train the network using backpropagation. We learn the data distribution by minimizing
a timestep-wise variational lower bound with annealing KL-Divergence as loss function
[197]:

 = m +� ∗ (KL +div) (5.8a)

m =
M
∑
m=1

TH
∑
k=1

−Ex0∼D[log�mpG (vk |z0,x0)] (5.8b)

KL(z0|x≤0, z<0) = �KL(q(z0|x≤0, z<0)||pG (z0|x<0, z<0)) (5.8c)

where � is the annealing coe�cient. The �rst term represents the reconstruction loss (Eq.
5.8b) and the second the KL-Divergence between the approximated posterior q(z0|x≤0,z<0)
(Eq. 5.8c) and the prior distribution of z. Here, the prior over the latent random variable z
is chosen to be a simple Gaussian distribution with mean and variance [�prior,0,�prior,0] =
 prior(h−1) depending on the previous hidden state. During training we aim to �nd the
model parameters which minimize the loss function presented in Equation 5.8a. The
annealing coe�cient allows the model �rst to learn the parameters that �t the data well
and later in the training phase to match the prior distribution and improve the diversity of
the predicted trajectories.
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5.3 Experiments
In this section, we show the obtained results of our generative model for simulation and
real data. We present a qualitative analysis and performance results of our method against
three baselines. To evaluate the performance of our model against the proposed baselines
we use the following evaluation metrics: the average displacement error (ADE) and the
�nal displacement error (FDE). The �rst two assess the prediction performance. For the
models outputting probability distributions, the mean values are used to compute the
ADE and FDE metrics. For the multi-modal distributions, we use the trajectory with the
minimum error as in [93].

5.3.1 Experimental Settings
We trained our model using RMSProp [198] which is known to perform well in non-
stationary problems with a initial learning rate � = 10−4 exponentially decaying at a rate
of 0.9 and a mini-batch size of 16. We used a KL annealing coe�cient � = tanh( step−10

4

103 ),
with step as the training step. We set the diversity weight � to 0.2 and {�xv ,�xenv ,�x−i} =
{0.2,0.2,0}. Additionally, to avoid gradient explosion we clip the gradients to 1.0. We
trained and evaluated our model for di�erent prior, latent random variable and input
feature vector sizes. The con�guration achieving lower validation error was {128,128,512},
for the prior, latent random variable and input feature vector size, respectively. Moreover,
we use M = 3 mixture components for the models using a GMM as the output function.
We set TH = 12 prediction steps corresponding to 4.8 s of prediction horizon and TO = 8
as used in previous methods [92, 93]. The models were implemented using Tensor�ow
[199] and were trained on a NVIDIA GeForce GTX 980 requiring 2×104 training steps, or
approximately 2 hours. The simulation datasets were obtained with the open-source ROS
implementation of the Social Forces model [80]. Our VRNN will be released open source.

5.3.2 Performance Evaluation

We compared our model with the following state-of-art prediction baselines:

• LSTM-D [85]: A deterministic interaction-aware model, incorporating the interaction
between the agents and static obstacles.

• SoPhie [92]: a GAN model implementing a Social and Physical attention mechanism.

• Social-ways (S-Ways) [93]: The state-of-art GAN based method for multi-modal
trajectory prediction.

• STORN [200]: Our VRNN model considering a time-independent prior as a Gaussian
distribution with zero mean and unit variance.
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We use the open-source implementation of [93] to obtain the results for S-Ways considering
only 3 samples (K = 3) as the number of trajectories predicted by our method and as
suggested in [201]. We adopt the same dataset split setting as in [93] using 4 sets for
training and the remaining set for testing. Aggregated results in Table 5.1 show that
our method outperformed the deterministic baselines, STORN, and S-Ways using three
samples. Moreover, the results show that our method achieves comparable performance
with state-of-the-art methods using a high number of samples on the Zara01, Zara02 and
ETH datasets. In contrast, our method achieves the best performance on the Hotel and Univ
datasets. Finally, the poor performance of the STORN model results show that employing
a time-dependent prior improves the prediction performance signi�cantly.

5.3.3 Qualitative Analysis

In this section we present prediction results for simulated and real scenarios, as depicted in
Fig. 5.3. We have created two datasets to demonstrate this multi-modal behavior with static
obstacles (Fig.5.3(a)), and other pedestrians (Fig. 5.3(b)). Figure 5.3(a) shows the ability of
our method to predict di�erent trajectories according to the environment structure. Figure
5.3(b) demonstrates that our method can scale to more complex environments, with several
pedestrians and obstacles, and predict di�erent motion hypotheses.

Moreover, we evaluate our method on real data using the publicly available datasets
[90, 190].

In Fig. 5.3(c) on the left, our model infers two possible trajectories for the pedestrian to
avoid a tree. In addition, in the central and right images of Fig. 5.3(c), our model predicts
two possible trajectories to move through the crowd. Finally, Fig. 5.4 shows predicted
trajectories for both Social-VRNN and Social-Ways model in a crowded scene. The predicted
trajectories from the Social-VRNN model can capture two distinct trajectories through the
crowd. In contrast, Social-Ways only captures one mode, even considering 30 samples from
the baseline model. The presented results demonstrate that our model can e�ectively infer
di�erent trajectories according to the environment and social constraints from a single
query. We refer the reader to the video1 accompanying this chapter for more details on the
presented results.

1https://youtu.be/tBr5v7TXyG0
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a) In this scenario, one agent is moving along a corridor with an obstacle in the middle. The
agent is moving from the left to the right. When she �nds the obstacle in the middle of its path,
our model successfully predicts two hypotheses: going left or right. Once she is already avoiding
the obstacle through the left side, the model predicts three hypotheses for the pedestrian to
continue its collision avoidance maneuver, with varying clearance levels. Finally, when she is
in free space all the predicted trajectories collapse to a single-mode.

b) This sub-�gure illustrates four sample results obtained in a more complex simulated scenario,
with several static obstacles and 15 agents. The two left �gures show two situations where the
agent can avoid another agent on its left, right or by simply move straight because the other
will keep moving away. The two right �gures show the ability of our model to predict di�erent
trajectories that an agent may follow to avoid a static obstacle.

c) Three examples of multi-modal trajectory prediction using our model in real scenarios.
In blue is depicted the ground truth trajectory, in red, green and yellow the three possible
predicted trajectories, in light blue the one sigma boundary of the predicted trajectory.

Figure 5.3: The scenarios depicted in Fig.5.3(a) and (b) were simulated by using the Social
Forces model [80] for the pedestrians. In magenta the real trajectory, in red, green and yellow
the mean values of each trajectory hypothesis and, in blue the 1-� uncertainty boundaries
of each trajectory. The dark blue dots represent the other agents. The plotted trajectories
correspond to a single network query.
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Figure 5.4: Social-VRNN predicted trajectories vs a multi-modal prediction baseline, Social-
Ways [93]. In blue is depicted the ground truth trajectory, in red, green and yellow the three
possible predicted trajectories by our model, in light blue the one sigma boundary of the
predicted trajectory and, in magenta 30 sampled predicted trajectories by the Social-Ways
model.
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5.4 Conclusions
This chapter introduced a Variational Recurrent Neural Network (VRNN) architecture for
multi-modal trajectory prediction in one-shot and considering the pedestrian dynamics,
interactions among pedestrians and static obstacles. Building on a variational approach
and learning a mixture Gaussian model enables our model to generate distinct trajectories
accounting for the static obstacles and the surrounding pedestrians. Our approach allows
us to improve the state-of-the-art prediction performance in scenarios with a large number
of agents (e.g., Univ dataset) or containing static obstacles (e.g., Hotel dataset) from a single
prediction shot. Furthermore, the proposed approach reduces signi�cantly the number of
samples needed to achieve good prediction with high accuracy. Future work can integrate
the proposed method with a real-time motion planner on a mobile platform for autonomous
navigation among pedestrians.
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6
Where to go next: Learning a

Subgoal Recommendation
Policy for Navigation Among

Pedestrians

This chapter is based on:

• B. Brito, M. Everett, M. How and J. Alonso-Mora, "Where to go next: Learning a Subgoal Recommendation
Policy for Navigation in Dynamic Environments." IEEE Robotics and Automation Letters 6.3 (2021):
4616-4623.

Code: https://github.com/tud-amr/go-mpc
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6.1 Introduction
Autonomous robot navigation in crowds remains di�cult due to the interaction e�ects
among navigating agents. Unlike multi-robot environments, robots operating among
pedestrians require decentralized algorithms that can handle a mixture of other agents’
behaviors without depending on explicit communication between agents.

Several state-of-the-art collision avoidance methods employ model-predictive control
(MPC) with online optimization to compute motion plans that are guaranteed to respect
important constraints [7], for instance the LMPCCpresented in Chapter 4. These constraints
could include the robot’s nonlinear kino-dynamics model or collision avoidance of static
obstacles and other dynamic, decision-making agents (e.g., pedestrians). Although modern
solvers enable real-time motion planning in many situations of interest [202], online
optimization becomes less computationally practical for extremely dense scenarios.

A key challenge is that the robot’s global goal is often located far beyond the planning
horizon, meaning that a local subgoal or cost-to-go heuristic must be speci�ed instead. This
is straightforward in a static environment (e.g., using euclidean/di�usion [102] distance),
but the presence interactive agents makes it di�cult to quantify which subgoals will lead to
the global goal quickest. A body of work addresses this challenge with deep reinforcement
learning (RL), in which agents learn a model of the long-term cost of actions in an o�ine
training phase (usually in simulation) [17, 18, 111, 113]. The learned model is fast-to-query
during online execution, but the way learned costs/policies have been used to date does not
provide guarantees on collision avoidance or feasibility with respect to the robot dynamics.

In this chapter, we introduce Goal Oriented Model Predictive Control (GO-MPC),
which enhances state-of-art online optimization-based planners with a learned global
guidance policy. In an o�ine RL training phase, an agent learns a policy that uses the
current world con�guration (the states of the robot and other agents, and a global goal)
to recommend a local subgoal for the MPC, as depicted in Figure 6.1. Then, the MPC
generates control commands ensuring that the robot and collision avoidance constraints
are satis�ed (if a feasible solution is found) while making progress towards the suggested
subgoal. Our approach maintains the kino-dynamic feasibility and collision avoidance
guarantees inherent in an MPC formulation, while improving the average time-to-goal and
success rate by leveraging past experience in crowded situations.

The main contributions of this chapter are:

• A goal-oriented Model Predictive Control method (GO-MPC) for navigation among
interacting agents, which utilizes a learned global guidance policy (recommended
subgoal) in the cost function and ensures that dynamic feasibility and collision
avoidance constraints are satis�ed when a feasible solution to the optimization
problem is found;

• An algorithm to train an RL agent jointly with an optimization-based controller in
mixed environments, which is directly applicable to real-hardware, reducing the sim
to real gap.
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Figure 6.1: Proposed navigation architecture. The subgoal planner observes the environ-
ment and suggests the next subgoal position to the local motion planner, the MPC. The MPC
then computes a local trajectory and the robot executes the next optimal control command,
which minimizes the distance to the provided position reference while respecting collision and
kinodynamic constraints.

Finally, we present simulation results demonstrating an improvement over several
state-of-art methods in challenging scenarios with realistic robot dynamics and a mixture
of cooperative and non-cooperative neighboring agents. Our approach shows di�erent
navigation behaviors: navigating through the crowd when interacting with cooperative
agents, avoiding congestion areas when non-cooperative agents are present and enabling
communication-free decentralized multi-robot collision avoidance.

6.2 Preliminaries

6.2.1 Problem Formulation

Consider a scenario where a robot must navigate from an initial position p0 to a goal
position g on the plane ℝ2, surrounded by n non-communicating agents. At each time-step
t , the robot �rst observes its state st (de�ned in Sec.6.3.1) and the set of the other agents
states St = ⋃i∈{1,…,n} sit , then takes action at , leading to the immediate reward R(st , at ) and
next state st+1 = ℎ(st , at ), under the transition model ℎ.

We use the superscript i ∈ {1,…,n} to denote the i-th nearby agent and omit the
superscript when referring to the robot. For each agent i ∈ {0,n}, pit ∈ ℝ2 denotes its
position, vit ∈ ℝ2 its velocity at step t relative to a inertial frame, and ri the agent radius. We
assume that each agent’s current position and velocity are observed (e.g., with on-board
sensing) while other agents’ motion intentions (e.g., goal positions) are unknown. Finally,
t denotes the area occupied by the robot and i

t by each surrounding agent, at time-step
t .
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The goal is to learn a policy � for the robot that minimizes time to goal while ensuring
collision-free motions, de�ned as:

� ∗ = argmax
�

E
[

T
∑
t=0


 tR(st ,�(st , St ))]

s.t. xt+1 = f (xt ,ut ), (6.1a)
sT = g, (6.1b)
t (xt ) ∩i

t = ∅ (6.1c)
ut ∈ , st ∈  , xt ∈  , (6.1d)
∀t ∈ [0,T ], ∀i ∈ {1,…,n}

where (6.1a) are the transition dynamic constraints considering the dynamic model f , (6.1b)
the terminal constraints, (6.1c) the collision avoidance constraints and  ,  and  are the
set of admissible states, inputs (e.g., to limit the robot’s maximum speed) and the set of
admissible control states, respectively. Note that we only constraint the control states of
the robot. Moreover, we assume other agents have various behaviors (e.g., cooperative or
non-cooperative): each agent samples a policy from a closed set  = {�1,… ,�m} (de�ned
in Sec.6.2.3) at the beginning of each episode.

6.2.2 Agent Dynamics

Real robotic systems’ inertia imposes limits on linear and angular acceleration. Thus, we
assume a second-order unicycle model for the robot [203]:

ẋ = v cos v̇ = ua
ẏ = v sin !̇ = u�
 ̇ = !

(6.2)

where x and y are the agent position coordinates and  is the heading angle in a global
frame. v is the agent forward velocity, ! denotes the angular velocity and, ua the linear
and u� angular acceleration, respectively.

6.2.3 Modeling Other Agents’ Behaviors

In a real scenario, agents may follow di�erent policies and show di�erent levels of co-
operation. Hence, in contrast to previous approaches, we do not consider all the agents
to follow the same policy [17, 204]. At the beginning of an episode, each non-ego agent
either follows a cooperative or a non-cooperative policy. For the cooperative policy, we
employ the Reciprocal Velocity Obstacle (RVO) [205] model with a random cooperation
coe�cient1 ci ∼  (0.1,1) sampled at the beginning of the episode. The “reciprocal” in
RVO means that all agents follow the same policy and use the cooperation coe�cient to
split the collision avoidance e�ort among the agents (e.g., a coe�cient of 0.5 means that
1This coe�cient is denoted as �BA in [103]
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each agent will apply half of the e�ort to avoid the other). For the non-cooperative agents,
we consider both constant velocity (CV) and non-CV policies. The agents following a CV
model drive straight in the direction of their goal position with constant velocity. The
agents following a non-CV policy either move in sinusoids towards their �nal goal position
or circular motion around their initial position.

6.3 Method
Learning a sequence of intermediate goal states that lead an agent toward a �nal goal
destination can be formulated as a single-agent sequential decision making problem. Be-
cause parts of the environment can be di�cult to model explicitly, the problem can be
solved with a reinforcement learning framework. Hence, we propose a two-level planning
architecture, as depicted in Figure 6.1, consisting of a subgoal recommender (Section 6.3.1)
and an optimization-based motion planner (Section 6.2.3). We start by de�ning the RL
framework and our’s policy architecture (Section 6.3.1). Then, we formulate the MPC to
execute the policy’s actions and ensure local collision avoidance (Section 6.3.2).

6.3.1 Learning a Subgoal Recommender Policy

We aim to develop a decision-making algorithm to provide an estimate of the cost-to-go in
dynamic environments with mixed-agents. In this chapter, we propose to learn a policy
directly informing which actions lead to higher rewards.

RL Formulation

As in [111], the observation vector is composed by the ego-agent and the surrounding
agents states, de�ned as:

st = [dg,pt −g,vref, , r] (Ego-agent)
sit = [pit ,v

i
t , r

i , d it , r
i + r] ∀i ∈ {1,n} (Other agents)

(6.3)

where st is the ego-agent state and sit the i-th agent state at step t . Moreover, dg = ‖pt −g‖
is the ego-agent’s distance to goal and d it = ‖‖pt −p

i
t ‖‖ is the distance to the i-th agent.

Here, we seek to learn the optimal policy for the ego-agent � ∶ (st , St ) −→ at mapping
the ego-agent’s observation of the environment to a probability distribution of actions. We
consider a continuous action space  ⊂ ℝ2 and de�ne an action as position increments
providing the direction maximizing the ego-agent rewards, de�ned as:

preft = pt +�t (6.4a)
��� (st , St ) = �t = [�t,x , �t,y ] (6.4b)

‖�t ‖ ≤ Nvmax, (6.4c)

where �k,x , �k,y are the (x, y) position increments, vmax the maximum linear velocity and
�� are the network policy parameters. Moreover, to ensure that the next sub-goal position
is within the planning horizon of the ego-agent, we bound the action space according with
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Figure 6.2: Proposed network policy architecture.

the planning horizon N of the optimization-based planner and its dynamic constraints, as
represented in Equation (6.4b).

We design the reward function to motivate the ego-agent to reach the goal position
while penalizing collisions:

R (s,a) =
⎧⎪⎪
⎨⎪⎪⎩

rgoal if p = pg
rcollision if dmin < r + r i ∀i ∈ {1,n}
rt otherwise

(6.5)

where dmin =min
i

‖‖p−p
i‖‖ is the distance to the closest surrounding agent. rt allows to adapt

the reward function as shown in the ablation study (Sec.6.4.3), rgoal rewards the agent if
reaches the goal rcollision penalizes if it collides with any other agents. In Section. 6.4.3 we
analyze its in�uence in the behavior of the learned policy.

Policy Network Architecture

A key challenge in collision avoidance among pedestrians is that the number of nearby
agents can vary between timesteps. Because feed-forward NNs require a �xed input vector
size, prior work [17] proposed the use of Recurrent Neural Networks (RNNs) to compress
the n agent states into a �xed size vector at each time-step. Yet, that approach discarded
time-dependencies of successive observations (i.e., hidden states of recurrent cells).

Here, we use the “store-state” strategy, as proposed in [206]. During the rollout phase,
at each time-step we store the hidden-state of the RNN together with the current state
and other agents state, immediate reward and next state, (sk , Sk ,hk , rk , sk+1). Moreover, the
previous hidden-state is feed back to warm-start the RNN in the next step, as depicted
in Fig.6.2. During the training phase, we use the stored hidden-states to initialize the
network. Our policy architecture is depicted in Figure 6.2. We employ a RNN to encode a
variable sequence of the other agents states Sk and model the existing time-dependencies.
Then, we concatenate the �xed-length representation of the other agent’s states with the
ego-agent’s state to create a join state representation. This representation vector is fed



6.3 Method

6

73

to two fully-connected layers (FCL). The network has two output heads: one estimates
the probability distribution parameters ��� (s,S) ∼ (�,�) of the policy’s action space and
the other estimates the state-value function V � (st ) ∶= Est+1∶∞, [∑

∞
l=0 rt+l]. � and � are the

mean and variance of the policy’s distribution, respectively.

6.3.2 Local Collision Avoidance

Here, we employ MPC to generate locally optimal commands respecting the kino-dynamics
and collision avoidance constraints. To simplify the notation used, hereafter, we assume
the current time-step t as zero.

State and Control Inputs

We de�ne the ego-agent control input vector as u = [ua ,u� ] and the control state as
x = [x,y, ,v,w] ∈ ℝ5 following the dynamics model de�ned in Section 6.2.2.

Dynamic Collision Avoidance

We de�ne a set of nonlinear constraints to ensure that the MPC generates collision-free
control commands for the ego-agent (if a feasible solution exists). To limit the problem
complexity and ensure to �nd a solution in real-time, we consider a limited number of
surrounding agentsm , withm ≤ n. Considern = {x1,… ,xn} as the set of all surrounding
agent states, than the set of the m-th closest agents is:

De�nition 6.1. A set m ⊆ n is the set of the m-th closest agents if the euclidean distance
∀xj ∈ m , ∀xi ∈ n ⧵m ∶ ‖‖xj ,x‖‖ ≤ ‖xi ,x‖.

We represent the area occupied by each agent i as a circle with radius ri . To ensure
collision-free motions, we impose that each circle i ∈ {1,…,n} i does not intersect with the
area occupied by the ego-agent resulting in the following set of inequality constraints:

cik (xk ,x
i
k ) =

‖‖‖pk ,p
i
k
‖‖‖ ≥ r + ri , (6.6)

for each planning step k. This formulation can be extended for agents with general quadratic
shapes, as in [202].

Cost Function

The subgoal recommender provides a reference position pref0 guiding the ego-agent toward
the �nal goal position g and minimizing the cost-to-go while accounting for the other
agents. The terminal cost is de�ned as the normalized distance between the ego-agent’s
terminal position (after a planning horizon N ) and the reference position (with weight
coe�cient QN ):

JN (pN ,�(x,X)) =
‖‖‖‖‖

pN −pref0
p0 −pref0

‖‖‖‖‖QN
, (6.7)
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To ensure smooth trajectories, we de�ne the stage cost as a quadratic penalty on the
ego-agent control commands

Juk (uk ) = ‖uk ‖Qu , k = {0,1,…,N −1}, (6.8)

where Qu is the weight coe�cient.

MPC Formulation

The MPC is then de�ned as a non-convex optimization problem

min
x1∶N ,u0∶N−1

JN (xN ,pref0 ) +
N−1
∑
k=0

J uk (uk )

s.t. x0 = x(0), (6.1d), (6.2),
cik (xk ,x

i
k ) > r + ri ,

uk ∈ , xk ∈  ,
∀i ∈ {1,…,n}; ∀k ∈ {0,…,N −1}.

(6.9)

Here, we assume a constant velocity model estimate of the other agents’ future positions,
as in [202].

6.3.3 PPO-MPC

We train the subgoal policy using a state-of-art method, Proximal Policy Optimization
(PPO) [41], but the overall framework is agnostic to the speci�c RL training algorithm. In
addition, we propose to jointly train the guidance policy ��� and value function V�V (s)
with the MPC, as opposed to prior works [17] that use an idealized low-level controller
during policy training (that cannot be implemented on a real robot). Algorithm 5 describes
the proposed training strategy and has two main phases: supervised and RL training. First,
we randomly initialize the policy and value function parameters {�� , �V }. Then, at the
beginning of each episode we randomly select the number of surrounding agents between
[1,nagents], the training scenario and the surrounding agents policy. More details about the
di�erent training scenarios and nagents considered is given in Sec.6.4.2.

An initial RL policy is unlikely to lead an agent to a goal position. Hence, during
the warm-start phase, we use the MPC as an expert and perform supervised training to
train the policy and value function parameters for nMPC steps. By setting the MPC goal
state as the ego-agent �nal goal state pref = g and solving the MPC problem, we obtain
a locally optimal sequence of control states x∗1∶N . For each step, we de�ne a∗t = x∗t,N and
store the tuple containing the network hidden-state, state, next state, and reward in a
bu�er ←{sk , a∗t , rk ,hk , sk+1}. Then, we compute advantage estimates [40] and perform
a supervised training step

�Vk+1 = argmin
�V

E(ak ,sk ,rk )∼MPC [
‖‖‖V� (sk ) −V

targ
k

‖‖‖] (6.10)

��k+1 = argmin
�

E(a∗k ,sk )∼MPC [‖‖a
∗
k −�� (sk )‖‖] (6.11)
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Algorithm 5 PPO-MPC Training

1: Inputs: planning horizonH , value function and policy parameters {�V , ��}, number of
supervised and RL training episodes {nMPC, nepisodes}, number of agents n, nmini-batch,
and reward function R(st , at , at+1)

2: Initialize states: {s00,… ,sn0} ∼  , {g0,… ,gn} ∼ 
3: while episode < nepisodes do
4: Initialize ←∅ and ℎ0 ←∅
5: for k = 0,…,nmini-batch do
6: if episode ≤ nMPC then
7: Solve Eq.6.9 considering pref = g
8: Set a∗t = x∗N
9: else
10: pref = �� (st , St )
11: end if
12: {sk , ak , rk ,hk+1, sk+1,done} = Step(s∗t , a∗t ,ht )
13: Store ←{sk , ak , rk ,hk+1, sk+1,done}
14: if done then
15: episode + = 1
16: Reset hidden-state: ℎt ←∅
17: Initialize: {s00,… ,sn0} ∼  , {g0,… ,gn} ∼ 
18: end if
19: end for
20: if episode ≤ nMPC then
21: Supervised training: Eq.6.10 and Eq.6.11
22: else
23: PPO training [41]
24: end if
25: end while
26: return {�V , ��}

where �V , �� are the value function and policy parameters, respectively. Note that �V and
�� share the same parameter except for the �nal layer, as depicted in Fig.6.2. Afterwards,
we use Proximal Policy Optimization (PPO) [41] with clipped gradients for training the
policy. PPO is a on-policy method addressing the high-variance issue of policy gradient
methods for continuous control problems. We refer the reader to [41] for more details about
the method’s equations. Please note that our approach is agnostic to which RL algorithm
we use. Moreover, to increase the learning speed during training, we gradually increase
the number of agents in the training environments (curriculum learning [207]).
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6.4 Results
This section quanti�es the performance throughout the training procedure, provides an
ablation study, and compares the proposed method (sample trajectories and numerically)
against the following baseline approaches:

• MPC: Model Predictive Controller from Section 6.3.2 with �nal goal position as
position reference, pref = g;

• DRL [17]: state-of-the-art Deep Reinforcement Learning approach for multi-agent
collision avoidance.

To analyze the impact of a realistic kinematic model during training, we consider two
variants of the DRL method [17]: the same RL algorithm [17] was used to train a pol-
icy under a �rst-order unicycle model, referred to as DRL, and a second-order unicycle
model (Eq.6.2), referred to as DRL-2. All experiments use a second-order unicycle model
(Eq.6.2) in environments with cooperative and non-cooperative agents to represent realistic
robot/pedestrian behavior.

6.4.1 Experimental Setup

The proposed training algorithm builds upon the open-source PPO implementation pro-
vided in the Stable-Baselines [208] package. We used a laptop with an Intel Core i7 and
32 GB of RAM for training. To solve the non-linear and non-convex MPC problem of
Equation (6.9), we used the ForcesPro [168] solver. If no feasible solution is found within
the maximum number of iterations, then the robot decelerates. All MPC methods used
in this work consider collision constraints with up to the closest six agents so that the
optimization problem can be solved in less than 20ms. Moreover, our policy’s network
has an average computation time of 2ms with a variance of 0.4ms for all experiments.
Hyperparameter values are summarized in Table 6.1.
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Table 6.1: Hyper-parameters.

Planning Horizon N 2 s Number of mini batches 2048
Number of Stages 20 rgoal 3


 0.99 rcollision -10
Clip factor 0.1 Learning rate 10−4

6.4.2 Training Procedure

To train and evaluate our method we have selected four navigation scenarios, similar to
[17, 18, 113]:

• Symmetric swapping: Each agent’s position is randomly initialized in di�erent
quadrants of the ℝ2 x-y plane, where all agents have the same distance to the origin.
Each agent’s goal is to swap positions with an agent from the opposite quadrant.

• Asymmetric swapping: As before, but all agents are located at di�erent distances
to the origin.

• Pair-wise swapping: Random initial positions; pairs of agents’ goals are each
other’s intial positions

• Random: Random initial & goal positions

Each training episode consists of a random number of agents and a random scenario.
At the start of each episode, each other agent’s policy is sampled from a binomial dis-
tribution (80% cooperative, 20% non-cooperative). Moreover, for the cooperative agents
we randomly sample a cooperation coe�cient ci ∼ (0.1,1) and for the non-cooperative
agents is randomly assigned a CV or non-CV policy (i.e., sinusoid or circular). Figure 6.3
shows the evolution of the robot average reward and the percentage of failure episodes.
The top sub-plot compares our method average reward with the two baseline methods:
DRL (with pre-trained weights) and MPC. The average reward for the baseline methods
(orange, yellow) drops as the number of agents increases (each vertical bar). In contrast,
our method (blue) improves with training and eventually achieves higher average reward
for 10-agent scenarios than baseline methods achieve for 2-agent scenarios. The bottom
plot demonstrates that the percentage of collisions decreases throughout training despite
the number of agents increasing.

6.4.3 Ablation Study

A key design choice in RL is the reward function; here, we study the impact on policy
performance of three variants of reward. The sparse reward uses rt = 0 (only non-zero
reward upon reaching goal/colliding). The time reward uses rt = −0.01 (penalize every step
until reaching goal). The progress reward uses rt = 0.01 ∗ (‖st −g‖ − ‖st+1 −g‖) (encourage
motion toward goal). Aggregated results in Table 6.2 show that the resulting policy trained
with a time reward function allows the robot to reach the goal with minimum time, to travel
the smallest distance, and achieve the lowest percentage of failure cases. Based on these
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Figure 6.3: Moving average rewards and percentage of failure episodes during training. The
top plot shows our method average episode reward vs DRL [17] and simple MPC.

results, we selected the policy trained with the time reward function for the subsequent
experiments.
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Figure 6.4: Two agents swapping scenario. In blue is depicted the trajectory of robot, in red the
non-cooperative agent, in purple the DRL agent and, in orange the MPC.

6.4.4 Qualitative Analysis

This section compares and analyzes trajectories for di�erent scenarios. Figure 6.4 shows
that our method resolves a failure mode of both RL and MPC baselines. The robot has to
swap position with a non-cooperative agent (red, moving right-to-left) and avoid a collision.
We overlap the trajectories (moving left-to-right) performed by the robot following our
method (blue) versus the baseline policies (orange, magenta). The MPC policy (orange)
causes a collision due to the dynamic constraints and limited planning horizon. The DRL
policy avoids the non-cooperative agent, but due to its reactive nature, only avoids the
non-cooperative agent when very close, resulting in larger travel time. Finally, when using
our approach, the robot initiates a collision avoidance maneuver early enough to lead to a
smooth trajectory and faster arrival at the goal.
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We present results for mixed settings in Figure 6.5 and homogeneous settings in Fig-
ure 6.6 with n ∈ {6,8,10} agents. In mixed settings, the robot follows our proposed policy
while the other agents either follow an RVO [205] or a non-cooperative policy (same distri-
bution as in training). Figure 6.5 demonstrates that our navigation policy behaves di�er-
ently when dealing with only cooperative agents or both cooperative and non-cooperative.
Whereas in Figure 6.5a the robot navigates through the crowd, Figure 6.5b shows that the
robot takes a longer path to avoid the congestion.

In the homogeneous setting, all agents follow our proposed policy. Figure 6.6 shows that
our method achieves faster time-to-goal than two DRL baselines. Note that this scenario
was never introduced during the training phase, nor have the agents ever experienced
other agents with the same policy before. Following the DRL policy (Figure 6.6a), all agents
navigate straight to their goal positions leading to congestion in the center with reactive
avoidance. The trajectories from the DRL-2 approach (Figure 6.6b) are more conservative,
due to the limited acceleration available. In contrast, the trajectories generated by our
approach (Figure 6.6c), present a balance between going straight to the goal and avoiding
congestion in the center, allowing the agents to reach their goals faster and with smaller
distance traveled.

6.4.5 Performance Results

This section aggregates performance of the various methods across 200 random scenarios.
Performance is quanti�ed by average time to reach the goal position, percentage of episodes
that end in failures (either collision or timeout), and the average distance traveled.

The numerical results are summarized in Table 6.3. Our method outperforms each
baseline for both mixed and homogeneous scenarios. To evaluate the statistical signi�cance,
we performed pairwise Mann–Whitney U-tests between GO-MPC and each baseline (95%
con�dence). GO-MPC shows statistically signi�cant performance improvements over the
DRL-2 baseline in terms of travel time and distance, and the DRL baseline in term of travel
time for six agents and travel distance for ten agents. For homogeneous scenarios, GO-MPC
is more conservative than DRL and MPC baselines resulting in a larger average traveled
distance. Nevertheless, GO-MPC is reaches the goals faster than each baseline and is less
conservative than DRL-2, as measured by a signi�cantly lower average distance traveled.

Finally, considering higher-order dynamics when training DRL agents (DRL-2) improves
the collision avoidance performance. However, it also increases the average time to goal and
traveled distance, meaning a more conservative policy that still under-performs GO-MPC
in each metric.
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6.5 Conclusions and Future Work
This chapter introduced a subgoal planning policy for guiding a local optimization planner.
We employed DRL methods to learn a subgoal policy accounting for the interaction e�ects
among the agents. Then, we used an MPC to compute locally optimal motion plans re-
specting the robot dynamics and collision avoidance constraints. Learning a subgoal policy
improved the collision avoidance performance among cooperative and non-cooperative
agents as well as in multi-robot environments. Moreover, our approach can reduce travel
time and distance in cluttered environments. Future work could account for environment
constraints.
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• B. Brito, A. Agarwal, and J. Alonso-Mora, "Learning Interaction-Aware Guidance for Trajectory Optimiza-
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10.1109/TITS.2022.3160936.

Code: https://github.com/tud-amr/int-mpc
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7.1 Introduction
In the previous chapter (Chapter 6), we have demonstrated that deep reinforcement learning
algorithms can be employed to learn a policy providing global guidance (i.e., next subgoal)
to a local optimization-based planner through its cost function. However, for autonomous
navigation in dense tra�c scenarios providing the next optimal subgoal position is not
su�cient. In dense tra�c scenarios, autonomous vehicles (AVs) must engage in a non-
verbal negotiation and exploit the interactions with each other t e�ciently and safely
navigate. Taking inspiration in Chapter 6, in this chapter we introduce a learning-based
method enabling interactive behavior for navigation in dense tra�c scenarios.

Despite recent advancements in autonomous driving solutions (e.g., Waymo [209],
Uber [210]), driving in real-world dense tra�c scenarios such as highway merging and
unprotected left turns still stands as a hurdle in the widespread deployment of autonomous
vehicles [8]. Driving in dense tra�c conditions is intrinsically an interactive task [211],
where the AVs’ actions elicit immediate reactions from nearby tra�c participants and
vice-versa. An example of such behavior is illustrated in Fig. 7.1, where the autonomous
vehicle needs to perform a merging maneuver onto the main lane. To accomplish this task,
it needs to �rst reason about the other driver’s intentions (e.g., to yield or not to yield)
without any explicit inter-vehicle communication. Then, it needs to know how to interact
with multiple road-users and leverage other vehicles’ cooperativeness to induce them to
yield, such that they create room for the AV to merge safely.

Figure 7.1: Illustration of a dense on-ramp merging tra�c scenario where the autonomous
vehicle (yellow) needs to interact with other tra�c participants in order to merge onto the
main lane in a timely and safe manner. The potential follower (purple) may yield (green
arrow) to the autonomous vehicle leaving space for the autonomous vehicle to merge or behave
non-cooperatively (red arrow) to deter the autonomous vehicle from merging. To successfully
merge, the autonomous vehicle needs to identify the cooperative ones by interacting with them
without any explicit inter-vehicle communication.

The development of interaction-aware prediction models has been studied [170, 212],
allowing AVs to reason about other drivers’ intentions. In contrast, developing interactive
motion planning algorithms that can reason and exploit other drivers cooperativeness is still
challenging [14]. The majority of traditional motion planning methods are too conservative
and fail in dense scenarios because they do not account for the interaction between the
autonomous vehicle and nearby tra�c [8], [213]. However, works that account for the
interaction among agents do not scale for many agents due to the curse of dimensionality



7.1 Introduction

7

89

[16, 155, 214]. Deep Reinforcement Learning (DRL) methods can overcome the latter, but
either do not provide any safety guarantees [162] or are overly conservative to ensure
safety [166].

In this chapter, we introduce an interactive Model Predictive Controller (IntMPC) for
safe navigation in dense tra�c scenarios. We explore the insight that human drivers
communicate their intentions and negotiate their driving maneuvers by adjusting both
distance and time headway to the other vehicles [215, 216]. Studies show that in dense
tra�c scenarios, such as merging and left-turning, cooperative or aggressive behavior is
strongly connected to higher or smaller average distance and time headway [217, 218],
respectively. These driving features (i.e., relative distance and time headway) can be directly
translated into a velocity reference. Hence, we propose to learn, via Deep Reinforcement
Learning (DRL), an interaction-aware policy as a velocity reference. This reference provides
global guidance to a local optimization-based planner, which ensures that the generated
trajectories are kino-dynamically feasible and safety constraints are respected. Our method
leverages vehicles’ interaction e�ects to create free-space areas for the AV to navigate and
complete various driving maneuvers in cluttered environments. The main contribution of
this work is an Interactive Model Predictive Controller (IntMPC) for navigation in dense
tra�c environments combining DRL to learn an interaction-aware policy providing global
guidance (velocity reference) in the cost function to a local optimization-based planner.

Extensive simulation results demonstrate that our approach triggers interactive negoti-
ating behavior to reason about the other drivers’ cooperation and exploit their coopera-
tiveness to induce them to yield while remaining safe.
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7.2 Problem Formulation
Consider a set  of n vehicles interacting in a dense tra�c scenario comprising an au-
tonomous vehicle (AV) and n −1 human drivers, henceforth referred to as other vehicles,
exhibiting di�erent levels of willingness to yield. The term "vehicles" is used to collectively
refer to the AV and other vehicles. At the beginning of an episode, the AV receives a global
reference path  to follow from a path planner consisting of a sequence of M waypoints
prm = [xrm , yrm] ∈ ℝ2 with m ∈ ∶= {1,…,M}. For each time-step k, the AV observes its
state sk and the states of other agents Sk = [s1k ,… ,sn−1k ], then takes action ak , leading to
the immediate reward R(sk , ak ) and next state sk+1 = f (sk ,uk ), under the dynamic model
f 1 and controller model ℎ, with uk = ℎ(sk , ak ). The vehicle’s state is de�ned as

sik = {xk , yk , k ,vk}∀i ∈ {0,…,n −1}

where xk and yk are the Cartesian position coordinates,  k the heading angle and vk the
forward velocity in a global inertial frame  �xed in the main lane (see Figure 7.2). ego

and i denote the area occupied by the AV and the i-th other vehicle, respectively. We
aim to learn a continuous policy �(ak |sk , Sk ) conditioned on the AV’s and other vehicles’
states minimizing the expected driving time E[tg] for the AV to reach its goal position
while ensuring collision-free motions, de�ned as the following optimization problem:

� ∗ =argmin
�

E[tg ∣ �(ak |sk , Sk )]

s.t. sk+1 = f (sk ,uk ), (7.1a)
uk = ℎ(sk ,�(ak |sk , Sk )) (7.1b)
ego
k ∩i

k = ∅ (7.1c)
uk ∈ , sk ∈  , at ∈, (7.1d)
∀i ∈ {1…n−1} ∀k ∈ {0…tg}

where (7.1a) are the kino-dynamic constraints, (7.1c) the collision avoidance constraints,
and  , and are the set of admissible states, actions, and control inputs (e.g., maximum
vehicles’ speed), respectively. We assume that each vehicle’s current position and velocity
are observed (e.g., from on-board sensor data) and no inter-vehicle communication.

1This is identical to the Vehicle Model used in the simulation de�ned in Section 7.3.2
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7.3 Interactive Model Predictive Control
This section introduces the proposed Interactive Model Predictive Control (IntMPC) frame-
work for safe navigation in dense tra�c scenarios. Figure 7.2 depicts our proposed motion
planning architecture incorporating three main modules: an interactive reinforcement
learner, a local optimization planner, and an interactive simulation environment. Firstly,
we de�ne the RL framework to learn an interaction-aware navigation policy (Section 7.3.1),
providing global guidance to a local optimization planner (Section 7.3.2). Secondly, we
introduce our training algorithm to jointly train the interaction-aware policy and the local
optimization planner (Section 7.3.3). Our IntMPC enhances the AV with interactive behav-
ior, exploiting the other tra�c participants’ interaction e�ects.s To �nalize ,we introduce
the behavior module used to simulate dense tra�c scenarios with various driving behavior,
ranging from cooperative to non-cooperative. Here, we propose an expansion for the
Intelligent Driver Model (IDM) model allowing the other vehicles to react to the other’s
predicted plans (Section 7.4).

7.3.1 Interactive Planner

Here, we propose to use deep RL to learn an interaction-aware velocity reference exploiting
the interaction e�ects between the vehicles and providing global guidance to a local
optimization-based planner.

RL Formulation

The AV’s observation vector is composed by the leader’s (vehicle in front) and the follower’s
(vehicle behind the AV) state, ok = [slk , s

f
k], relative to the AV’s frame. To enable interactive

behavior with the other tra�c participants, we de�ne the RL policy’s action as a velocity
reference to directly control the interaction at the merging point. High-speed values lead
to more aggressive and low-speed to more conservative behavior, respectively. Hence, we
consider a continuous action space ⊂ ℝ and aim to learn the optimal policy � mapping
the AV’s state and observation to a probability distribution of actions.

�� (sk , ok ) = ak = vk,ref (7.2a)
�� (sk , ok ) ∼ (�k ,�k ) (7.2b)

where � are the policy’s network parameters, is a multivariate Gaussian density function,
and � and � are the Gaussian’s mean and variance, respectively.

We formulate a reward function to motivate progress along a reference path, to penalize
collisions and infeasible solutions, and when moving too close to another vehicle. The
reward function is the summation of the four terms described as follows:
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R (sk , ok , ak ) =

⎧⎪⎪⎪⎪
⎨⎪⎪⎪⎪⎩

vk
rinfeasible
rcollision if ego

k ∩i
k ≠ ∅

rnear dmin(sk , sik ) ≤ Δdmin

(7.3)

where cc,ik is the collision avoidance constraint between the AV and the vehicle i (Sec-
tion 7.3.2),ego

k ∩i
k represents the common area occupied by the AV and the i-th other

vehicle at step k. dmin is the minimum distance to the closest nearby vehicle i and Δdmin is a
hyper-parameter distance threshold. The �rst term vk is a reward proportional to the AV’s
velocity encouraging higher velocities and thus, encouraging interaction and minimizing
the time to goal. The second rinfeasible, third rcollision and fourth term rnear penalize the AV
for infeasible solutions, collisions and for driving too close to other vehicles, respectively.

7.3.2 Local Motion Planner

Deep RL can be used to learn an end-to-end control policy in dense tra�c scenarios [162],
[158]. However, their sample ine�ciency [219] and transferability issues [220] makes it
hard to apply them in real-world settings. In contrast, optimization-based methods have
been widely used and deployed into actual autonomous vehicles [143, 221]. Therefore, we
employ Model Predictive Contour Control (MPCC) to generate locally optimal control com-
mands following a reference path while satisfying kino-dynamics and collision avoidance
constraints if a feasible solution is found. The reference path can be provided by a global
path planner such as Rapidly-exploring Random Trees (RRT) [222].

Vehicle Model

We employ a kinematic bicycle model for the AV, described as follows:

ẋ = v cos(� +�)
ẏ = v sin(� +�)
�̇ =

v
lr
sin(�)

v̇ = ua

� = arctan(
lr

lf + lr
tan(u�))

(7.4)

where � is the velocity angle. The distances of the rear and front tires from the center
of gravity of the vehicle are lr and lf , respectively, and are assumed to be identical for
simplicity. The vehicle control input u is the forward acceleration ua and steering angle
u� , u = [ua ,u� ].

Cost Function

The local controller receives a velocity reference vref, from the Interactive Planner (Sec-
tion 7.3.1), exploiting for the interaction e�ects of the AV in the other vehicles to maximize
long-term rewards. To enable the AV to follow the reference path while tracking the
velocity reference, we de�ne the stage cost as follows:
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J (sk,uk , �k ) = ‖‖e
c
k (sk , �k )‖‖qc +

‖‖‖e
l
k (sk , �k )

‖‖‖ql
+ ‖‖‖vk,ref −vk

‖‖‖qv
+ ‖‖u

a
k
‖‖qu +

‖‖‖u
�
k
‖‖‖q�

(7.5)

where = {qc , ql , qv , qu , q�} denotes the set of cost weights and �k is the estimated progress
along the reference path. To track the reference path closely, we minimize two cost terms:
the contour error (eck ) and lag error (elk ). Contour error gives a measure of how far the ego
vehicle deviates from the reference path laterally whereas lag error measures the deviation
of the ego vehicle from the reference path in the longitudinal direction. For more details on
path parameterization and tracking error, please refer to [143]. The third term, ‖vk,ref −vk ‖,
motivates the planner to follow vref closely. Finally, to generate smooth trajectories, we
add a quadratic penalty to the control commands uak and u�k .

Dynamic Obstacle Avoidance

The occupied area by the AV, ego(sk ), is approximated with a union of nc circles i.e
Āego(sk ) ⊆ ⋃c∈{1,…,nc}c (sk ), where c is the area occupied for a circle with radius r . For
each vehicle i, the occupied areai is approximated by an ellipse of semi-major axis ai ,
semi-minor axis bi and orientation �. To ensure collision-free motions, we de�ne a set
of non-linear constraints imposing that each circle c of the AV with the elliptical area
occupied by the i-th vehicle does not intersect:

ci,ck (sk , sik )=[
Δxck
Δyck]

T
R(�)T

[

1
�2 0
0 1

�2 ]
R(�)[

Δxck
Δyck]

> 1, (7.6)

∀k ∈ {0,…,H} and ∀i ∈ {1,…,n − 1}. The parameters Δxck and Δyck represent x-y relative
distances in AV’s frame between the disc c and the ellipse i for prediction step k. R( ) is
the rotation matrix. To guarantee collision avoidance we enlarge the other vehicle’s semi-
major and semi-minor axis with a rdisc coe�cient, assuming � = a + rdisc and � = b + rdisc,
as described in [223].

Road Boundaries

We introduce constraints on the lateral distance (i.e., contour error) of the AV with respect
to the reference path to ensure that the vehicle stays within the road boundaries [142]:

−wroad
left ≤ eck (sk ) ≤ w

road
right (7.7)

where wroad
left and wroad

right are the left and right road limits, respectively.
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MPC Formulation

We formulate the motion planning problem as a Receding Horizon Trajectory Optimization
problem (7.8) with planning horizon H conditioned on the following constraints:

u∗0∶H−1 = min
u0∶H−1

H−1
∑
k=0

J (sk ,uk , �k ) + J (sH , �H ) (7.8a)

s.t. sk+1 = f (sk ,uk ), (7.8b)
�k+1 = �k +vkΔt (7.8c)
−wroad

left ≤ ec (sk ) ≤ wroad
right (7.8d)

ci,ck (sk , sik ) > 1 ∀c ∈ {1,…,nc}, (7.8e)
uk ∈ , sk ∈  , (7.8f)
∀k ∈ {0,…,H}. (7.8g)

where Δt is the discretization time and u∗0∶H−1 the locally optimal control sequence for
H time-steps. In this work, we assume a constant velocity model to estimate of the other
vehicles’ future positions, as in [223].

7.3.3 Training Procedure

We train the policy using Soft Actor-Critic (SAC) [46] to learn the policy’s probability
distribution parameters. SAC augments traditional RL algorithms’ objective with the
policy’s entropy, embedding the notion of exploration into the policy while giving up on
clearly unpromising paths [46]. We propose to jointly train the guidance policy with the
local motion planner allowing the trained policy to directly implement our method on a
real system and learn with the cases resulting in infeasible solutions for the optimization
solver. In contrast to prior works on safe RL [165], during training, we do not employ
collision constraints (Eq. 7.8e), exposing the policy to dangerous situations or collisions
which is necessary to learn how to interact with other vehicles closely.

Algorithm 6 describes the proposed training strategy. Each episode begins with the
initialization of all vehicle’s states (see Sections 7.5.2 and 7.5.3 for more details). Every K
cycles, we sample a reference velocity vref from the policy �� . Querying the interaction-
aware policy every K control cycles helps to stabilize the training procedure and better
assess the policy’s impact on the environment (see Section 7.5.8). Then, theMPCC computes
a locally optimal sequence of steering and acceleration commands u∗0∶H−1 for the AV. If
a feasible solution is found, we apply the �rst control command of the sequence and re-
compute the motion plan in the next cycle considering new observations. If no feasible
solution is found, we apply a braking command. Training the interaction-aware policy with
the MPCC controller enables the policy to account for the controller and AV constraints.
Afterward, the P-IDM computes an action for each vehicle on the main lane while being
aware of the AV on the adjacent lane. An episode is over if: the AV reaches the goal position
(�nishes merging or turning left); the AV collides with another vehicle; it does not �nish
the maneuver in time (i.e., timeout). Finally, to update the policy’s distribution parameters,
we employ the Soft Actor-Critic (SAC) [46] method. We refer the reader to [46] for more
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Algorithm 6 Training Procedure
1: Inputs: planning horizon H , initial policy’s parameters � , Q-functions’ parameters

{�1,�2}, number of training episodes nepisodes, number of vehicles n, reward function
R(sk , ok , ak ) and number of control steps K

2: Initialize initial states: {s0,… ,sn−10 } ∼ 
3: Initialize replay bu�er: ←∅
4: while episode < nepisodes do
5: Get observation ok and AV’s state sk
6: if k mod K == 0 then
7: Sample velocity reference for the AV:

vk,ref ∼ �� (sk , ok )
8: end if
9: Solve the optimization problem of Eq. 7.8 without collision constraints (Eq. 7.8e) :

u∗k∶k+H = MPCC(vk,ref, sk , ok )
10: Estimate AV’s lateral position:

ỹH = PredictionModel(vk , sk , ok ) (Section 7.5.8)
11: {sk+1, done, rk} = Step(sk ,uk )
12: Store (sk , ak , rk , sk+1,done) in replay bu�er 
13: if done then
14: episode + = 1
15: Initialize: {s0,… ,sn0} ∼ 
16: end if
17: if it’s time to update then
18: SAC training [46]
19: end if
20: end while
21: return {�,�1,�2}

details about the learning method’s equations. Please note that our approach is agnostic to
which RL algorithm we use.

7.3.4 Online Planning

Algorithm 7 describes our Interactive Model Predictive Controller (IntMPC) algorithm.
For every step k, we �rst obtain a velocity reference, vref, from the trained policy. Then,
by solving the MPCC problem (Equation (7.8)), we obtain a locally optimal sequence of
control commands u∗k∶k+H . Finally, if the MPCC plan is feasible we employ the �rst control
command, u∗k , and re-compute a new plan considering the new observations following a
receding horizon control strategy. Else, we apply a braking command, usafe.
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Algorithm 7 Int-MPC
1: Inputs: AV’s state sk , observation ok and reference path prm = [xrm , yrm] ∈ ℝ2 with
m ∈ ∶= {1,…,M} waypoints.

2: for k = 0,1,2, ... do
3: Get observation ok and AV’s state sk
4: Sample velocity reference for the AV:

vk,ref = �� (sk , ok )
5: Compute MPCC trajectory by solving Eq. 7.8:

u∗k∶k+H = MPCC(vk,ref, sk , ok )
6: if u∗k∶k+H is feasible then
7: Apply u∗k
8: else
9: Apply usafe
10: end if
11: end for

7.4 Modeling Other Tra�c Drivers’ Behaviors
We aim to simulate dense and complex negotiating behavior with varying degrees of
willingness to yield. For instance, in a typical dense tra�c scenario (e.g., on-ramp merg-
ing), human drivers trying to merge onto the main lane need to leverage other drivers’
cooperativeness to create obstacle-free space to merge safely. In contrast, drivers on the
main lane exhibit di�erent levels of willingness to yield. Some drivers stop as soon as they
spot the other vehicle on the adjacent lane (Cooperative). Other drivers ignore the other
vehicles entirely and may even accelerate to deter it from merging (Non-Cooperative).
Moreover, they also consider an internal belief about the other vehicle’s motion plan on the
adjacent lane in their decision-making process at the merging point. Here, we introduce
the Predictive Intelligent Driver Model (P-IDM) to control the longitudinal driving behavior
of the other vehicles, built on the Intelligent Driver Model (IDM) [224]. Our proposed
model consists of three main steps: leader and follower selection, other vehicles’ motion
estimation, and control command computation.

Leader & Follower Selection

For each vehicle, the model assigns a leader, denoted with up-script l, and a follower,
denoted with up-script f . Consider  l

i as the set of potential leaders for the vehicle i, then

De�nition 7.1. IDM: A set  l
i ⊆  is the set of possible leaders for the vehicle i if ∀j ∈

[0,n −1], j ≠ i ∶ x jk > x
i
k and y

i
k < ci .

De�nition 7.2. IDM: A set  f
i ⊆  is the set of possible followers for the vehicle i if ∀j ∈

[0,n −1], j ≠ i ∶ x jk < x
i
k and y

i
k < ci .

where ci is a hyper-parameter threshold used to model cooperation (Section 7.5.3) [162].
Figure 7.3 shows an example of the leader’s and follower’s sets for the merging scenario
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Figure 7.3: Leader & Follower Selection Process. The AV is depicted in yellow, the i-th interacting
vehicle in blue, and the i-th vehicle’s follower and leader in black. (xk , yk ) are the x-y position
coordinates in the main lane frame of the AV and (x ik , y

i
k ) of the i-th vehicle on the main lane at

time-step k. Dashed purple represents the followers’ area set. Dashed red and green represent
the leader’s area set. To model mixed driving behavior, the i-th vehicle cooperation coe�cient
ci is randomly sampled from a uniform bounded distribution ci ∼ ([wmin,wmax]) (de�ned
in Section 7.5.3). wmax and wmin represents a maximum and minimum distance between the
center of the current lane and the adjacent lane.

as well as the physical representation of the cooperation coe�cient ci . In the IDM, the
leaders’ and followers’ sets are de�ned based on the vehicle’s current lateral position, yik ,
leading to reactive behavior. In contrast, we propose to de�ne the leader’s and follower’s
sets based on the estimated lateral position at time-step H , ỹiH , as it follows

De�nition 7.3. P-IDM: A set  l
i ⊆  is the set of possible leaders for the vehicle i if ∀j ∈

[0,n −1], j ≠ i ∶ x jk < x
i
k and

‖‖ỹ
i
H
‖‖ < ci .

Employing the predicted lateral position ỹH instead of the current lateral position yk
allows to elicit non-reactive behavior from the other vehicles. The leader for the vehicle i
is de�ned as it follows

De�nition 7.4. A vehicle j ∈  l
i is the leader of vehicle i if ∀m ∈  l

i ,m ≠ j ∶ ‖‖‖x
j
k −x

i
k
‖‖‖ ≤

‖‖x
m
k −x ik ‖‖.

To model mixed driving behavior, ci is sampled from a uniform bounded distribution
ci ∼ ([wmin,wmax]) (de�ned in Section 7.5.3). wmax and wmin represents a maximum and
minimum distance between the center of the current lane and the adjacent lane, as depicted
in Figure 7.3, respectively. Moreover, the ci values’ range plays an essential role in the �nal
policy’s behavior by controlling the proportion of cooperative and non-cooperative vehicles
encountered by the AV during training resulting in a more aggressive or conservative �nal
policy.
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Motion Plan Estimation

To enhance the IDM model with predictive driving behavior, we propose to condition
the IDM on the beliefs of the other drivers’ motion plans. Speci�cally, we assume that
each vehicle on the main lane maintains an internal belief about the AV’s motion plan
(on the adjacent lane)2. To estimate the AV’s motion plans, di�erent prediction models
can be employed (e.g., constant velocity model). Later, in Section 7.5.8, we investigate our
method’s performance for di�erent prediction models.

Control Command Computation

For each time-step k and for each vehicle i, the acceleration control is computed depending
on the vehicle’s velocity vik and current distance to the leader Δx ik =

‖‖‖(x
i
k , y

i
k ) − (x

l
k , y

l
k )
‖‖‖:

ua,ik = amax
⎡
⎢
⎢
⎣
1−(

vik
v∗)

4
−
(
s∗ (vik ,Δv

i
k)

Δx ik )

2⎤
⎥
⎥
⎦

(7.9)

where s∗ is the desired minimum gap, amax the maximum acceleration, Δvik = v
i
k −v

l
k the

i-th vehicle approach rate to the preceding vehicle, and v∗ the desired velocity. Please note
that we only do longitudinal control for the other vehicles on the main lane by employing
Equation (7.9). For the AV, we employ a local optimization-based planner (Section 7.3.2)
for steering and acceleration control.

7.5 Experiments
This section presents simulation results for two dense tra�c scenarios (Section 7.5.2)
considering di�erent cooperation settings for the other vehicles (Section 7.5.3). First, we
present qualitative (Section 7.5.6) and performance results (Section 7.5.7) of our approach
against two baselines:

• DRL : state-of-the-art Deep Reinforcement Learning approach, SAC [46], learning a
continuous policy controlling the AV’s forward velocity.

• MPCC [143]: Model Predictive Contour Controller with a constant velocity reference.

After, we provide an ablation study analyzing our method’s design choices (Section 7.5.8).
All controller parameters were manually tuned to get the best possible performance.

7.5.1 Experimental Setup

Simulation results were carried out on an Intel Core i9, 32GB of RAMCPU@2.40GHz taking
approximately 20 hours to train, approximately 20 million simulation steps. The non-linear
2For the Ramp Merging scenario (detailed in Sec. 7.5.2), the current lane corresponds to the main lane whereas
the adjacent lane refers to the merge lane whereas for the Unprotected Left Turn scenario (detailed in Section
7.5.2), the current lane refers to the top lane and the adjacent lane corresponds to the bottom lane.
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Table 7.1: Hyperparameters

Hyperparameter Value
Planning Horizon 1.5 s
Number of Stages N 15
Number of parallel workers 7
Q neural network model 2 dense layers of 256
Policy neural network model 2 dense layers of 256
Activation units Relu
Training batch size 2048
Discount factor 0.99
Optimizer Adam
Initial entropy weight (�) 1.0
Target update (� ) 5×10−3
Target entropy lower bound -1.0
Target network update frequency 1
Learning rate 3×10−4
Replay bu�er size 106
rinfeasible -1
rcollision -300
rnear -1.5
{qc , ql , qv , qu , q�} {0.1,0.2,1.0,0.1,0.1}
K 2
Timestep 0.1 s
Control cycle 0.2 s

and non-convex MPCC problem of Equation (7.8) was solved using the ForcesPro [225]
solver. Our simulation environment, P-IDM, builds on an open-source highway simulator
[226] expanding it to incorporate complex interaction behavior. Hyperparameters values
can be found in Table 7.1.

7.5.2 Driving Scenarios

We consider two densely populated driving scenarios: merging on a highway and unpro-
tected left turn. The vehicles are modeled as rectangles with 5 m length and 2 m width.
For each episode, the initial distance between the other vehicles is drawn from a uniform
distribution ranging from [7, 10] m. Their initial and target velocities are sampled from a
uniform distribution, v0∶n0 ∼ (3,4)m/s. This initial con�guration prevents early collisions
while ensuring no gaps of more than 2 meters [227], typical of dense tra�c scenarios. These
scenarios compel the AV to leverage other vehicles’ cooperativeness while also exposing it
to a myriad of critical scenarios for the �nal policy’s performance.
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(a) Ramp merging scenario. The AV on the main road, bottom lane, has to merge into the main top lane.

(b) Unprotected left-turn scenario: The AV on the main road, bottom lane, has to make a left-turn while avoiding
collision with the other vehicles on the main road, top lane.

Figure 7.4: Evaluation environments: The AV is depicted in yellow and the reference path is
depicted by the black dashed line. Each other vehicle is assigned with a color transitioning
from red (i.e., non-cooperative) to green (i.e., cooperative). The number displayed by each
vehicle represents its cooperation coe�cient.

Ramp Merging

Figure 7.4a depicts an instance of the merging scenario. It comprises two lanes: the main
lane and a merging lane. At the beginning of each episode, the main lane is populated with
the other vehicles, moving from left to right. In contrast, the merge lane only includes the
AV.

Unprotected Left Turn

Figure 7.4b illustrates the unprotected left turn scenario. It consists of two roads: the main
road and the left road perpendicular to each other. The main road is populated with the
other vehicles (on the top lane) and the AV (on the bottom lane). The other vehicles move
from right to left on the main road, whereas the AV is initialized at the bottom lane of the
main road, and its objective is to take an unprotected left turn onto the left road.
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7.5.3 Evaluation Scenarios

We present simulation results considering di�erent settings for the other vehicles’ cooper-
ation coe�cient:

• Cooperative: In this scenario, most vehicles are cooperative (ci ∼ (2,4)m), implying
that as soon as the AV shows intentions of merging into the main lane, the other
vehicle starts considering the AV as its new leader, leaving space for it to merge into
the main lane. This evaluation scenario helps in assessing the merging speed of the
policy.

• Non-Cooperative: This scenario comprises mostly non-cooperative vehicles (ci ∼
 (0,2) m), meaning that the other vehicles would not stop for the AV unless the
AV’s lateral horizon state is in the top lane. This scenario explicitly assesses the
policy’s aggressiveness. In these scenarios, the best option for the AV is to stop and
wait for gaps and then merge in as quickly as possible.

• Mixed: This tra�c scenario involves agents with varying degrees of cooperative-
ness (ci ∼  (0,4) m), featuring a continuous transition from cooperative to non-
cooperative vehicles. Here, the goal is to assess how di�erently the AV behaves with
cooperative and non-cooperative vehicles.

During training, we consider a mixed setting for the other vehicles. Rule based methods
such as IDM, MOBIL fail in highly dense tra�c conditions and thus have not been included
for evaluation purposes [162].

7.5.4 Evaluation Metrics

To evaluate our proposed method, we employ the following evaluation metrics:

• Success Rate: Percentage of successful episodes. An episode is deemed successful
if the AV is able to merge on to the main highway or perform a left term without
colliding and before timeout.

• Collisions: Percentage of episodes resulting in collision.

• Timeout: Percentage of episodes in which the AV did not reach the goal within the
maximum speci�ed time. This metric does not include those episodes that resulted
in collision.

• Time-to-goal: Time in seconds for the AV to reach the goal position.
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(a) Average reward during training when training with (green curve) and without (blue curve) collision
constraints.

(b) Percentage of successful and failure episodes during training when training without collision constraints.

Figure 7.5: Training performance.

7.5.5 Training Procedure

The interactive policy was trained considering a mixed setting of other vehicles following a
P-IDM model with CV predictions. Figure 7.5 shows the performance of the learning policy
during training. The top sub-plot (Figure 7.5a) shows the average reward evolution when
training a policy with and without collision constraints. Training with collision constraints
enables faster growth of the average rewards until 12×106 training steps. This phenomenon
happens because the policy’s task is simpler as the local controller overwrites the policy’s
actions that may lead to a collision. Nevertheless, employing collision constraints does not
allow the AV to interact closely with the other vehicles. Hence, after the 12×106 training
steps, the policy trained without collision constraints achieves a higher average reward.
The bottom sub-plot (Figure 7.5b) shows the percentage of failure and collision episodes
during training, demonstrating that the learning policy e�ectively decreases the percentage
of collisions while increasing the rate of successful episodes throughout training.
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7.5.6 Qualitative Results

Figure 7.6 presents visual results for our method for the merging scenarios and Figure 7.7
the left-turn scenarios. In Fig. 7.6a, the AV successfully merged onto the main lane by
leveraging other vehicles’ cooperativeness. In contrast, in Fig. 7.6b, we highlight a critical
advantage of our framework: the ability to perform a collision avoidance maneuver when
the guidance policy wrongly estimates the other vehicle’s cooperativeness. In this episode,
at 12.1 s, the AV initiates a merging maneuver. However, the non-cooperative vehicle does
not allow it. The local planner aborts and starts a collision avoidance maneuver at 15.5
s, merging successfully later when encountering a cooperative vehicle at 22.4 s. Finally,
Fig. 7.7a shows the AV performing an unprotected left-turn maneuver successfully. The
presented qualitative results show that our proposed method enables the AV to safely and
e�ciently navigate in dense tra�c scenarios.
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7.5.7 Quantitative Results

Aggregated results in Table 7.2 show that our method outperforms the baseline methods in
terms of successful merges and number of collisions considering di�erent settings for the
other vehicles’ behaviors (i.e., cooperative, mixed and, non-cooperative). The combined
capability of interactive RL policy to implicitly embed inter-vehicle interactions into the
velocity’s policy and the safety provided by the collision avoidance constraints allows
our method to succeed in all the environments. The optimization-based baseline (MPCC)
shows poor performance for all settings, i.e., high collision rate. The reason is the lack of
assimilation of inter-vehicle interactions into the policy and a tracking velocity reference
error term in the cost function formulation that motivates the AV to keep the same velocity
disregarding the nearby vehicles’ cooperativeness. The DRL baseline achieves signi�cantly
higher performance, i.e., lower collision rate and a higher number of successful episodes.
Nevertheless, it still leads to a signi�cant number of collisions due to the lack of collision
avoidance constraints to ensure safety when closely interacting with other vehicles. This
demonstrates that employing collision constraints for navigation in dense tra�c scenarios
leads to superior performance over solely learning-based methods. In contrast, safety
comes with the cost of larger average time-to-goal because the AV has to �nd the right
time-window to merge.
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Table 7.3: Statistical results on the time-to-goal [s]. Only the episodes where all methods
are successful are considered in the presented results. Bold values represent the results with
statistical signi�cance.

Cooperative Mixed Non-cooperative
MPCC [143] 34.7 ± 4.1 35.9 ± 6.9 40.1 ± 5.8
DRL [46] 37.5 ± 7.8 37.9 ± 6.9 41.8 ± 7.4
IntMPC 37.6 ± 8.0 37.7 ± 6.0 41.0 ± 7.3

Figure 7.8: This �gure provides a comprehensive analysis of the agents’ cooperation level
(0 - non cooperative, 100 - cooperative) in front of which the ego vehicle was able to merge
successfully.

Table 7.3 presents statistical results of the time-to-goal for all methods. To evaluate
the statistical signi�cance, we performed pairwise Mann–Whitney U-tests between each
method, considering a 95% con�dence level. The results show statistical signi�cance for the
MPCC’s results against the other methods for cooperative and mixed settings. In contrast,
there is no statistical di�erence in terms of time-to-goal between the DRL and IntMPC.
Similarly, between all methods in non-cooperative environments. The presented results
show that employing collision avoidance constraints do not increase the average time-to-
goal while improving safety. Moreover, in non-cooperative environments, all methods
achieve comparable performance in terms of time-to-goal.

To demonstrate our policy’s ability to leverage agents’ cooperativeness explicitly, we
evaluate 600 episodes in a mixed scenario where we track the other vehicle’ cooperation
level in front of which the AV performs a successful merging maneuver. Fig. 7.8 depicts
a histogram illustrating the number of successful episodes per cooperation coe�cient,
demonstrating that our method mostly merges with cooperative vehicles. A small number
of successful merges can be seen with non-cooperative vehicles as well. This behavior
can be attributed to the random sampling of IDM parameters resulting in di�erent agents’
acceleration values. Thus, the agents might leave a gap big enough for the AV to merge
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Figure 7.9: Number of infeasible solutions encountered by the solver for our method (IntMPC)
versus the optimization-based baseline (MPCC).

onto the lane when moving from a standstill position.

Figure 7.9 presents the number of infeasible solutions for our method (IntMPC) and the
MPCC baseline. To jointly train the RL policy with the local controller and penalize the
state and action tuples resulting in the solver infeasibility, signi�cantly reduces the number
of infeasible solutions. Finally, in terms of computation performance, our policy’s network
has an average computation time of 1.35 ± 0.5 ms. To solve the IntMPC’s optimization
problem (Equation (7.8)) takes on average 3.0 ± 1.35 ms for all experiments. There was
no statistical di�erence on the policy’s and solver’s computation times for the di�erent
settings of the other vehicles (e.g., cooperative, mixed and non-cooperative). These results
demonstrate out method’s real-time applicability.

7.5.8 Performance Analysis

This section investigates the impact of two critical design choices for our proposed approach:
MPCC’s parameters and using a di�erent number of control cycles per RL policy query.
Moreover, we evaluate our method’s robustness to di�erent prediction models used by the
other vehicles to estimate the AV’s motion plans. To �nalize, we compare the risk-level
that the AV takes with our method and the two planning baselines.

Local Controller Parameters

The MPCC’s parameters (i.e., weights and velocity reference) highly in�uence the local
planner’s performance. Here, we study the two key components controlling the AV’s
interaction with the other vehicles: the velocity tracking weight (qv) and the reference
velocity (vref). Table 7.4 presents performance results for di�erent qv and vref values.
Increasing the reference velocity combined with high qv values generates more aggressive
behavior and signi�cantly reduces the timeout rate. However, it also increases the collision
rate. In contrast, low qv values weaken the in�uence of the velocity reference on the
MPCC performance. The presented results demonstrate that �ne-tuning the MPCC’s



7.5 Experiments

7

111

weights and velocity reference is insu�cient for safe and e�cient navigation in dense
tra�c environments, supporting the need for an interaction-aware velocity reference.
qv = 1.0 and vref = 2 m/s lead to the best performance, i.e., higher success rate and lower
collision and timeout rate. For the following experiments, we use qv = 1.0 and a velocity
reference of vref = 2 m/s for the MPCC baseline.

Table 7.4: Ablation study of the MPCC’s parameters considering a mixed setting for the other
vehicles.

Success (%) / Collision (%) / Timeout (%)
qv = 0.1 qv = 1.0 qv = 10.0

vref = 2 m/s 58 / 26 / 16 62 / 22 / 16 58 / 34 / 8
vref = 3 m/s 48 / 26 / 26 62 / 29 / 9 55 / 42 / 3
vref = 4 m/s 56 / 25 / 19 57 / 35 / 8 53 / 46 / 1

Hyperparameter Selection

A key design choice of the proposed framework is the number of control cycles per policy
query, denoted by K . For instance, for K = 1, we query the policy network for a new
velocity reference for each control cycle, while for K = 4, we use the same queried velocity
reference during 4 control cycles. Here, we study the impact on the learned policy’s
performance for K = {1,…,4}. During testing, all the policies are evaluated using K = 1.
Table 7.5 summarizes the obtained performance results. The policy trained with K = 2
outperforms the other policies in terms of success and collision rate. The policy trained
with K = 1 elicits an overly aggressive response from AV, evident from a high collision
rate and a low timeout percentage. In contrast, higher K values lead the AV to exhibit
an overly conservative behavior, thus, higher timeout percentage. This behavior can be
attributed to the long duration for which the same action is applied after querying the
interactive policy. For instance, using a large velocity reference value during many control
cycles highly increases the collision likelihood at the merging point. This compels the RL
algorithm to learn biased policy towards low-velocity references to avoid an impending
collision resulting in an overly conservative behavior. Finally, the policy trained with K = 2
elicits a balanced response from the AV that is neither too conservative nor too aggressive,
resulting in a high success rate and a low collision rate for all the scenarios.
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Simulation Environment

This work introduces an IDM variant enhancing the other vehicles with anticipatory
behavior. Our proposed model (P-IDM in Section 7.4) relies on the assumption that the
other vehicles can infer the AV’s motion plans. Here, we evaluate the in�uence of the
prediction model used to infer the AV’s plans on our method’s performance. We consider
the following prediction models variants:

1. CV: Constant velocity (CV) model;

2. CVPath: Constant velocity (CV) model along the AV’s reference path;

3. MPCC: MPCC plan (Equation (7.8)) assuming the AV’s current velocity as the velocity
reference, vref = vk .

Moreover, we also evaluate our method’s performance in reactive scenarios employing
the IDM [224] to model the other vehicles’ behaviors. The presented results in Table 7.6
demonstrate that our proposed approach is robust and generalizes well to environments
with other vehicles exhibiting di�erent behaviors. Employing the CV-Path prediction model
results in highly cooperative behavior for other vehicles as shown by the high success
rate. In contrast, the scenarios with vehicles following an IDM [224] represents the most
challenging scenario.
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Table 7.7: Risk-level analysis

Time of Closest Encounter [s] / Distance of Closest Encounter [m]
Cooperative Mixed Non-cooperative

MPCC [143] 9.3 / 3.44 13.6 / 3.13 13.5 / 3.07
RL [46] 26.5 / 3.45 45.6 / 3.15 43.6 / 3.15
IntMPC 25.6 / 3.51 46.0 / 3.20 43.1 / 3.17

Risk-level Analysis

Table 7.7 compares the risk-level that the AV takes using our approach against the baseline
methods for two risk metrics as proposed in [133]: Time of Closest Encounter (TCE)
and the Distance-of-Closest-Encounter (DCE). DCE models how close the AV gets to the
other vehicles meaning that lower DCE represents higher risk. TCE models the risk time-
dependency, assuming that risk events further away in time have a lower probability of
occurrence. Hence, the larger TCE, the lower the risk. The presented results show that our
method incurs the lowest risk.

7.5.9 Discussion

The presented performance and ablation results demonstrate that our approach improves
performance and safety signi�cantly compared to pure learning or optimization baselines.
Our approach enables the AV to exploit the interaction e�ects in the other agents to ef-
�ciently and safely perform di�erent driving maneuvers by employing RL to learn an
interaction-aware velocity reference directly fed into the MPCC’s cost function. Never-
theless, the sensitivity analysis results presented in Table 7.6 show some performance
degradation when evaluating our approach in scenarios containing agents following di�er-
ent policies from those used in the training scenarios. This e�ect is due to the sim-to-real
gap inherent to RL methods [228], and it can be exacerbated when evaluating our approach
in real environments.

7.6 Conclusions
This section introduced an interaction-aware policy for guiding a local optimization plan-
ner through dense tra�c scenarios. We proposed to model the interaction policy as a
velocity reference and employed DRL methods to learn a policy maximizing long-term
rewards by exploiting the interaction e�ects. Then, a MPCC is used to generate control
commands satisfying collision and kino-dynamic constraints when a feasible solution
is found. Learning an interaction-aware velocity reference policy enhances the MPCC
planner with interactive behavior necessary to safely and e�ciently navigate in dense
tra�c. The presented results show that our method outperforms solely learning-based
and optimization-based planners in terms of collisions, successful maneuvers, and fewer
deadlocks in cooperative, mixed, and non-cooperative scenarios.
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8.1 Conclusions
This thesis presents algorithms that enable safe autonomous navigation of mobile robots
in environments populated with humans and other robots. The �rst goal of this thesis is
to develop a motion planning algorithm endowing computing predictive motions plans
online for mobile robots and autonomous vehicles in unstructured, dynamic environments.
Computing predictive motion plans requires planning over a prediction horizon and,
therefore, requires aworldmodel that estimates its evolution. Consequently, the second goal
is to create human trajectory prediction models accounting for interaction, environment
constraints, and multi-modality. In dynamic environments, generating trajectories online
requires planning over a limited horizon and, consequently, computing locally optimal
solutions. Hence, the third objective is to develop a method for providing long-term
guidance to a local planner. Lastly, to navigate e�ciently in dense tra�c scenarios, it
is crucial to interact with the other agents. Thus, the last goal of this thesis is to create
a method to enhance local trajectory planners with interactive behavior to exploit the
interaction with other agents in dense tra�c scenarios.

Chapter 4 presented a Local Model Predictive Contouring Control method (LMPCC)
enabling safe autonomous navigation in dynamic and unstructured environments. Here,
we tackled two main problems. Firstly, previous works modeling dynamic obstacles’ space
as circles and ellipsoids used an incorrect bound and collisions could still occur when
used for motion planning. Therefore, we proposed a closed-form bound to conservatively
approximate the Minkowski sum of a circle and an ellipse which can be formulated as a
non-linear inequality constraint into the optimization problem to avoid collisions with
dynamic obstacles. Secondly, using the same bound to model the complex structure of
indoor environments would require many computationally expensive constraints and
result in an overly conservative approximation of the static obstacles’ space. To account
for static obstacles, we proposed an algorithm to compute a polyhedral approximation of
the collision-free area around the robot. The polyhedral approximation consists of a set of
linear constraints reducing the computational demands compared to the ellipsoid-circle
constraints used for dynamic collision avoidance. We implemented the proposed method
in an autonomous mobile robot and an autonomous vehicle with onboard localization and
obstacle detection, which was shown to avoid walking humans at a maximum speed of
1.5 m/s. Additionally, our proposed Model Predictive Contouring Control scheme was
shown to perform in real-time achieving computation times under 50 ms for planning
horizons below 3 s. It was demonstrated that the proposed motion planner signi�cantly
improved navigation performance in terms of safety, reducing by 44% and 35% the number
of episodes resulting in collisions compared to learning-based and traditional methods,
respectively. The primary reason for this result is that our approach plans N-steps ahead,
endowing the robot with anticipatory behavior while the baseline approaches are purely
reactive. Moreover, in terms of e�ciency, the average traveled distance was reduced by
approximately 15% and 23% compared to learning-based and reactive methods, respectively.

Chapter 5 tackles the problem of predicting multi-modal trajectory from a single net-
work query. State-of-the-art approaches employed random sampling from the latent space
distribution to predict multi-modal trajectories (i.e., to predict multiple possible trajectories).
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However, these approaches su�er from mode-collapse (i.e., model can only predict one or
a very small subset of possible outcomes), generating very similar trajectories. Moreover,
most methods relied on generative adversarial neural networks (GANs) as the model, which
is very di�cult and unstable to train. Therefore, Chapter 5 introduced a novel Variational
Recurrent Neural Network (VRNN) architecture for one-shot multi-modal trajectory pre-
diction. The presented architecture learns the parameters of a Gaussian Mixture Model
to account for uncertainty and multi-modality. It incorporates information about pedes-
trian dynamics, static obstacles, and other interacting pedestrians to predict trajectories
accounting for interaction and environment constraints. Additionally, by employing a
variational approach, the proposed model has stable training and faster convergence than
GAN-based methods. The qualitative results presented in Chapter 5 show that the Social-
VRNN predictions avoid static obstacles and account for the interactions with surrounding
pedestrians. Moreover, qualitative results demonstrate that the proposed model generates
more distinct trajectories than the state-of-the-art prediction model [93]. The performance
results demonstrate that the proposed model reduces the average displacement error (ADE)
by 9 % and the �nal displacement error (FDE) in 25% compared to two baseline prediction
models [92, 93].

In Chapter 6, the addressed problem is two-fold. Firstly, local trajectory optimization
methods scale poorly with the number of agents and require considering limited planning
horizon to generate a solution online, leading to catastrophic failures if the �nal goal
position is outside the planning horizon. Secondly, deep RL-based methods overcome
the scalability issues and enable long-term planning but do not necessarily satisfy hard
constraints. Thus, Chapter 6 introduced the Goal-Oriented Model Predictive Control (GO-
MPC) framework enhancing a state-of-art online optimization-based planner (MPC) with a
learned subgoal policy providing global guidance. The MPC ensures generating trajectories
satisfying collision and dynamic constraints. The DRL enables learning a policy accounting
for the long-term planning horizon and interaction with other agents. During training,
performance results demonstrate that the proposed framework achieves on average over
20% higher average episode reward compared to solely optimization-based and learning-
based [17] approaches. Qualitative results show that the learned policy exhibits di�erent
behaviors depending on the cooperativeness of other agents. Additionally, the results show
that the proposed approach enables decentralized and communication-free multi-robot
collision avoidance. The performance results show a reduction in the percentage of failure
episodes (i.e., collisions and deadlocks) between 13% to 22% compared to the MPC baseline
without guidance, depending on the number of agents ranging from six to ten. Compared
to the DRL [17] and DRL-2 baseline, our method reduces the percentage of failure episodes
between 17% to 29% and between 6% to 13%, respectively. Similarly, when considering
a multi-robot setting, the performance test results show a reduction in the percentage
of failure episodes between 13% to 33% compared to the MPC baseline, between 16% to
18% compared to the DRL baseline [17] and between 17% to 26% compared to the DRL-2
baseline [17]. In terms of e�ciency, the GO-MPC only outperforms the DRL-2 baseline
[17] presenting on average larger travel time and traveled distance than the MPC and DRL
baselines. The �rst explanation behind these results is that the GO-MPC has to behave
more conservatively to bring the percentage of collisions close to zero. Secondly, DRL
learns a policy or guidance behavior that allows solving simple and complex scenarios
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simultaneously. Consequently, the qualitative results show that the GO-MPC can show
over-conservative behavior in simple scenarios (e.g., low number of agents).

Finally, in Chapter 7 we tackled the problem of autonomous navigation in dense tra�c
scenarios (e.g., merging on highways and unprotected left-turn maneuvers). Autonomous
vehicles must exploit interaction with other cars to enable them to navigate in dense tra�c
successfully. Therefore it is crucial to endow AVs with interactive behavior. Hence, we
proposed the interactive Model Predictive Controller (IntMPC) utilizing an interaction-
aware policy providing a velocity reference to the local planner. The learned policy allows
leveraging the vehicles’ interaction e�ects to create free-space areas. The LMPCC computes
the steering and throttle commands for the AV respecting collision and dynamic constraints.
In contrast to the GO-MPC approach proposed in Chapter 6, in the IntMPC framework
the DRL policy provides a velocity reference as global guidance information allowing
to control the interaction with the other vehicles. The qualitative results show that the
learned policy enhances the LMPCC with interactive behavior to pro-actively merge in
dense tra�c. The performance results show that the IntMPC improves the navigation per-
formance and safety substantially. Concerning optimization-based baselines, the proposed
method increased over 8% the success rate in cooperative, mixed, and non-cooperative
settings. As compared to DRL baseline, the proposed approach reduced by 3%, 2%, and
5% the percentage of collisions in cooperative, mixed, and non-cooperative environments,
respectively. Moreover, it increased the success rate by 5% in non-cooperative scenarios
compared to the DRL baseline. Finally, the risk-analysis results show that, on average,
the IntMPC presents larger Time to Collision (TTC), Time of Closest Encounter (TCE),
and Distance of Closest Encounter compare to the baselines. Therefore, incurring lower
collision risk.

Overall, these contributions address the key challenges in safe and e�cient robot
navigation among humans and other robots. However, there are still several remaining
issues before we can safely deploy autonomous robots everywhere. Toward that goal,
possible directions of future work are described below.
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8.2 Future Work
This thesis contributed to motion planning, prediction, and decision-making algorithms,
enabling safe and e�cient navigation among humans. Nevertheless, many open challenges
still need to be addressed before broadly releasing autonomous systems (e.g., mobile robots
and autonomous vehicles) in human environments. Hereafter, we recommend several
future research directions to extend this work for interaction-aware motion planning,
learning for socially-aware guidance, and precise control.

8.2.1 Interaction-Aware Motion Planning

This work proposed to learn o�ine a policy controlling the interaction with the other agents
through the MPC’s cost function. However, such an approach is prone to generalization
issues as the agents’ behavior might be signi�cantly di�erent in reality compared to
simulation. Moreover, it requires to assume that the interactions among the agents are
decoupled during the planning phase which is not realistic.

The collision avoidance problem is inherently a game. Each autonomous agent’s
actions are coupled with the others. Game-theoretic approaches considering a feedback
information structure have shown that accounting for this action coupling between all
agents in the motion planning phase allows discovering strategies exploiting the actions of
the others [229]. Yet, this comes with the cost of the so-called "curse of dimensionality,"
limiting game-theoretic approaches to scenarios with a small number of agents.

It is critical to develop algorithms enabling online computation of game solutions.
Future works may explore supervised learning to learn o�ine a joint model for all agent
dynamics. Then, employing di�erentiable MPC [230] is a promising solution to �nd
approximate solutions to the Nash equilibrium online.

8.2.2 Learning Guidance Policies

This thesis proposed two methods to solve the curse of dimensionality issues inherent
to local optimization methods when navigating in cluttered environments (Chapter 6) or
accounting for interaction (Chapter 7) by learning a policy providing global guidance in
the local planner’s cost function. However, further research on learning global guidance
policies is still required. Firstly, to apply the GO-MPC in real scenarios, it is necessary to
expand the method to account for static obstacles. Secondly, further research is needed to
improve the GO-MPC performance in terms of travel time and distance. As pointed out in
Section 8.1, the GO-MPC can show highly conservative behavior in simple scenarios (e.g.,
swapping positionwith another agent), which is one of the results behind the poor e�ciency
performance (i.e., average travel time and traveled distance). Moreover, the qualitative
results presented in Chapter 6 show that the learned behavior does not resemble the
pedestrians behavior. Thus, further research to enable learning socially compliant guidance
policies is necessary. Techniques such as Generative Adversarial Imitation Learning [231]
and Adversarial Inverse Reinforcement Learning [232] are promising solutions. Yet, these
approaches are sensitive to hyper-parameter tuning and challenging to train, requiring
further research.
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8.2.3 Constraints-Aware Learning

The state-of-the-art supervised and reinforcement learning methods used in this thesis
can learn policies capable of solving complex tasks from high-dimensional information.
Yet, these methods cannot learn policies respecting the kinematic and dynamic constraints
of the system. For instance, DRL enables learning guidance policies that, combined with
constrained optimization methods (e.g., the GO-MPC approach proposed in this thesis),
enable robots to navigate cluttered environments. However, the generated guidance
information does not necessarily respect dynamic or collision constraints relying on the
local planner to handle those.

Most state-of-the-art learning methods neglect the geometric knowledge that we have
about the system. Thus, to advance learning methods incorporating such information is
critical to enable learning policies for control. Two recent promising works in this direction
are Implicit Behavior Cloning [233] and physics-informed neural networks [234, 235]. But
they have not been yet explored for autonomous navigation.

8.2.4 Continual Learning

The learning methods proposed in this thesis rely on large amounts of data gathered
o�ine through large datasets or simulation environments to learn the model’s parameters.
However, o�ine learning is prone to generalization issues, leading to catastrophic failure
in real or novel environments. In addition, state-of-the-art learning algorithms have �xed
performance not improving over time.

Current autonomous robotic systems have access to online data streams (e.g., sensor
data, algorithms outputs, etc.), providing valuable information from the environment where
they are deployed. Hence, it is essential to develop learning algorithms exploiting online
data while retaining past knowledge to improve the model’s (e.g., prediction and decision-
making) performance in unseen environments and enable the next generation of robots to
adapt to non-stationary environments.
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A
The Jackal

(a) Jackal v1. (b) Jackal v2. (c) Jackal v3.

The algorithms presented in this thesis have been fully implemented on-board and
tested on the Jackal platform from Clearpath. The Jackal’s design has been evolving
throughout the development of this research giving birth to the three Jackal generations
presented in Appendix A. All the designs are equipped with a Velodyne LiDAR (VLP-16)
with 16 laser beams used for localization and pedestrian detection, an IMU, and an Intel i5
CPU@2.6GHz. The �rst and second versions, Jackal v1 and Jackal v2, were also equipped
with a ZED stereo camera for pedestrian detection. Additionally, both platforms used an
Nvidia Xavier GPU board and an Intel NUC i7 CPU@3.2GHz as extra processing power
units. In the Jackal v3 version, the additional processing power units (i.e., Intel NUC and
Nvidia Xavier) have been replaced by a Dell laptop, simplifying the hardware complexity,
reducing power consumption from the robot’s batteries, and easier software development
and debugging. Moreover, the stereo cameras have been replaced by the Intel RealSense,
allowing to reduce the robot’s computational demands as the Intel cameras have stereo
on-board processing. The Jackal v3 setup has �ve Intel RealSense cameras enabling 360
degrees of perception range.
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B
The Toyota Prius

The LMPCCmethod presented in Chapter 4 has been tested on the TU Delft Toyota Prius to
avoid a pedestrian, as depicted in Figure B.1. The car has a PC mounted on board running
Ubuntu 18.04.1 LTS with an Intel(R) Core(TM) i7-6900K CPU at 3.20GHz with 64GB of
RAM. In addition, the PC contains two Titan X (Pascal) GPUs for stereo matching. For
localization, the vehicle uses a high-precision dual GPS mounted on top. Finally, there the
car uses one stereo camera for VRU detection.

Figure B.1: The TU Delft Toyota Prius
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