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Abstract

The goal of this research is to model and understand the effects of tourism de-
mand on air quality by performing data integration on multi-source data. This re-
search is aimed at researchers and practitioners aiming to perform multidisciplinary
research in the fields of data science and geoscience, presenting the methods and chal-
lenges that arise when performing such an analysis. A data processing pipeline ex-
plains the research from a data integration perspective involving the data retrieval and
pre-processing tasks. This enables the construction of datasets for machine learning
modelling and prediction of air pollutant levels based on tourism data. The study area
of this research is Italy which is chosen based on its significant tourism industry and
wide availability of data about tourism development. For this study, in situ air quality
data sampled using Google Earth Engine (GEE) around accommodation, transporta-
tion and tourism attraction locations is modelled with tourist arrival numbers, nights
spent and average length of stay. Long short-term memory (LSTM) multivariate time
series modelling is performed afterwards to understand predictability of air quality on
a national and regional level. To this end, this research looks into three different stages
of the modelling process of tourism with air quality which are: (i) retrieving accommo-
dation, transportation and tourism attraction locations using the RDF model, (ii) iden-
tifying which pollutants are correlated and Granger-caused by the different tourism
demand features using sampled satellite air quality data of the identified tourism loca-
tions, (iii) understanding performance characteristics of LSTM time series models by
training on tourism demand and air quality data. Correlation analysis indicates the po-
tential to model the relation between tourism demand indicators and PM2.5 in overall
cleaner regions in terms of this pollutant. In these regions, Granger-causality testing
suggests a higher chance of predictability of PM2.5 time series using tourism demand
data from the previous month. Training an LSTM model using the information of this
lagged relationship suggests that regions with overall high PM2.5 levels are challeng-
ing to model showing high RMSE scores. Training an LSTM model for these regions
also required more epochs compared to overall cleaner regions to model the effects of
tourism demand on air quality.
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Chapter 1

Introduction

The focus of this research study is to model the effects of tourism demand on air quality and
provide the reader with an overview of the data integration and modelling process for this
analysis. Researchers and practitioners in the fields of data analysis and geoscience can use
this research to gain insight into how multi-source data integration can be performed in these
contexts. Specifically, analysing the datasets created through data integration can provide
insights into how tourism demand can model air quality levels at different categories of
tourism sites given the different air quality conditions prevalent. Correlation and causality
testing of the studied variables can be used to work towards training a machine learning
model to use tourism demand indicators to model air quality.

By combining data about tourism demand in Italy, satellite data on air quality levels
over time and locations of categorised tourism sites, this research models impact on air
quality levels using the long short-term memory (LSTM) model. This model is an artificial
neural network that is often used for time series analysis. Different industry sectors and
geographical circumstances affect air quality levels in ways which can make it challenging
for a model to learn the effects of the tourism industry. To better understand this effect, the
analysis in this research is performed on two different spatial levels, namely on a national
and regional level. The analysis of tourism demand on air quality modelling on a national
level is performed by modelling Italy as a whole which covers regions potentially affected
by different air quality conditions and other polluting industries besides the tourism indus-
try. By also looking at regions where the confounding effects on air quality due to other
industries and overall air quality levels are less prevalent, this research studies how well the
national level results on air pollutant measurements relate to the regional level analysis in
terms of the correlation between tourism arrivals and nights spent. Further understanding
of the relationship between tourism demand indicators and the pollutant levels through cor-
relation, Granger-causality, and multivariate LSTM time series analysis can give insights
to better model the effects of tourism demand on air quality. The benefit of modelling the
relationship between tourism arrivals and nights spent on an air pollutant on a regional level
is that the tourism data is about a smaller spatial region making the data more meaningful
to the area that is analysed compared to the data on national level. As the regional analysis
also models regions with overall better air quality and less polluting industries like southern
regions of Italy, the regional analysis is expected to provide insights on how the modelling
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1. INTRODUCTION

performance of air pollution based on tourism demand varies under different air quality
conditions. Regional differences in correlation and Granger-causality between higher and
lower polluted regions can give key insights in the how the tourism demand and pollutant
time series relate to each other in terms of predictability.

One of the important facilities that drives the tourism industry is transportation and for
many people, the use of public transport is the primary method of traveling to the country
visited. This form of travel consists of air travel and other ground transportation like train
trips and bus rides. Railway station and bus stations often form importation junctions where
other car traffic like taxis operate to bring people to their accommodation place and the
tourist sites they want to visit. Depending on the demand of tourism, the intensity of use of
these facilities increases or decreases potentially effecting air pollutant levels. With the aim
of understanding sustainable tourism, it is valuable to analyse the impact of tourism on air
quality across different locations important for tourism in order to maintain the quality of
the touristic destinations.

Research on the tourism industry indicates that air emissions are positively correlated
with economic growth [32]. Linking this with tourist arrivals and their use of transportation
could give insight on the impact of transportation on air quality levels for different pollutants
as well. Sustainable development around tourism is seen as an important concept as the
environment in which it takes place greatly determines its well-being [8]. Air quality levels
determine a great amount to shaping a healthy environment and it is therefore important to
research the effect of tourism demand on this environmental indicator across different types
of places important for tourism.

Finding the locations of categorised tourism sites involves describing the different places
of interest using characteristics like the type of accommodation, its coordinates and re-
gion. Fortunately, there are web services available making use of the Resource Descrip-
tion Framework (RDF) data model which can be used together with a query language like
SPARQL to describe these characteristics or relationships in the context of RDF. The use of
predicates allows one to describe relationships between entities in the world through unique
URIs for each entity. In the case of finding categorised tourism sites, the use of relationships
like describing the country of the site and what location it represents, for instance a hotel or
airport, are important methods that semantic web applications like the Wikidata Knowledge
Base enable to perform.

The use of machine learning for time series analysis is an important part of this research
as it allows to understand how well tourism effect can be modelled in terms air quality pre-
dictability over time. Correlation analysis with different types of tourism demand indicators
like arrivals on a national level and regional level are aimed at better understanding the rela-
tionship between tourism and specific air pollutants that are analysed, while at the same time
looking at patterns between tourism and air quality across accommodation, transportation
and tourist attractions.

Retrieving air quality data is often done by using air quality stations on the ground.
These stations can provide detailed data about the area in which they are located. The
downside of ground-based stations to measure air quality is that they can only capture air
quality metrics in its surroundings. Fortunately, there are also air quality monitoring systems
on satellites that can cover the entire world surface. In this case it is important that the data
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the satellite collects is validated as different kinds of atmospheric conditions can make it
challenging in some cases to collect reliable air quality data. For this, in situ data is valuable
as it combines other types of measured data like ground level measurements together with
satellite data to obtain calibrated and verified results [36].

By combining these research objectives, the overarching research question of this work
is as follows: How can data integration be used to enable the modelling of the effects
of tourism demand on different air pollutants using a data processing pipeline operating
on categorised RDF tourism locations data, tourism statistics and air pollution satellite
measurements?

To guide the process of formulating the answer to this question, the following sub-
questions are formulated:

1. What are challenges of a data processing pipeline for integrating data on satellite
measurements, tourism demand data and categorised tourism sites?

2. What air pollutants are linked with tourism demand indicators at different categor-
ical tourism sites based on the integrated data in terms of correlation and causality
analysis?

3. What are the performance characteristics of the final machine learning time series
models trained on a regional and national level using data based on the correlated
tourism and air quality indicators?

3





Chapter 2

Related Work

This chapter discusses previous work that is related to measuring air quality in the context
of tourism through different kinds of modelling methods. It focuses on how tourism is
defined in these studies and the approaches to measuring air quality together with the tools
and technologies that are used for the analysis.

2.1 Modelling techniques of tourism and air quality

Studies suggest that it is important to understand the relationship between the tourism in-
dustry and air quality which would give better insight in sustainability practises regarding
both the tourism industry and air quality levels [19]. In literature, this relationship is stud-
ied in both directions using different variables to capture tourism and air quality [30, 15].
Existing studies that look at the impact of tourism on air quality indicate that there exists an
impact of tourism on the environment [28]. These studies use proxy values for analysing the
tourism demand retrieved from regional panel data and find that the direction of causality of
tourism and air quality impact differs depending on which region is analysed [1, 52]. These
kinds of studies have mostly been carried out in East Asia where studies link the rapid eco-
nomic growth with the increase of tourism. Analysis of the tourism industry is said to be
augmenting the energy consumption in national regions leading to increased carbon emis-
sions [3] with similar studies indicating that these carbon emissions from tourism should
be used for setting local goals and emission mitigation [47]. The source of these emissions
as a result of tourism is primarily accounted to the use of transportation, energy use for
tourism housing and delivering of amenities for the tourism industry [33]. Regarding this
analysis of tourism impact of air quality levels, literature indicates the potential of mod-
elling air pollution like carbon emissions together with energy consumption and tourism
to better understand equilibrium relationships on the long-term regarding these variables
[27, 53]. Focusing on carbon emissions, research also indicates that tourism has the po-
tential to lower emissions when it is used to replace high-emission industries which was
found though statistical significance testing of different time spans of tourism development
and emissions analysis [4]. Similarly, specialised spatial econometric methods can be used
to analyse the relationship between the development of a tourism industry with its carbon
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emissions [31].
In literature, different methods are used for modelling the air quality levels at a study

area. A study that looks at air quality influence by tourism in Mallorca indicated that the use
of a General Additive Model (GAM) to model air quality is better able to capture air quality
behaviours compared to linear regression models as air quality is unlikely to behave in a
linear and additive fashion [16]. A similar study that explores the contribution of tourism
on air pollution focusing on tropospheric ozone levels found that models can capture the
daily rising tropospheric ozone caused by activities like transportation and air conditioning
[41]. The authors of the study also indicate that it is important to have a methodology that is
able to split human and natural activities affecting air pollution due to the high seasonality
of pollutant levels.

Studies that analyse the air quality and tourism indicators find that these indicators are
closely related [50, 51]. Using a vector autoregressive (VAR) model a study focusing on
tourism demand and air pollution causality found that tourism growth could have a negative
effect on air quality [39] in terms of the particulate matter in the air that were significantly
increased by tourism demand growth.

2.2 Sustainable tourism in different contexts

There are different approaches to considering a tourism strategy to be sustainable. Every
approach has its own variables and focus points that determine if tourism development in a
region is sustainable. Understanding if a tourist area is sustainable is often done by looking
at satellite-derived datasets captured over time to understand the spatial-temporal variations
of these ecological variables in tourism-related areas. By understanding the causes around
these variables through a data driven approach, the analysis of air quality prospects in this
study could give researchers and practitioners in environmental domains the insights to
better understand the challenges around sustainable tourism development.

Understanding sustainability of an industry sector involves a great understanding of how
it uses its resources to provide its output. Measuring the decline and regeneration of these
resources can give insight if a process in its current form can continue to operate without
exhausting the inputs in depends upon. This view on sustainability of an industry only
provides a partial picture of sustainability and assumes a clear relation between input and
output without looking at the impacts on other variables in the environment it operates. The
current view around sustainability is the one that is often referred to as ‘sustainable devel-
opment’ including a wider range of variables related to environmental, economic and social
aspects [5]. In the case of environmental analysis, understanding land use and land cover
and the relationship with tourism analysis before the advent of Geographical Information
Systems (GIS) and remote sensing capabilities, required field studies which often consisted
of ground-bases surveys and census data [46]. In the context of air quality, using GIS tools
like GEE could play a valuable role for the analysis of the effect of tourism demand on air
quality. A study that analyzes human activities on landscapes for instance, used GEE to un-
derstand the cumulative impacts of these activities on various scales [13]. The researchers
indicate that due to the sparsity of such cumulative effects, technologies around earth ob-
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servation and computation techniques are needed for assessing the human activities, in this
case those around tourism, and the influence following this modification on climactic and
environmental characteristics [13].

The chosen aspects that are researched in literature also determine the use of their tools
like GIS. When focusing on recreational potential of tourist destinations in nature areas, it
is found that GIS software can be used to measure the likelihood of area visits based on
distance measures of attractions to better understand the risk for potentially damaging vul-
nerable landscape environments by nature-based tourism pursuits [12]. This form of spatial
analysis focuses mainly on a specific area where some data sources like local individual
preferences for walking routes and other similar manually collected data sources through
surveys are used. This shows that depending on the use case, GIS tools can provide the
means of effectively analysing spatial data in combination with other sources of data on
different scales.

A different form of sustainability looks at transportation of people in a tourist area.
Here, accessibility to infrastructure facilities and their link to tourist attractions is the main
point of interest. This form is of special interest for city planners, which could have the
aim of optimizing the city layout to support ease of traveling. The tools that are used
for this kind of sustainability analysis are usually specialised in route planning [38]. As
effective transportation is tightly linked with the topology of cities and the placement of
transportation facilities, software systems that make use of urban modelling techniques are
important to understand complex city challenges around environmental sustainability and
maintainability [18, 21]. Analysis of mobility patterns between tourism destinations and
the place where tourist stay showed that tourists tend stay near the destinations they want to
visit the next day [37].

2.3 Measuring methods for understanding tourism

Sustainability is a broad subject that involves great understanding of the environment in
which it is measured. In the case of sustainable tourism, this research work studies the effect
of tourism demand on air quality. In order to effectively understand the tourism demand on
air quality, literature is broadly studied on the topic of tourism impact on the environment.

2.3.1 Measuring methods for environmental impact of tourism on air quality

Tourism can impact the environment through air pollution in different ways depending on
the intensity. The affect of tourism on environmental factors is a topic that is widely studied
with spatial satellite data looking at different environmental stressors. The land use of a
tourism attraction takes in space which could have been a natural place before. In literature,
this effect of transformation of the natural environment to non-natural space or the loss
of natural space in general caused by tourism is often captured by looking at changes in
vegetation levels [14, 42] emphasising the benefit of using technologies like GIS and remote
sensing [11]. Besides the spatial configuration that tourism influences, tourism activity itself
can affect other environmental factors like temperature and air quality. For temperature,
there are different ways to analyse its change in a region over time. When looking at changes
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in urban growth patterns caused by tourism, one can analyse the land surface temperature
in tourism areas to understand the temporal localities for tourism activity on a seasonal
basis [54]. Unlike temperature analysis, air quality is defined by different pollutants that
are considered in the analysis. As the tourism industry is driven by other industries for its
supply of energy, food and consumer products, it affects the different quantities of pollutants
in the air and therefore overall air quality [48]. In order to effectively understand the effects
of tourism on the environment, recent literature suggests that tourism should be seen as
sub-sectors to better understand the impact of different activities within tourism itself like
accommodation, transportation and entertainment [25].

2.3.2 Tourism indicators to be used for measuring methods of air quality

A common indicator of measuring the impact of tourism on the economy is by looking at
the added gross domestic product per capita by tourism [26, 17]. Oftentimes the economic
indicator and tourism are positively linked to each other, however the magnitude of this
observation varies and is determined by the methodology used in the empirical study [10].
In general, tourism and travel can greatly contribute to the income and wealth of the resi-
dents by the presence of traveling people [20]. The activities that are performed within the
tourism sector are in the end aimed at financial profit and understanding the relationship
between tourism activity and sustainable economic return is valuable in order to maintain
this economic prospect. Tourism as an industry can be complex in the sense there are many
different stakeholders involved in performing activities related to tourism. Relationships be-
tween tourism related private and the public sectors are seen as valuable in the industry [35]
and could provide substantial competitive benefit to a tourism industry [23]. In the light of
sustainable tourism these relations between different actors does provide a challenge as in
order to see effective steps to sustainable tourism all actors should be involved [22] which
becomes challenging if the sustainable measures taken cannot maintain economic viability
in the long-term [24].

Following this line of though, it is found that economic sustainability of tourism is
dependant on the number of tourist arrivals [9]. As economic output of an industry like
tourism is found to be linked with air quality levels [51], using tourism arrivals as an in-
dicator for sustainable tourism could therefore be a promising feature for modelling the
effect on air quality. The affect of an industry on the environment can be analysed through
different methods. Significance testing is a method for statistical analysis of trends in the
relation of air quality data at identified tourism sites. Correlation between air quality pollu-
tants and tourism demand indicators could be analysed through Pearson correlation analysis
[13]. In the context of the tourism industry, regression analysis can be used to understand
the relationship between tourism indicators and air pollution [40] more effectively.

2.4 Implications for the current study

From the literature that was analysed several interesting technologies and methods showed
their potential in analysing the effects of tourism demand on air quality. For example these
are GEE and its capability of collecting data on a large scale. In this context of analysing
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the air quality in Italy based on tourism demand, this is beneficial as it is able to provide
data on the entire country. At the same time, it contains widely available data which is also
continuously updated, providing researchers and practitioners the ability to conduct similar
studies. It was also found that the use of tourism indicators like number of arrivals can be
used to effectively model tourism demand in the context of air quality analysis. Combining
this with the ability to use RDF technology to systematically retrieve tourist locations using
SPARQL queries is a useful tool with a multitude of research applications. Specifically,
in this study this allows to collect locations of different types of tourist sites which are
important to broadly model the impact of the tourism industry.
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Chapter 3

Methodology

This chapter discusses the study area along with the data sources for analysing the air quality
around tourism sites in Italy. The retrieval process of the data as well as the pre-processing
required for the machine learning analysis is also discussed. The construction of the data
needed for this machine learning model through a data processing pipeline is also addressed.

3.1 Study area and data sources

This section defines the study area of this work together with the data sources that are used
for the air quality modelling. The description of the data is provided together with the
sample frequency of the datasets.

3.1.1 Study Area

The area of study in this work is Italy which is located in Southern Europe in the middle
of the Mediterranean Sea. It has a population of almost 59 million people in 2022 [34]
and an area of approximately 301,230 km2. Italy lies within latitudes 35.2890 and 47.0921
and longitudes 6.6273 and 18.7845. Tourism is an important part of the Italian economy as
it contributes to 9.1 % of its GDP in 2021 [43]. In 2019, before the impact of the global
pandemic, Italy received around 95 million tourists [6].

In the context of air quality analysis, the air pollution in Italy differs across different
parts of the country with northern regions being more polluted compared to other regions
[2]. When performing air quality modelling using tourism demand, the areas where there are
other significant anthropogenic factors or geographical circumstances that affect air quality
distribution need to be carefully assessed by considering the possible impact of these other
sources of pollutants. Air quality modelling on a regional level with varying levels of exter-
nal sources of air pollution could be used to compare the patterns that are found in highly
polluted regions with regions that are less polluted. This way the impact of tourism demand
on air quality can be understood from a measurability standpoint as well in the presence of
confounding sources of air pollution.
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3. METHODOLOGY

3.1.2 Data Sources

The analysis performed in this study is based around several datasets formed by accessing
ISTAT, GEE and the Wikidata knowledge base. The data from these datasets are used to
train machine learning models to model the link between tourism arrival rates, nights spent
and the average length of stay on the air quality levels at different categories of spatial
locations. These spatial locations represent the places where tourism traffic use is expected
to have an influence on the air quality. The metrics used for air quality measurements are
therefore based on the types of pollutants caused by transportation use. Being able to model
the effect of changing tourism demand both on a national and regional level can provide
valuable insights to evaluate the sustainability practices of different regions.

Air quality analysis is performed by using CAMS and Sentinel-5P products from GEE.
The CAMS product has the advantage that the data is in situ [36], meaning that the data is
formed of a combination of different data sources like ground level measurements together
with satellite data to obtain better calibrated and verified measurements. The CAMS and
Sentinel-5P products are chosen based on their relative modern equipment and their recent
availability of data which connects well with the availability of global tourism numbers per
region from ISTAT which they started publishing a since 2016. The regional modelling
using both satellite products for air quality sampling is performed to better understand the
relation between tourism demand indicators from ISTAT and air quality levels.

The analysis of air quality levels is based on the types of pollutants contributed by
transportation and is conducted at different types of locations related to tourism. Particulate
matter less than 2.5 µm (PM2.5), carbon monoxide (CO), nitrogen dioxide (NO2), sulphur
dioxide (SO2) are used to assess the air quality levels based on their frequent links with
transportation in literature. The sites at which these pollutants are measured can be placed in
three different categories which are: accommodation sites, transportation sites and tourism
attractions which are retrieved from the Wikidata knowledge base. In Table 3.1, the primary
data sources used in this research for modelling the effects of tourism demand on air quality
are listed.

3.2 Data retrieval and pre-processing for feature engineering

In order to effectively train the machine learning models it is important that the required
data sources for the learning process are in a suitable format. This work makes use of
different datasets spanning different time periods to construct a training set and for this a
clear strategy for pre-processing and combing the different data is needed. This section goes
into the methods used for the retrieval, most notably making use of the RDF data model for
the retrieval of categorical tourism sites, and the preparation of the data by explaining the
final format which is used for the learning process.

3.2.1 Retrieval and pre-processing of tourism demand data from ISTAT

A central data source of this study is ISTAT which gives insights in the monthly tourism
statistics in Italy. The goal is to retrieve tourism demand data which is valuable for forming
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3.2. Data retrieval and pre-processing for feature engineering

Content type Data source Data type Resolution /
Level

Time
span

Copernicus Atmo-
sphere Monitoring
Service (CAMS)

Google Earth
Engine

Raster/Satellite
imagery

44528 meters 07.2016
12.2021

Sentinel-5P
Satellite

Google Earth
Engine

Raster/Satellite
imagery

0.01 arc de-
grees

07.2018
12.2021

Tourist arrivals,
nights spent and
average length of stay

Italian Na-
tional Institute
of Statistics

Numerical data National and
regional level

07.2016
12.2021

Tourism points of in-
terest data

The Wikidata
Knowledge
Base

Spatial objects National and
regional level

-

Table 3.1: Data sources used for modelling air quality impact based on tourism demand.

a link with the air quality data from the GEE platform which is discussed later in this
section. The amount and granularity at which the data is available is an important factor for
the performance of the model as well as the features on which the learning takes place.

From the data portal of ISTAT depicted in Figure 3.1, it can be seen that the statistics
institute offers a number of indicators about tourism which could be used as features for
the machine learning modelling. The statistics are categorised under ’Capacity of collective
accommodation - municipality data’, ’Occupancy in collective tourist accommodation -
monthly data’, ’Occupancy in collective tourist accommodation - yearly data’, ’Gross and
Net rate of bed-places in hotels’ and ’Tourism indicators - monthly data’. As the aim of
the modelling process in this research is based on tourism demand, numerical data on the
number of tourist arrivals, nights spent and average length of stay are the main data values
that are used. This was chosen as the capacity indicators of accommodation sites indicate
less about the direct inflow of tourists and their effect on air quality in general. The feature
vectors that are used for the machine learning modelling are therefore arrivals, nights spent
and average length of stay by the tourists. As the CAMS dataset is available since July of
2016 in GEE, the tourism data is used from that date on.

When retrieving the tourism demand data on different administrative levels, challenges
can arise that require additional pre-processing to effectively use the data for the analysis.
This was the case for the Trentino South-Tyrol region where the regional data on tourism
arrivals and nights spent was partly split for Trentino and South-Tyrol. This data had to be
combined manually to be used as one first level administrative region for the analysis in this
study. This case will be further discussed in the following chapter in a general setting.

3.2.2 Retrieval of study locations for air quality modelling from Wikidata

The location data used for this study to identify relevant tourist sites is retrieved from the
Wikidata platform which is a collaboratively made knowledge base [45]. The locations of
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3. METHODOLOGY

Figure 3.1: The ISTAT data portal with data about the tourism industry in Italy.

interest are retrieved from the knowledge base by constructing a SPARQL query using the
entities and properties resembling the search for tourism related sites in the accommodation,
transportation and tourism attractions categories. These three categories are chosen based
on their key role in regular transportation patterns of tourist between their residence place
and the destinations they want to visit through the use of public transport nodes.

Research that has used mobile phone data to analyse mobility patterns between tourism
destinations, the place of stay and transportation hubs indicates that tourists tend stay near
the destinations they want to visit the next day [37]. The study conducted in a city environ-
ment found that central transportation hubs are highly popular as a means of transportation
and that the tourist destinations are spatially correlated with these public transit facilities.
Similar research on mobility patterns indicates that tourists want to visit many amenities
during the length of their stay within a reasonable amount of time [44]. Findings involving
the analysis of mobility patterns of tourist groups also suggest a high use of transportation to
reach the places the tourists want to visit [49]. To broadly understand the effect of tourism
on different types of tourism locations, the following sections go into the process of query-
ing the locations of the accommodation, transportation and tourism sites for performing the
air quality sampling. In Figure 3.2 the process of visualising the queried locations can be
seen using the build-in map of the Wikidata Query Service.

Accommodation locations retrieval

Based on the data available from the ISTAT database which uses the number of people ar-
riving at hotels and other tourist accommodation places, the SPARQL queries contain the
entities which represent the types of accommodation used by the statistics institute. Per-
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Figure 3.2: The retrieval process of study locations in the Wikidata Query Service showing
categorised locations.

forming the search on hotels and campsites in Italy produces an initial 3049 results. In the
process of finding additional results for hotels, the accommodation facilities in Wikidata
that have a Booking.com identifier attached to it were queried as well. After performing an
union operation on the results retrieved from the hotel and camping site query, the results
increased with another 12 results to a total of 3061 results after excluding a match located
outside of Italy. The resulting entities are ones that are listed in Wikidata with a Book-
ing.com ID without being a direct instance of a hotel. When these additional results were
analysed separately by performing a subtraction operation with the original set of hotels,
it was found that these results are of types like vacation home, hostel and guest house. As
these different types of entities are found to be all of the type hotel, the predicate of the
query was adapted to include both objects that are an ’instance of’ (P31) a hotel or are at
any level in the subclass tree of a hotel by making use of the ’subclass of’ property specified
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as P279*. This resulted in a substantial amount of more results of 3714 entities covering
different types of accommodation facilities which fits well with the description in the IS-
TAT data portal of the type of accommodation that is used to count the number of arrivals
which specifically mentions ’similar accommodation’ to hotels. Besides these accommoda-
tions that are similar to hotels, the description of ISTAT also mentions camping grounds,
recreational vehicle parks and trailer parks. When entities were used to also retrieve these
locations, only queries for campsite gave additional 11 matches.

Important to note in this process is that many locations in these accommodation cate-
gories are not tagged with information that could be used to retrieve the Italian region in
which they are located which is needed for the regional modelling in this study. Of the
3725 results obtained using the described method, only 557 results had a match for their
’located in the administrative territorial entity’ property (P131). Furthermore, the regions
that were retrieved were at various administrative levels like municipal and commune levels
instead of the first-level administrative divisions of Italy. There exists a property Wikidata
data resembles Italian municipal regions through the special ISTAT ID (P635). However,
this identifier is rarely used producing significantly lower results compared to matching the
more common ’located in the administrative territorial entity’ property.

For this research the region plays an important role as the machine learning analysis of
the effect of tourism demand on air quality is performed on both a national and regional
level. To overcome this challenge, the exported data without querying the regions was used
together with the GeoPy Python package to add the regions to each entity by making use of
the entity coordinates retrieved from Wikidata.

Transportation locations retrieval

Retrieving the transportation locations was similar to the process of retrieving the accom-
modation places. The query still consisted of querying Italy by retrieving the coordinates of
each entity. The objects queried for are related to transportation facilities that are found to
be important for the tourist sector. Railway stations and bus stations were queried as well,
as they were seen as important sources of transportation to visit different amenities during
a tourist trip. For querying the airports an initial challenge occurred that there were airports
in the results that are not used for civil aviation. To overcome this challenge, the query was
adapted to retrieve only the airports that have an International Civil Aviation Organization
(ICAO) code attached to it.

Tourism attraction locations retrieval

The approach for retrieving tourist attractions is more subtle than retrieving locations from
the other two categories as many things could be considered as tourist attractions. The
object identifier for tourist attraction (Q570116) gave 68 results when also querying for
the region which would be a limited sample for analysing tourist attractions in Italy. In
order to still have a greater set of tourism attractions that represent places that tourists are
likely to visit frequently, a similar approach was performed to using the Booking.com ID
as a property in the query. This availability of external identifiers representing entities in
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Category of
tourism site

Description Wikidata object identifiers
and properties

Number
of enti-
ties

Accommodation
facilities

Tourist destinations
where people can stay
overnight.

Hotel (Q27686)
Campsite (Q832778)
Booking.com ID (P10532)

3725

Transportation
locations

Transportation locations
often used by the tourism
sector.

Airport (Q1248784)
Railway station (Q55488)
Bus station (Q494829)

3554

Tourism attrac-
tions

Tourism attractions that
people can visit.

Tourist attraction (Q570116)
TripAdvisor ID (P3134)
(Excluding ones appearing in
previous categories)

1327

Table 3.2: Wikidata categorised tourism locations.

different systems is a valuable characteristic of the semantic web that enables the linkage of
different knowledge graphs. Similar to the Booking.com IDs there also exists a reference to
the TripAdvisor IDs in Wikidata. The use of this property in the query thus allows to retrieve
all locations in the Wikidata knowledge base that people have attached a TripAdvisor ID to.
The approach of using the TripAdvisor ID gave a total number of 1286 results when also
querying for the regions. Unlike the case for retrieving the regions of the accommodation
places, the results for the entities with TripAdvisor IDs attached did have region information
attached to the vast majority of the results. However, it was still the case that the resulting
regions were on different administrative levels. Although there exists a Wikidata item for
the first-level administrative regions of Italy, namely Q16110, some of the regions are not
tagged with this item. To overcome this, a ’values’ statement is used containing all 20
first-level administrative values in Wikidata which was combined with the ’located in the
administrative territorial entity’ property specified as P131* to match one of the regions in
the values statement. In this approach, the query finds the region by going up the tree of
administrative divisions to eventually find the first-level administrative region which is then
combined with the output for each entity.

Retrieving locations in this category as well as the two others resulted in duplicate lo-
cations for some of the locations. Upon further inspection of these duplicate entries, it was
found that they had different set of coordinates attached which are slightly different from
each other. As these locations are generally static entities in space, a possible explanation
could be that they were added to denote different buildings of the same entity which explains
the close proximity of the multiple coordinates. To address this, the queries for retrieving
the tourism locations were adapted to sample the set of coordinates in the select statement
and to group the remaining columns using the ’group by’ statement.

The final overview with the number of locations retrieved per category is found in Ta-
ble 3.2. A short description and the use of entities and properties important for tourism
attractions are also provided in the table.
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Figure 3.3: The GEE dashboard showing Sentinel-5P data being imported for analysis of
Italy.

3.2.3 Air quality sampling at identified locations using Google Earth Engine

Having retrieved the data on tourism demand, the air quality levels at the tourism locations
form final target variables which the machine learning modelling aims to predict. The ex-
ported data from Wikidata contain latitude and longitude values which are provided for each
entity retrieved by the query. This data file, which is a CSV file, is imported to the GEE
platform for the analysis of the locations after specifying the correct columns in the file
for the latitude and longitude. The GEE platform contains a code editor which is used to
specify how the datasets from different satellites are imported and analysed by sampling the
locations which are imported by the user. For example, in Figure 3.3 the GEE dashboard
shows Sentinel-5P data being processed.

As described in the previous sections, two GEE products are used for retrieving the
monthly time series air quality values. These are the CAMS and Sentinel-5P products
which each have their own relevant bands for modelling different pollutants. The bands
that are selected are related to the pollutants caused by the use of transportation as these
are associated to be a major contributor of air pollution found in literature. The use of
transport is therefore the primary effect of tourism on air quality that this work models. For
the CAMS product, the band for the PM2.5 was most useful for this analysis based on its
frequent use and relation with transportation analysis.

The Sentinel-5P is in several ways different from the CAMS satellite, both in its spatial
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GEE
product

Pollutant Description Satellite product band name

CAMS
PM2.5 Particulate matter with di-

ameter less than 2.5 µm
particulate matter d less than
25 um surface

Sentinel-5P
CO Carbon Monoxide CO column number density
NO2 Nitrogen Dioxide NO2 column number density
SO2 Sulphur Dioxide SO2 column number density

Table 3.3: The bands used for the CAMS and Sentinel-5P products in GEE.

resolution as well as the pollutants it can measure. Equipped with a spectrometer called
Tropomi (Tropospheric Monitoring Instrument) Sentinel-5P can measure important pol-
lutants for air quality analysis including nitrogen dioxide and sulphur dioxide which are
caused by transportation as well as other anthropogenic factors. The pollutants that are cho-
sen are based on their link with combustion of fossil fuels to capture transportation use by
the tourism industry. For each GEE product used, the bands are listed in table Table 3.3.

The analysis of air quality is performed on each category separately to better understand
the differences of air quality levels among these categories. This could capture the different
affects of the tourism industry on air quality in line with the related work. These related
studies indicated the effect of vehicles on air quality, and the sampling of air quality at the
transportation and accommodation sites in this study could therefore provide insights on the
effect of tourism demand.

3.3 Data integration overview with data pipeline workflow

In Figure 3.4 an overview is given of the data sources used together with the research meth-
ods applied. Using different sources of data for the task of machine learning modelling
requires that the data is in the right format to enable the learning process. This is achieved
through creating different stages of capturing and processing of the data which eventually
leads to a data pipeline where the final datasets that are created are analysed. This work
uses an LSTM model from the Keras library to perform air quality prediction based on the
data from the data processing pipeline. As multiple pollutants are part of the analysis, the
data from the different satellite products is joined with the monthly tourism statistics. The
way these integrated data sources are stored in data structures to perform effective analysis
is important. The different dimensions of data that are considered should be stored in such
a way that the modelling and visualisation process of the analysis benefits from the way the
integrated datasets are stored. The Pandas library is used to capture the data in dataframes
making it fit to be used conveniently with the Keras library. The national level dataframe
contains the columns for the tourism arrivals, nights spent and average length of stay data
together with the air pollutant levels for each of the three different tourism categories. The
regional level dataframes use similar structuring while keeping track of which region the
dataframe is about in code of the modelling. The Matplotlib visualization library is used to
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Figure 3.4: Research workflow showing data sources and dataset creation pipeline.

visualize the relationship of tourism demand features and different air pollutant levels to get
a better intuition for how the data behaves. LSTM air pollution prediction is visualized as
well after the learning process using the same visualization library.

Understanding how national patterns of the effects of tourism on air quality relate to the
findings on a regional level under different external air quality conditions is an important
part of this research. This would give better understanding of how the tendencies of the
effect of tourism on air quality are shaped across regions. This would show to what extent
the national level analysis can represent regional based measurements. The data processing
pipeline is utilized in the same way as for the national analysis through filtering the datasets
on the studied regions first. Only the categorical results of the Wikidata elements of a
specific region are then considered and sampled with satellite data. These air quality levels
and the regional tourism demand data from ISTAT are then turned into a single dataframe
by performing a join operation on the date columns of the two datasets. Considering the
different start dates of the satellite products used for the air quality sampling, this join
operation therefore creates the dataframes that conveniently match the availability of the
air quality data with the tourism indicators from ISTAT. For the three categories of tourism
sites there are dataframes made that hold the different pollutant levels at the respective
locations the categories represent. Thus, the output of the data pipeline are datasets on which
machine learning models can learn the relationship between tourism demand indicators,
such as tourist arrivals and nights spent, and air pollution data on a national and regional
level across the different categorical tourism sites. These datasets are also used for the
correlation and causality analysis between the tourism features and air pollutants which is
discussed in the next section.

3.4 Correlation and Granger-causality analysis

The data integration process described by the data processing pipeline produces the datasets
that are used in this study to analyse the effect of tourism demand on air quality. The
first type of analysis that is performed on the resulting datasets is the correlation analysis
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between tourist arrivals and tourist nights spent of the considered pollutants. Performing this
analysis on national level data gives an initial view on how the arrivals and nights spent time
series relate to the pollutant time series. Based on this information, this study continues the
analysis by focusing on the pollutant time series which are found to be most correlated with
the tourism demand indicators. This is done by eventually modelling the relationship using
a machine learning model on a national and regional level and comparing the performance
between these levels and across different regions.

Correlation between the tourism demand indicators and the pollutants only give one
side of the story when analysing the effects of tourism demand on air quality. It is important
that one can verify that the tourism demand time series provides significant information to
predict the pollutant levels that are analysed. The Granger-causality test provides a more
stringent measure to analyse if one time series can be used to model another and is often
used for analysing the effect of tourism demand on different time series [7, 39, 28]. After
conducting a correlation analysis to determine if a pollutant is correlated with tourism de-
mand, the Granger-causality tests is used to further analyse the relation between the tourism
demand indicators and the pollutant time series across the different categories of tourism
sites that are analysed. This gives an indication on how well it can be used for the LSTM
modelling process given the results for the different lag times. The p-value resulting from
the analysis between each tourism demand indicator and the pollutant indicates if including
the tourism demand information at a given lag value can provide significant information to
model the pollutant.

The regional differences in terms of correlation and Granger-causality values can give
information on how well regions can be modelled in different parts of the country. Com-
bining this information with the knowledge about average distribution of air pollution in
the country can give insight on the effect of different air quality levels on the modelling
performance of tourism on air quality. For this analysis, the feature collection objects that
contain the tourism locations in the three categories are filtered on their region property.
Three assets are formed in the GEE platform by loading in the resulting files representing
the three categories. By using the asset in a feature collection object, the collection can be
filtered on the region that is sampled by passing a GEE filter object to the feature collec-
tion containing the particular region name. Three GEE list objects are created containing
the regional sampled air quality data for each of the pollutants to be analysed which are
subsequently exported for the use as target variables for the machine learning analysis.

3.5 LSTM modelling of tourism demand and air quality time
series

At this point the national and regional data needs to be transformed to feature vectors such
that the LSTM model can use these to learn patterns in the data and to see if the corre-
lations measured are reflecting the modelling performance. The features that are used for
the learning process are based on the tourism indicators retrieved from the ISTAT database
which are tourism arrivals, nights spent and average length of stay. Besides these features,
the year and the month are also added as separate features. The motivation behind this

21



3. METHODOLOGY

choice comes from the fact that seasonality plays an important role in the tourism industry.
Using monthly time series of tourism demand data could therefore allow the model to learn
seasonal trends to incorporate the increases during the holiday seasons. Based on this non-
linear and stochastic nature of tourism flow [29], this research is using the LSTM model
to capture and learn from these non-linear trends in its input data. The target value of the
modelling will be the air pollutant levels across the three categories of tourism locations that
are sampled. The input features are normalized for better model stability due to the varying
feature sizes.

The machine learning modelling process in this work is categorized by the two types of
spatial granularity following. First, the correlation between the tourism demand indicators
and the national level data on air pollutants are calculated. This calculation is performed
on the three tourism categories separately to better understand the effect of the tourism in-
dustry on the different categorical tourism sites. Second, the regional level analysis follows
the same approach as the analysis on the national level. Italy contains 20 first-level ad-
ministrative regions and the same tourism indicators for the national level are available for
the regional level. The benefit of the regional analysis over the national analysis is that it
can better capture local patterns due to the data covering a smaller spatial area. Perform-
ing regional analysis allows to better reduce the noise from other factors which can affect
air quality as well such as other anthropogenic factors like industry activity. Analysing
the relationship between tourism and air quality across different regions with different air
quality patterns can also give insight in how strongly the effect of tourism on air quality is
measurable in different environments.

3.6 Evaluation approach of national and regional LSTM
analysis

The machine learning modelling will be evaluated both on a national and regional level
where the regional analysis results in terms of predictability across regions are compared
with each other to understand the modelling performance under different air quality condi-
tions. The LSTM analysis is based on the tourism categories and pollutants that are found
to be correlated the most. Evaluation of the performance of the trained models is done by
using the root mean squared error (RMSE). This evaluation metric is chosen based on its
clear interpretation for prediction analysis given its purpose to measure the square root of
the average difference between the actual and predicted values. A training, validation and
test set will be constructed which are used to train and assess the LSTM model. After train-
ing the model it will be evaluated in terms of how well it can predict the air pollutant time
series based on the three tourism demand indicators of arrivals, nights spent and average
length of stay on a national and regional level.
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Chapter 4

Results

In this results chapter, the data that is collected through the methods described in the
methodology is used for the modelling process. As described, the goal is to perform analysis
to see how well air pollution can be modelled based on tourism demand data. The construc-
tion of machine learning models in this context as well as their performance analysis are
further topics that are discussed in this chapter.

4.1 Data integration process and the generalized challenges

This section discusses the challenges that arose when performing data integration. It was
chosen to discuss the challenges that could be generalized to occur in similar data analysis
studies which could be valuable to take into account when performing data integration.

4.1.1 Variability and generalization of temporal data in heterogeneous data
integration

The data integration that was described in the methodology allows the creation of the
datasets needed in order to perform the analysis between tourism demand and air quality.
This integration process is described in the data processing pipeline that was shown in Fig-
ure 3.4. As this integration happens over heterogeneous datasets that differ based on spatial
precision and temporal scale, these datasets need to be aggregated in order to be useful in
the analysis. The difference in temporal scale requires that data from one source that is on a
smaller temporal scale is adapted to work with the data on a larger time scale. In this work,
this was the case for the data retrieved from the CAMS and Sentinel-5P products which pro-
vided data on a fine temporal scale. As the data provided by ISTAT is monthly tourism data,
the measurements of the two satellite products were aggregated to this monthly time frame.
For the CAMS product, the PM2.5 data is provided on an hourly time scale. The Sentinel-
5P satellite product provides its data on a daily time frame. This means that some of the
expressiveness and variability gets reduced in the aggregated monthly data, making it more
challenging to derive fine-grained information like weekly trends without using additional
assumptions about the tourist flow per month.
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Figure 4.1: Retrieval of first level administrative division data from ISTAT showing
Trentino-Alto Adige/Südtirol also as Provincia Autonoma Bolzano and Provincia Au-
tonoma Trento.

On the other hand, as tourism data is highly seasonal the aggregation in this work leads
to increased generalization. It allows the analysis to derive general trends across the dif-
ferent categories of tourism locations without focusing too much on the smaller temporal
patterns. It allows to have a more focused scope on the overall patterns considering the
multidimensional nature of the analysis being performed across both national and regional
scale and the different categories of locations.

4.1.2 Data pre-processing of administrative divisions

The retrieval of the tourism demand features that this work uses is on a national and regional
level. For the regional level analysis, data on first-level administrative divisions are available
on the ISTAT portal. As Italy has 20 first-level administrative regions, it was expected that
this number of regional entries where available for retrieving the tourist demand data from.
However, when having to selects the regions it was found that 22 regions were given inside
the portal. Upon further observation it was found that the first-level administrative region
Trentino-Alto Adige/Südtirol was also given separately as Provincia Autonoma Bolzano
and Provincia Autonoma Trento which is shown in Figure 4.1.
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During the export of the tourism demand data, entries were given for these three terri-
tories separately. Data on Trentino-Alto Adige/Südtirol was only provided partly with data
going back more years being split across the data entries for Provincia Autonoma Bolzano
and Provincia Autonoma Trento. Based on the data that was provided for the combined
level of Trentino-Alto Adige/Südtirol, it was found that the arrivals and nights spent data
could be added from the two subdivisions to have values for the top-level Trentino-Alto
Adige/Südtirol region to use further in the analysis.

Such an occurrence could also be found in other databases that provide data about ad-
ministrative divisions. This depends on how administrative divisions are structured and
how they provide their statistics about the area they govern. Potentially deviating methods
on how they collect and present their data could introduce more steps in retrieval process
and could lead to additional pre-processing practices as a result. Knowing how to perform
the manual pre-processing often requires additional knowledge about the situation at hand
like in the case of Trentino-Alto Adige/Südtirol. In this case, knowledge about the region
having a special status of autonomy and that their two constituent provinces provide their
data separately helped to solve the given case.

4.2 National level data exploration through visualization and
correlation analysis

After collecting the data, monthly data about tourist arrivals and nights spent can be loaded
into a dataframe on both a national and regional level. The same holds for the different
pollutants that are measured at the different categories of tourism locations. Following the
approach given in the methodology, these tourism features and pollutant levels are combined
in one dataframe which allows for convenient visualization of the data.

4.2.1 Tourism demand and pollution levels data exploration through
visualization

In a data analysis study, visualizing the data can give valuable clues on how different
datasets are related to each other and can reveal valuable patterns. The scatter plot grids
in Figure 4.2 and Figure 4.3 are made which indicate for each pollutant and tourism loca-
tion category the trendline in the data with regards to the tourism demand indicator. The
two demand indicators in this case are the tourism arrivals and nights spent, here the aver-
age length of stay was excluded from the visualization as the metric results form the other
two demand indicators through division. It can be seen that the PM2.5 values are positively
correlated with the two tourism demand indicators. Looking at the regression line for this
pollutant, for all the three location categories the same kind of positive trend can be seen.
The slope of the regression line being statistically different from zero is used as the null
hypothesis in the linear regression function of the SciPy library. The specifics of calculating
the p-value from this approach is based on a linear regression model fitting the data points
represented as a combination of the tourism demand indicator and the pollutant and sub-
sequently deriving the p-value from the slope coefficient. For each scatter plot in the grid,
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Figure 4.2: Scatter plot grid of pollutants and tourism arrivals on a national level for each
tourism location category showing the trend line in the data and the p-value of the trend.

the p-value gives insights in the statistical significance of the relationship between tourism
arrivals and the pollutant level in each of the three location categories. This relationship is
denoted with a trendline for each of the pollutant and category combination.

Looking at Figure 4.2, the PM2.5 pollutant captured through CAMS shows a positive
trend for the three categories of tourism sites and looking at the p-value for the relation
between tourist arrivals and the PM2.5 levels at the three categories, it is likely that they
are statistically related to each other. The three pollutants, SO2, CO and NO2 are found
to show a downward trend in the data. For all the scatter plots in Figure 4.2, the trend is
found to be significant either upwards or downwards except for the rends with NO2 and
arrivals in the bottom row of the figure. The downward trend in the data can be explained
with the results in Figure 4.4 where of the pollutant from the two satellite products together
with their minimum and maximum variation across the different categories of tourism sites
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Figure 4.3: Scatter plot grid of pollutants and tourism nights spent on a national level for
each tourism location category showing the trend line in the data and the p-value of the
trend.

can be found together with the tourism demand indicators. From this figure, the categorical
average of the pollutant levels is found to be higher at the times where arrivals are showing
lower values.

Overall, the trends found with arrivals and the pollutant level are similar for the analysis
performed with nights spent as the tourism demand indicators. In Figure 4.3, the trends in
the relationship between nights spent and PM2.5 pollutant are positive and compared to the
analysis with the arrivals are a less significant. For the relationship between nights spent
and the PM2.5 pollutant sampled at the accommodation sites, the p-value is measured above
0.05, whereas the p-value in the case for the arrival’s indicator did show a significant rela-
tionship. When looking at trend at the sampled transportation sites and tourist attractions it
still shows a significant trend similar to the case of using the arrivals indicator. An interest-
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ing observation can be made for the PM2.5 pollutant where the p-values are the highest for
the combination with the accommodation and the lowest for the tourist attraction sites with
measurements of the transportation sites being in the middle of these two values. Although
this could be in the margin of error, it does reflect the general tourism patterns in the sense
that tourists are distributed among the different accommodation sites and travel to the trans-
portation sites in order to reach the tourism attractions they want to visit. In this general
view of tourist distribution and their mobility patterns, it could be explained that the tourist
intensity is the highest at the tourism sites and therefore showing a stronger relationship.
The transportation use of the tourists to come to the same place could be a potential cause
of this stronger relationship of PM2.5 at the tourism attraction sites, a similar cause could
also be that the facilities around the tourism sites should be supplemented with resources
through transport to serve the tourism industry like food related areas.

When comparing the results from the PM2.5 values with the pollutants from the Sentinel-
5P product, a different picture is seen. Here the pollutants are found to be negatively related
to tourism demand which could have different explanations. The contrast found between
the pollutants of the different satellite products could be caused by the in situ nature of the
CAMS product for the PM2.5. In situ data provides better calibrated and verified measure-
ment for more accurate sampling of the pollutant at the three categories of tourism sites.
Another reason could be that the significance of the tourism industry on Sentinel-5P pol-
lutants are less than the effect shown on the PM2.5 levels. The relationship between SO2,
CO and NO2 and tourism demand could be more challenging to visualize due to other more
significant factors like overall energy use in colder seasons explaining the higher peaks in
Figure 4.4. The analysis is continued on a regional level for the PM2.5 pollutant based on
the higher correlation levels found on a national level. This could give more insight on how
the national level relation between tourism demand and PM2.5 relates to the results on a
regional level. The correlation results and Granger-causality results will be compared for
the accommodation, transportation and tourist attraction locations. How the increased cor-
relation at the tourist attraction sites related to the other two location categories found in
Table 4.1 will also be compared with the regional level.

4.2.2 Correlation analysis of tourism demand and air quality pollutants

This section looks at the different bands that were chosen in the methodology that could be
impacted by tourism demand. In Table 4.1 the Pearson correlation of the pollutants sampled
at the different tourism attractions can be seen. From these results, it can be seen that the
PM2.5 pollutant from the CAMS product has a positive correlation with tourism arrivals and
nights spent. The correlation results for the Sentinel-5P pollutants are negative which are in
line with the scatter plot figures for both tourist arrivals and nights spent and the line plots
in Figure 4.4.

As described in the previous section, the analysis of the relationship between tourism
demand and air quality is continued with PM2.5 on a regional level. To understand how
well the tourism demand indicators can be used to predict the PM2.5 pollutant at the three
categories of tourism locations, the Granger-causality test is conducted in section 4.4.
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Figure 4.4: Tourism demand with Sentinel-5P and CAMS pollutant measurements
showing the variation of the monthly pollutant levels across the different tourism
location categories with the categorical average for each pollutant.
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Pollutant Location category of cor-
relation

Tourist demand fea-
ture

Standard Corre-
lation Coefficient
r

PM2.5

accommodation sites
tourist arrivals 0.2675
tourist nights spent 0.2261

transportation sites
tourist arrivals 0.3461
tourist nights spent 0.3042

tourist attractions
tourist arrivals 0.3799
tourist nights spent 0.3381

CO

accommodation sites
tourist arrivals -0.3953
tourist nights spent -0.3186

transportation sites
tourist arrivals -0.4015
tourist nights spent -0.3246

tourist attractions
tourist arrivals -0.3889
tourist nights spent -0.3159

SO2

accommodation sites
tourist arrivals -0.5161
tourist nights spent -0.5254

transportation sites
tourist arrivals -0.5024
tourist nights spent -0.5110

tourist attractions
tourist arrivals -0.4557
tourist nights spent -0.4523

NO2

accommodation sites
tourist arrivals -0.2267
tourist nights spent -0.3080

transportation sites
tourist arrivals -0.2110
tourist nights spent -0.2900

tourist attractions
tourist arrivals -0.2328
tourist nights spent -0.3077

Table 4.1: National level correlation analysis of tourism demand and pollutants at each
location category.

4.3 Regional correlation analysis for tourism demand and
PM2.5 pollutant

This section focuses on regional areas to evaluate if the trends on a national level are similar
on a regional level. In Table 4.2 and Table 4.3 the correlation values are given of PM2.5
with arrivals and nights spent respectively. The regions are grouped by the divisions of the
first-level Nomenclature of Territorial Units for Statistics of the European Union. For this
pollutant, the same patterns are visible for the national level analysis where the correlation
between the tourism arrivals are generally higher than the values for the correlation with
nights spent. Across the three tourism location categories, the correlations are mostly found
to be similar for both tourism demand indicators.
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4.3. Regional correlation analysis for tourism demand and PM2.5 pollutant

Region of Correlation

Standard Correlation Coefficient r: tourist
arrivals and PM2.5 at sites of each category
Accommoda-
tion sites

Transportation
sites

Tourist at-
traction sites

North-West

Aosta-Valley -0.1071 -0.1520 -0.1649
Liguria 0.4351 0.3738 0.3411

Lombardy 0.0840 0.0184 0.0764
Piedmont 0.0034 0.0073 0.1429

North-East

Emilia-Romagna 0.3495 0.3602 0.3405
Friuli-Venezia Giulia 0.3801 0.3742 0.4184
Trentino South-Tyrol -0.0920 -0.0979 -0.0945

Veneto -0.0593 -0.0476 -0.0686

Center

Lazio 0.0616 0.3053 0.2779
Tuscany 0.4908 0.4968 0.4834
Marche 0.3673 0.3698 0.3608
Umbria 0.4714 0.4741 0.4740

South

Abruzzo 0.3645 0.3722 0.3699
Apulia 0.3791 0.4361 0.4452

Basilicata 0.5775 0.5539 0.5618
Calabria 0.4914 0.4817 0.4864

Campania 0.4100 0.4750 0.4410
Molise 0.3114 0.3152 0.3090

Islands
Sardinia 0.2417 0.3060 0.3445
Sicily 0.2303 0.2326 0.2205

Table 4.2: Regional correlation analysis of tourism arrivals and PM2.5 at each location cat-
egory.

Looking at the different territorial units an observation can be made that regions in the
south are showing more correlation with the PM2.5 pollutant than other territorial units.
They could be explained by the fact that most of the polluting industries are located in
the north of the country. When moving to regions that are located more in the norther
part it can be seen that the correlation decreases rapidly. Regions like Trentio South-Tyrol
and Veneto are examples where there is almost no statistical link between the pollutant
and the two tourism indicators. Furthermore, when analysing the spatial coverage of the
most polluted areas in the north, one can see that the pollutant in the regions Friuli-Venezia
Giulia, Emilia-Romagna and Liguria lying in the North-East and North-West parts of the
country are more correlated with the tourism demand than other regions in these territorial
units. Regarding these three regions in the north, in Figure 4.5 a map can be seen of Italy
showing the average PM2.5 levels in 2018 and that the regions are located on the edges
of the more polluted areas above Piedmont, Lombardy and Veneto. This could indicate
that the effect of the tourism demand in the regions with better overall air quality levels
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Region of Correlation

Standard Correlation Coefficient r: tourist
nights spent and PM2.5 at sites of each cate-
gory
Accommoda-
tion sites

Transportation
sites

Tourist at-
traction sites

North-West

Aosta-Valley -0.1338 -0.1713 -0.1820
Liguria 0.4001 0.3444 0.3142

Lombardy 0.0869 0.0208 0.0847
Piedmont 0.0112 0.0164 0.1585

North-East

Emilia-Romagna 0.3104 0.3242 0.3064
Friuli-Venezia Giulia 0.3171 0.3090 0.3481
Trentino South-Tyrol -0.0471 -0.0584 -0.0550

Veneto -0.0687 -0.0620 -0.0774

Centre

Lazio 0.0824 0.3394 0.3112
Tuscany 0.4218 0.4327 0.4206
Marche 0.2852 0.2884 0.2779
Umbria 0.4311 0.4326 0.4325

South

Abruzzo 0.3376 0.3410 0.3423
Apulia 0.3054 0.3603 0.3652

Basilicata 0.5508 0.5214 0.5320
Calabria 0.4510 0.4406 0.4577

Campania 0.3718 0.4404 0.4051
Molise 0.2979 0.3014 0.2964

Islands
Sardinia 0.2191 0.2870 0.3307
Sicily 0.1685 0.1744 0.1598

Table 4.3: Regional correlation analysis showing standard correlation coefficient of tourism
nights spent and PM2.5 at each location category.

is better measurable compared to places that have higher levels of pollution. In Italy, it
is challenging for the pollutants in the northern regions to escape due to the mountainous
geographical situation in the area. In the regions with more pollution, the effect of tourism
could be more challenging to measure making it harder to effectively model the air quality
level with the tourism demand indicators.

4.4 Granger-causality test results for PM2.5

The national level results are first analysed showing the results in Table 4.4. Different lag
times are considered to understand if the tourism demand indicators are causing an effect
that can be measured later on in the air pollutant measurements. As this study is using
monthly data for the modelling process, the time lags represent the number of months that
are shifted in order to see if there is an effect after the fixed time lag.

32



4.4. Granger-causality test results for PM2.5

Figure 4.5: Average PM2.5 distribution in 2018 showing high concentration of the pollutant
in the northern part compared to southern regions in Italy [2].

The results for the analysis of tourism effect on air quality shows lower p-values for the
first lag value suggesting a causal effect between the tourism demand time series and the air
pollutant levels. Most notably, looking at nights spent, the p-values show 0.0544, 0.0458
and 0.0778 for accommodation, transportation and tourist attraction sites respectively. This
suggests a high predictability of PM2.5 levels across these locations given the time series of
nights spent. For the case of the tourist arrivals, this first lag values shows less significant re-
sults. However, the correlation analysis in the previous section showed that regional values
differed based on the region that was analysed. In Table 4.6 it is seen that depending on the
region, arrivals is suggested to also be able to predict the PM2.5 time series. For example,
regions like Campania and Sicily show p-values of below 0.05 across all tourist categories
analysed (accommodation sites, transportation sites and tourist attractions).

Interestingly, the reverse direction of the effect of air pollution on the tourism arrivals
and nights spent times series shows a low likelihood from the Granger-causality test as seen
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Tourism indicator Lag

Granger-causality P-value for tourism indicator
value to predict PM2.5 at sites of each category
Accommodation
sites

Transportation
sites

Tourist attraction
sites

Arrivals

1 0.1369 0.1339 0.2904
2 0.4432 0.4189 0.6797
3 0.4745 0.4608 0.7360
4 0.4758 0.4415 0.8142
5 0.6347 0.5840 0.8817

Nights spent

1 0.0544 0.0458 0.0778
2 0.3444 0.2945 0.3535
3 0.5165 0.4890 0.6175
4 0.4708 0.4130 0.6271
5 0.4241 0.3681 0.4680

Table 4.4: National level Granger-causality test results to see if tourist arrivals and nights
spent can predict PM2.5 levels showing the p-value for 5 lagged months for each category.

Tourism indicator Lag

Granger-causality P-value for PM2.5 at sites of each
category to predict tourism indicator value
Accommodation
sites

Transportation
sites

Tourist attraction
sites

Arrivals

1 0.5915 0.8854 0.7640
2 0.6168 0.5072 0.4632
3 0.8538 0.7560 0.6362
4 0.8769 0.7985 0.6997
5 0.3921 0.3286 0.4171

Nights spent

1 0.3964 0.5837 0.9968
2 0.5245 0.4800 0.4503
3 0.7820 0.7362 0.5828
4 0.9056 0.8890 0.7743
5 0.8663 0.8585 0.7653

Table 4.5: National level Granger-causality test results to see if PM2.5 levels can predict
tourist arrivals and nights spent showing the p-value for 5 lagged months for each category.

in Table 4.5. This can be seen for instance in the first row of the Granger-test results between
the PM2.5 pollutant and nights spent, where the p-values are showing 0.3964, 0.5837 and
0.9968 for accommodation, transportation and tourist attraction sites respectively.

Besides giving information on how well the time series are fit to model each other in
terms of Granger-causality, the results for the different lag times give insight in effects of
tourism on air quality. Observing when a change in the tourist arrivals and nights spent
time series affects the PM2.5 levels in different regions could show potential to model the
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4.5. LSTM time series modelling of PM2.5 levels using tourism demand indicators

air quality based on these tourism indicators. Overall it is seen in the tables of the Granger-
causality analysis that the first lag value is often a more significant predictor for the PM2.5
levels. It is expected that regions which show more significant p-values would lend them-
selves to modelling better in time series models. The information of the first lag value being
more significant is used in the next section to model PM2.5 levels using the tourism demand
indicators with an LSTM model.

For the regional level analysis Table 4.6 and Table 4.7 show the Granger statistics pro-
duced for analysing the tourism arrivals and nights spent to predict the PM2.5 pollutant.
Similar findings are found for the p-values in regions with overall lower levels of PM2.5 like
in the case of correlation analysis. The finding that the p-value tends to be more significant
for the first lag value across the three categories holds for both arrivals and nights spent.
This indicates the potential to use tourism arrivals and nights spent data from one month to
predict the PM2.5 levels of the next month.

Similarly, making the comparison across the different tourism category locations (i.e.
comparing the columns of the table), it can be noted that predictability of PM2.5 at tourist
attraction sites can deviate from the other two categories. For example, in Table 4.6 which
uses the arrivals time series, Calabria shows that the predictability of PM2.5 at the tourist
attraction sites is significantly lower showing a p-value of 0.1706 compared to 0.0447 for
accommodation sites and 0.0640 for transportation sites where lag value is 1. This findings
is also seen when using the nights spent time series in Table 4.7 for the case of Calabria.

4.5 LSTM time series modelling of PM2.5 levels using tourism
demand indicators

In this section the LSTM modelling process of the PM2.5 pollutant using the tourism de-
mand indicators as input features is presented. The pollutant levels at the three categories of
tourism locations will be modelled using the tourism demand indicators which are arrivals,
nights spent and average length of stay. First, a national level analysis is performed and the
results of this are presented in terms of model configuration, modelling performance and
hyperparameter tuning. Afterwards, the same study is conducted on a regional level to see
how well the results of the two spatial levels relate to each other and to see how the cor-
relation and Granger-causality findings for each region are reflected in terms of modelling
behaviour.

4.5.1 LSTM input features and hyperparameter tuning

The LSTM analysis that is performed in this research is designed such that the tourism
arrivals, nights spent, and average length of stay are used as input features to model the
PM2.5 levels at the three categories of tourism sites. The monthly data about the national and
regional tourism demand features and the PM2.5 levels across the three location categories
span a time period over 5 years and 6 months. The training set is created by using 70%
of the available PM2.5 data and the validation and test set constitute to the remaining data,
each using 15%. To implement this model using the Keras library, a number of parameters
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Region of Granger Lag

Granger-causality P-value for tourist arrivals to
predict PM2.5 at sites of each category

Causality Test Accommoda-
tion sites

Transportation
sites

Tourist attrac-
tions

North-West

Aosta-Valley
1 0.5301 0.4176 0.3879
2 0.2659 0.1908 0.1724

Liguria
1 0.3622 0.4791 0.5507
2 0.3960 0.4758 0.5313

Lombardy
1 0.5532 0.4660 0.5209
2 0.8800 0.7783 0.8347

Piedmont
1 0.3055 0.3674 0.7267
2 0.5032 0.5565 0.7406

North-East

Emilia-Romagna
1 0.3803 0.4139 0.4544
2 0.5716 0.6529 0.7049

Friuli-Venezia Giulia
1 0.0232 0.0306 0.0176
2 0.2348 0.2855 0.1702

Trentino South-Tyrol
1 0.9506 0.9100 0.9387
2 0.6894 0.6979 0.7236

Veneto
1 0.9271 0.9249 0.9509
2 0.5786 0.6500 0.5712

Centre

Lazio
1 0.1968 0.1073 0.1127
2 0.4606 0.2740 0.2895

Tuscany
1 0.3566 0.3863 0.4978
2 0.2417 0.2960 0.3607

Marche
1 0.0252 0.0235 0.0192
2 0.0174 0.0210 0.0240

Umbria
1 0.1476 0.1529 0.1546
2 0.2419 0.2250 0.2249

South

Abruzzo
1 0.0360 0.0582 0.0474
2 0.0176 0.0148 0.0237

Apulia
1 0.0035 0.0045 0.0066
2 0.0078 0.0038 0.0028

Basilicata
1 0.0057 0.0011 0.0015
2 0.0185 0.0048 0.0068

Calabria
1 0.0447 0.0640 0.1706
2 0.0008 0.0013 0.0048

Campania
1 0.0140 0.0161 0.0173
2 0.1429 0.1401 0.1481

Molise
1 0.0906 0.0996 0.1121
2 0.2535 0.2708 0.3161

Islands
Sardinia

1 0.0685 0.0625 0.0659
2 0.3673 0.4697 0.4831

Sicily
1 0.0134 0.0181 0.0232
2 0.0329 0.0464 0.0484

Table 4.6: Regional Granger-causality analysis showing p-values for a lag value of one and
two months for tourism arrivals and PM2.5 at each location category.

need to be set. This study looks into learning rate, number of units, batch size and number
of epochs for the learning. The convergence speed of the model is also determined by the
learning rate and in the case of a too high learning rate it can potentially causing unstable
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4.5. LSTM time series modelling of PM2.5 levels using tourism demand indicators

Region of Granger Lag

Granger-causality P-value for tourist nights spent
to predict PM2.5 at sites of each category

Causality Test Accommoda-
tion sites

Transportation
sites

Tourist attrac-
tions

North-West

Aosta-Valley
1 0.5553 0.4443 0.4146
2 0.1252 0.0902 0.0820

Liguria
1 0.0606 0.1014 0.1315
2 0.4752 0.6801 0.7893

Lombardy
1 0.9705 0.8512 0.9886
2 0.6541 0.5762 0.5919

Piedmont
1 0.7700 0.8766 0.6655
2 0.3603 0.3192 0.3235

North-East

Emilia-Romagna
1 0.0915 0.0971 0.1144
2 0.4027 0.4521 0.5184

Friuli-Venezia Giulia
1 0.0097 0.0134 0.0076
2 0.0501 0.0812 0.0395

Trentino South-Tyrol
1 0.3783 0.4193 0.4303
2 0.3639 0.3635 0.3704

Veneto
1 0.6290 0.6258 0.6586
2 0.8949 0.8784 0.8794

Centre

Lazio
1 0.1266 0.0890 0.0867
2 0.6639 0.5354 0.5309

Tuscany
1 0.0581 0.0655 0.1029
2 0.2211 0.2239 0.2492

Marche
1 0.0091 0.0081 0.0066
2 0.0193 0.0221 0.0241

Umbria
1 0.0452 0.0515 0.0526
2 0.1377 0.1280 0.1283

South

Abruzzo
1 0.0126 0.0223 0.0168
2 0.0095 0.0097 0.0138

Apulia
1 0.0104 0.0101 0.0126
2 0.0217 0.0125 0.0095

Basilicata
1 0.0062 0.0009 0.0012
2 0.0181 0.0035 0.0054

Calabria
1 0.0533 0.0672 0.1576
2 0.0042 0.0068 0.0167

Campania
1 0.0017 0.0014 0.0018
2 0.0489 0.0398 0.0500

Molise
1 0.0258 0.0287 0.0310
2 0.1012 0.1085 0.1160

Islands
Sardinia

1 0.0563 0.0524 0.0565
2 0.3576 0.4176 0.4219

Sicily
1 0.0176 0.0255 0.0286
2 0.0314 0.0503 0.0545

Table 4.7: Regional Granger-causality analysis showing p-values for a lag value of one and
two months for tourism nights spent and PM2.5 at each location category.

results. Through manual tuning, the learning rate was set to 0.01 considering the outputs
being more in line with the shape of the modelled pollutants. Considering the input data to
be monthly data, using the indicated learning rate the aim is to achieve higher generalization
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performance without underfitting to lose the monthly tourism trends in the input features.

By using the tourism demand indicators as the input features, the goal is that the LSTM
model captures the seasonal nature of the tourism flow to model the values of the PM2.5
pollutant levels at the three categorical sites. For preparation of the dataset for the learning
on the tourism indicators and corresponding pollutant levels, the data needs to be prepared
using the sliding window approach such that clear input-output pairs are created from the
input sequence which is required for the used LSTM model. In this supervised learning
approach, local patterns in the input sequence can then be used such that the model can
capture temporal patterns between the number of tourist arrivals, the nights they spent and
the average length of stay with the pollutant levels. From the Granger-causality test results,
it was found that the arrivals and nights spent indicators where mostly significant for the
first lag value suggesting a high predictability of the PM2.5 pollutant level using the tourism
arrivals and nights spent indicators form the month before. This finding is used to prepare
the input sequence using this lag value for the sliding window indicating that the model
learns the pollutant levels at three tourism categories using the tourist demand data from the
previous month. While a longer window size could provide more contextual information
regarding long-term dependencies between the tourism demand features used, the informa-
tion about the high predictability of the PM2.5 pollutant using the tourism demand values of
the previous month could be lost. This granularity for the input sequence therefore aims to
capture the short-term fluctuations of the tourism demand features and its response on the
PM2.5 levels to aim for higher predictability of the pollutant the three categories of tourism
locations.

Grid search is used to find optimal values for the number of units and batch size using
early stopping for the number of epochs when the validation error does not decrease for
5 epochs to prevent overfitting on the training set. The values that are considered for the
batch size, indicating the number of prepared training input samples processed in one pass
through the LSTM model, are 4, 8, 16. It was chosen to use these relatively smaller batch
sizes considering the size of the available training data for the modelling. Using a smaller
batch size can help to increase the utilization of data by having the model update its weights
more frequently. Although a smaller batch size would increase the computational demand
of the model, making use of a smaller batch size can help lowering the risk of overfitting
considering the monthly granularity of the input data by having more variability in updating
the weights after each pass through the model.

The number of unites that are considered by the grid search process are 8, 16, 32. In
the context of the LSTM model, the number of units determine the capacity of each of the
layer in the sequentially stacked layers. The input units process the input training data to
retain the relevant information it learns about the relation between the tourism indicators and
corresponding PM2.5 levels. With a higher number of unites the model can learn detailed
patterns in the data. In the next section, the results of the hyperparameter tuning together
with the RMSE scores for the national and regional level modelling across the different
location categories are discussed.
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Figure 4.6: LSTM time series modelling of PM2.5 pollutant levels using tourism demand
indicators using national level data.

4.5.2 LSTM modelling results of PM2.5 based on tourism demand indicators
on a national and regional level

Performing the grid search optimization for the input tourism data and PM2.5 pollutant lev-
els on a national level resulted in a RMSE of 0.1461, 0.1261 and 0.1242 for modelling
PM2.5 at the accommodation, transportation and tourist attraction sites respectively. The
model makes use of a batch size of 4, layers with 16 units and using 9 epochs during the
training process. In Figure 4.6 the predictions of the model for each location category can
be found suggesting the aim of the model to a capturing the increase in pollutants during
the summer season. The same analysis is performed on a regional level with the results of
the hyperparameter tuning given in Table 4.8. Looking at the RMSE values of the regional
modelling, the error scores of the national level modelling are about average when looking
at range of error scores of the regional level modelling. The batch size and the number
of units are varying across the regions and different parts of the country. A pattern that is
noticeable is the relatively higher number of epochs for the regions in the north, suggesting
a higher effort needed to effectively model these regions. This observation is in line with
the correlation analysis and the Granger-causality testing from the previous sections indi-
cating that in higher polluted regions like in the north, it is harder to derive clear trends and
causal relations between tourism arrivals and nights spent and the pollutants. Regions that
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Region
Accommo-
dation sites
RMSE

Transporta-
tion sites
RMSE

Tourist
attraction
sites RMSE

Num
units

Batch
size

Num
epochs

North-West

Aosta-Valley 0.1311 0.1304 0.1328 8 4 24
Liguria 0.1609 0.1795 0.1873 8 8 10

Lombardy 0.2717 0.3045 0.2729 8 8 17
Piedmont 0.1916 0.2439 0.2175 16 16 16

North-East

Emilia-Romagna 0.1574 0.1520 0.1644 16 16 18
Friuli-Venezia Giulia 0.1648 0.1279 0.1131 16 4 14
Trentino South-Tyrol 0.1706 0.1748 0.1762 32 16 81

Veneto 0.3414 0.3244 0.3526 8 16 32

Centre

Lazio 0.2503 0.1584 0.1754 16 4 7
Tuscany 0.1005 0.1074 0.0931 32 4 19
Marche 0.1031 0.1048 0.1215 32 4 16
Umbria 0.1098 0.0743 0.0737 8 4 6

South

Abruzzo 0.1993 0.1200 0.1324 16 4 5
Apulia 0.2317 0.1882 0.1482 16 8 6

Basilicata 0.1159 0.1245 0.1044 16 8 5
Calabria 0.2931 0.2158 0.1325 32 16 6

Campania 0.2250 0.1938 0.2025 16 8 11
Molise 0.1007 0.1076 0.0850 16 4 5

Islands Sardinia 0.2062 0.1733 0.1768 16 8 8
Sicily 0.2001 0.1928 0.1623 8 16 8

Table 4.8: LSTM modelling of regional PM2.5 showing RMSE for each tourism location
category together with the results of the hyperparameter tuning.

are found to be less correlated and indicate lower predictability through Granger-causality
testing like Lombardy and Veneto also show higher error scores across the three categories.
In Table 4.8, note the RMSE scores of 0.2717, 0.3045 and 0.2729 for accommodation,
transportation and attraction sites respectively for Lombardy. Lombardy is a north-western
region with a strong industrial footprint and mountainous natural setting, thus trapping pol-
lutants in its atmosphere. Similarly, for Veneto these are 0.3414, 0.3244 and 0.3526 with
comparable characteristics to Lombardy. This observation adds to the reasoning that the
effect of tourism on air quality can better be modelled in regions with cleaner overall air
quality.
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Chapter 5

Conclusions and Future Work

This chapter gives an overview of the research that was performed together with its contri-
butions. Following this overview is a reflection on the work where the process of coming to
the contributions is discussed. Finally, this work ends with ideas for future research.

5.1 Contributions

In this work, data integration was performed through data retrieval and pre-processing to
create the datasets needed to enable the modelling of the effects of tourism demand on air
quality. This gives researchers and practitioners aiming to perform similar data integration
efforts a general guide on how this could be performed. Presenting the challenges of the
data integration process in the methodology where the data pipeline served as a workflow
contributes to the understanding around the challenges of pre-processing and joining the
data that is needed for effective modelling. In this study, the challenges that were encoun-
tered when using data from administrative divisions during the data retrieval phase could
also arise in a general sense for similar data retrieval and integration tasks. Depending on
how administrative divisions are structured and the potentially deviating methods they em-
ploy on collecting and present their data, more steps in retrieval process could be introduced
resulting in additional pre-processing practices. Knowledge about the case at hand could
provide insights on how the pre-processing can be performed best in such scenarios.

The study analyses three different categories of spatial sites important for the tourism
industry to broadly model the effects of tourism on the air quality in these locations. The
different stages of the data modelling process gave insights into how tourism locations can
be retrieved through using an RDF based knowledge base. This provided categorised loca-
tion data for sampling the different kinds of air pollutants in this study. This data was then
used for correlation analysis between categorised locations and the tourism demand indica-
tors which were arrivals and nights spent. From this analysis, PM2.5 was found the be more
correlated with tourism demand features compared to the pollutants from the Sentinel-5P
product. Furthermore, the regional analysis of the PM2.5 pollutant found that regions with
overall less PM2.5 show higher correlations with the tourism demand features compared to
regions with higher levels of PM2.5.
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The analysis was continued using Granger-causality testing to see if the tourism demand
indicators can predict the values for the PM2.5 pollutant levels at the different categories of
locations in the different regions. The results suggest that using a lag value of one month
could be used to predict the PM2.5 pollutant, indicating that the time series for tourism
arrivals and nights spent could potentially be used to predict the PM2.5 time series for the
following month.

Thus, there were significant differences between the regions, with regions in the north
showing much lower values for the correlation compared to regions in the south. When
looking at the overall PM2.5 distribution in Italy, it can be seen that these regions are mostly
overlapping with the strongly polluted northern parts of the country. Performing Granger-
causality testing also showed this pattern with southern regions having notably lower p-
values. An LSTM model was eventually trained using the information of this lagged re-
lationship. National level LSTM modelling resulted in a RMSE which was similar to the
average of the RMSE for the regional analysis. It was found that regions with a high overall
PM2.5 are challenging to model and spend more epochs for modelling the effects of tourism
demand on air quality. For the case of PM2.5, the modelling in this work suggests that the
effect of tourism demand can better be modelled in regions with cleaner air quality with
respect to this pollutant.

5.2 Conclusions

This research performed multi-source data modelling to understand the effects of tourism
demand on air quality. Correlation analysis and Granger-causality testing were used in
this study to better understand the relation between the tourism demand and pollutant levels
across accommodation, transportation and tourism attractions. These locations were chosen
to broadly model the effect of tourism on the air quality given their importance for the
tourism industry. In the end, an LSTM model was trained to understand how well one can
predict PM2.5 levels at the three categories of tourism locations.

To enable this modelling, multi-source data was combined which was done following a
data processing pipeline. When retrieving tourism demand data on different administrative
levels, challenges can arise that require additional pre-processing to effectively use the data
for the analysis like in the case of Trentino-Alto Adige/Südtirol in this study. Correlation
analysis indicates a higher correlation between the tourism demand indicators and PM2.5 in
overall cleaner regions for this pollutant. In these regions, Granger-causality testing using
different lags to analyse causality suggests a higher chance of predictability of the PM2.5
time series using tourism demand data from the previous month. Training an LSTM model
using the information of this lagged relationship for each region suggests that regions with a
high overall PM2.5 are challenging to model showing more epochs being performed to learn
the effects of tourism demand on air quality. This is in line with the findings for the PM2.5
pollutant being lower correlated with tourism features and showing higher p-values for the
Granger-causality testing for the regions with overall high PM2.5 levels. It is therefore
suggested that analysis in this field of sustainable tourism could gain a better understanding
of the effects of tourism demand when measuring less overall polluted regions.
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5.3 Discussion/Reflection

For this analysis, the format of the tourism statistics on arrivals and nights spent determined
the choice of the temporal granularity for the air quality sampling in GEE. The air quality
samples where aggregated to monthly measurement to match the temporal granularity of
the statistics that were available through ISTAT. Potential future availability of data on a
finer scale could provide more detailed analysis which could also lead to learning more
detailed relationships between the tourism demand indicators and the sampled pollutants by
the LSTM model.

The higher correlation of the tourism demand features with PM2.5 compared to the
findings for NO2, SO2 and CO could be explained by the fact the CAMS sampling uses
in situ data for the PM2.5 pollutant which provides more detailed measurements. Based on
this, it could be the case that measuring the effects of tourism on air quality using Sentinel-
5P data is more challenging compared to using data from CAMS. From the analysis and
plotting of the pollutants sampled with the Sentinel-5P product, the peaks of these pollutants
where mostly visible when the tourist arrivals and nights spent were low. Only since July
of 2021, GEE started to provide in situ data using CAMS data for NO2, SO2 and CO. The
pollutants could potentially be modelled more reliably through the model introduced in this
research paper when there becomes more in situ data available for these pollutants from the
GEE platform.

As the LSTM model performs better in regions which do not show high PM2.5 levels,
the applicability of this research is higher for tourist regions with cleaner overall air quality,
as measured by PM2.5. Considering the data availability for this pollutant, it is expected that
the modelling of air quality would benefit from more data leading to better predictability
also in cleaner regions. Without the benefit of extensive data analysis for these countries,
looking at Figure 4.5 one could think of Portugal, Scotland, Ireland and other similar tourist
destinations, benefiting from the research presented here to continue to monitor the air qual-
ity of their tourist regions while continuing to benefit economically from the tourist industry.

5.4 Future work

The data integration process in the work could be applied to different countries to see how
well the results found in this work can be generalized to other study areas. It would be inter-
esting to observe if other countries show similar Granger-causality results for the different
lag values that were analysed. The analysis could be expanded to different types of machine
learning models as well to compare the performance of different types of models.

Looking at places with different levels of overall air pollution could also provide insights
to understand if similar challenges are found in other study areas in terms of modelling air
pollutants using tourism demand indicators across different regions.

Over time when transport facilities become more environmentally friendly, future work
can analyse if the patters across accommodation, transportation and tourist attractions are
still the same as found in this study. Similar studies can also look at the effects of tourism
campaigns with the aim of achieving a more equal distribution of tourists across a study
area and seeing how the air quality levels respond as a result.

43





Bibliography

[1] Tomiwa Sunday Adebayo, Seyi Saint Akadiri, Obioma Chinenyenwa Asuzu,
Nanfa Hamisu Pennap, and Yetunde Sadiq-Bamgbopa. Impact of tourist arrivals on
environmental quality: a way towards environmental sustainability targets. Current
Issues in Tourism, 26(6):958–976, 2023.

[2] European Environment Agency. PM2.5 annual mean in 2018 , 2020. URL https:
//www.eea.europa.eu/data-and-maps/figures/pm2-5-annual-mean-in-2.

[3] Fayyaz Ahmad, Muhammad Draz, Lijuan Su, Ilhan Ozturk, and Abdul Rauf. Tourism
and Environmental Pollution: Evidence from the One Belt One Road Provinces of
Western China. Sustainability, 10(10):3520, Sep 2018. ISSN 2071-1050. doi: 10.
3390/su10103520. URL http://dx.doi.org/10.3390/su10103520.

[4] Najid Ahmad and Xuejiao Ma. How does tourism development affect environmental
pollution? Tourism Economics, 28(6):1453–1479, 2022.

[5] A. Azapagic and S. Perdan. Indicators of Sustainable Development for Industry: A
General Framework. Process Safety and Environmental Protection, 78(4):243–261,
2000. ISSN 0957-5820. doi: https://doi.org/10.1205/095758200530763. URL https:
//www.sciencedirect.com/science/article/pii/S0957582000708834. Sus-
tainable Development.

[6] The World Bank. International tourism, number of arrivals - Italy. URL https:
//data.worldbank.org/indicator/ST.INT.ARVL?locations=IT.

[7] Bianca Biagi and Manuela Pulina. Bivariate VAR models to test Granger causality
between tourist demand and supply: Implications for regional sustainable growth. Pa-
pers in Regional Science, 88(1):231–244, 2009.

[8] Richard W. Butler. Tourism, Environment, and Sustainable Development. Environ-
mental Conservation, 18(3):201–209, 1991. doi: 10.1017/S0376892900022104.

45

https://www.eea.europa.eu/data-and-maps/figures/pm2-5-annual-mean-in-2
https://www.eea.europa.eu/data-and-maps/figures/pm2-5-annual-mean-in-2
http://dx.doi.org/10.3390/su10103520
https://www.sciencedirect.com/science/article/pii/S0957582000708834
https://www.sciencedirect.com/science/article/pii/S0957582000708834
https://data.worldbank.org/indicator/ST.INT.ARVL?locations=IT
https://data.worldbank.org/indicator/ST.INT.ARVL?locations=IT


BIBLIOGRAPHY

[9] Rosaria Rita Canale and Rita De Siano. Territorial pressure and tourism contribution
to GDP: The case of Italian regions. International Journal of Tourism Research, 23
(5):891–900, 2021.

[10] Mercedes Castro-Nuño, José A Molina-Toucedo, and Maria P Pablo-Romero. Tourism
and GDP: A meta-analysis of panel data studies. Journal of Travel research, 52(6):
745–758, 2013.

[11] J Chaplin and Lars Brabyn. Using remote sensing and GIS to investigate the impacts
of tourism on forest cover in the Annapurna Conservation Area, Nepal. Applied Ge-
ography, 43:159–168, 2013.

[12] Prem Chhetri and Colin Arrowsmith. GIS-based Modelling of Recreational Potential
of Nature-Based Tourist Destinations. Tourism Geographies - TOUR GEOGR, 10:
233–257, 04 2008. doi: 10.1080/14616680802000089.

[13] Lixia Chu, Francis Oloo, Helena Bergstedt, and Thomas Blaschke. Assessing the Link
between Human Modification and Changes in Land Surface Temperature in Hainan,
China Using Image Archives from Google Earth Engine. Remote Sensing, 12(5):888,
Mar 2020. ISSN 2072-4292. doi: 10.3390/rs12050888. URL http://dx.doi.org
/10.3390/rs12050888.

[14] Lixia Chu, Francis Oloo, Bin Chen, Miaomiao Xie, and Thomas Blaschke. Assess-
ing the Influence of Tourism-Driven Activities on Environmental Variables on Hainan
Island, China. Remote Sensing, 12:2813, 08 2020. doi: 10.3390/rs12172813.

[15] Sefa Awaworyi Churchill, Lei Pan, and Sudharshan Reddy Paramati. Air pollution and
tourism: Evidence from G20 countries. Journal of Travel Research, 61(2):223–234,
2022.

[16] Oscar Saenz de Miera and Jaume Rosselló. Modeling tourism impacts on air pollution:
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