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ABSTRACT

In this paperwe presentmethodsfor characterizingCCD cameras. Interestingpropertiesare linearity of
photometric response, signal-to-noise ratio (SNR), sensitivity, dark cuanehgpatial frequencyresponsg(SFR).
The techniques to characterize CCD cameras are carefully designed to assist one in selecting a salvem to
certain problem. Thenethodsdescribedwere applied to a variety of cameras:an Astromed TE3/A with P86000
chip, a Photometric€C200 serieswith Thompsonchip TH7882,a PhotometricsCC200 serieswith Kodak chip
KAF1400, a Xillix' Micro Imager 1400 with Kodak chip KAF1400, an HCS MX3D with a Philips chip and a
Sony XC-77RRCE.

1. INTRODUCTION

In many biomedical applications there is a need for cameras that satisfy certain specifigatiexample
is the imaging of small cosmid probes attached to its target using fluorescencein-situ hybridization. The
development of direct labeling of fluorescence molecules to the DNA probe greatly reduces thedigdity and
requiresa camerawith a higher sensitivity or a camerathat facilitates field integration.It is the scope of this
paper to provide theeaderwith a recipe for testing his or her own camera.Whereverpossiblewe have tried to
use simple componentsavailable in every microscopelaboratory.To illustrate the behaviorof some properties,
the methods were applied to a few camera systems.

The methods given ithis paperdescribehow to accuratelymeasurethe following properties:linearity of
photometric response,signal-to-noiseratio (SNR), sensitivity, dark current and spatial frequency response.
Linearity of photometric response,which comes with the use of semiconductorsensors,is in some cameras
mapped to a nonlinear scale in order to 'gamma-correcvitle® signal to producea linear responseon a video
display device. This 'gamma-correction' feature needsetswitched off if one requiresa linear response. Dark
current isdefined as the productionof electronsper pixel from thermal energy. The SNR per pixel (SNR = 20
log(a/s), with 'a' the signal'samplitude and 's' the standarddeviation of the noise) is limited by several noise
sources, such as, photehot noise, readoutnoise, dark currentnoise and quantizationnoise. Spatial frequency
response quantifies the sensitivity of the camera to a spectrum of spatial frequencies. Sensitivity calatesaa
system's ADC unit to the number incident photons per pixel.

2. METHODS
For all experimentsan inverted microscope(Nikon Diaphot TMD) provided the platform from which

measurements were made. This microscope was fitted with a 100W halogen lamp (Nikon lamp housingrHMX)
epi-illumination (Nikon TMD—-EF) and a 50W halogenlamp (Nikon) for bright-field illumination. Both lamps
were poweredwith a stabilized DC power source (Delta Elektronika, Zierikzee, The Netherlands). A shutter
(Uniblitz 225L / SD-8800, Vincent Associates, NY) is attached to the microscopbdime the epi-illumination
lamp mounting bracket. For epi-illuminatioa,filter block (Nikon DM 510) was usedwith a greeninterference
filter (Nikon BA 520-560) and an infra-red filter (Nikon) in the emission path. This filter block remaingl&ce
for all experiments, including the experiments using bright-field illumination. A c-mount ceadapermounted
to a zoom projection lens (Nikon 0.9-2.25) waacedin the side port of the microscope. Most camerasin this
study could be attached to the c-mount. Appendix B lists the camerasnuttes study along with manufacturer
provided specifications.
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2.1. Signal-to-noise ratio, Sensitivity and Linearity

The first experiment was designed to measignal-to-noiseratio, sensitivity and linearity of photometric
responseof the cameras. The test object in this experimentwas a blank slide. A cover slip (RM No.1) was
placed on a cleaned slide (Knittel Glaser 76x26 mm) with a drop of immersion oil (Nikon typgyBE5150)in
between. The oil was allowed to wick-out before placing the slide cover-slip-down invéréed microscope. A
region of theslide with an air bubble trappedunderthe cover slip was usedfor focusingwith the 20x objective
(Nikon PlanApo 20/0.75NA,160/0.17). The camerazoom port was adjusted for maximum zoom, a reading of
2.25x. A piece of uranyl glass, dimensions 7.5 x 2.5 x 03 ovas placed on topf the slide and a black-plastic
light shield spanned thslide and uranyl glass. Using epi-illumination the focus on the air bubble was checked
and adjusted visually and then with the camera. The air bubble was movedtbetway so that a clear portion
of the slide was viewed by the entire region of the cameetisctor. One cameraownedby our group, listed as
Photometrics TH7882n Appendix B, was usedto set the illumination level of the 100W lamp. The level was
adjusted such that the mean intensity level of the camera registered slightly less than onevlzadinitsm value
with an exposure time of 1.6 seconds.

With the microscopeset up, each cameracapableof image integrationwas mountedon the microscope
and a seriesof imageswere digitized. For most camerasthe integration time was set to 5 secondsand the
illumination time was adjusted using the epi-illumination shutter. Shutter times were 0.0, 0280146 and 3.2
seconds, however the full dynamic rangeof the camerawas not reachedin 3.2 secondsof exposure,a longer
shuttertime was addedto the sequence. For all camerasthe epi-illumination level was not adjusted. Two
images,l1 and I, were acquiredat each shuttertime indicated, except for the 0.0 s dark level image of which
only one image was acquired.

2.1.1. Signal-to-noise ratio:
To calculate signal-to-noise ratio the following equations are used:

SNR=10log(T? /var(1)) (1a)

var(l):%var(ll—lz):%(ﬁz(ld—I_d)z) (1b)

Where the difference between two images with the same exposure tigwe lig — 2. The mean of the difference
image, |4, and its variance, vdg), are calculatedover a sub-setof all pixels in the image, and normalizedby
the number of pixels in the sub-imagd¢,

2.1.2. Sensitivity:

This measurerelatesa camera system’s A/D converter units (ADU) to the number of incident photons
captured per pixél The number of incident photons is photon flux per pixel times the exposure Tieephoton
flux at the focal plane of the camera port, @, was estimatedwith a Photometricscamera, see Appendix A.
Sensitivity is calculated with the following equation:

_ = Mgk ; —
S DAL with A =4A,;A; (2)

In the numerator of eq. 2, the average pixel value of a dark image is subtracted from the average pigEbwalue
image acquired with exposure timg The denominator of eq. 2 yieldse numberof photonsthat fall in a pixel

of areaAA over a time period of te. The areaof a pixel, A, is computedfrom the sample spacing along the
horizontal and vertical axis in the image plane, Ayj and Ay ; respectively. The subscripti denotesthe image
plane. More commonly, samplespacingis determinedin the object plane, however, since the photon flux is
measuredin the image plane, the plane at which the CCD array is placed, the pixel dimensionsmust be
measured there.

Ias an indication of illumination stability, the differenceof the intensity level, measuredwith the Photometrics-1lcamera,
from the beginningof this experimento the intensity levelafter all cameras weré¢ested,was not greatethan 1.0%.

A pixel is not necessarilyone CCDwell. For mostscanned CCDrameras a single "pixelis one CCD well or somenumber
of binnedwells. "Well binning" is where the charge of many wells can be combined before A/ID conversion. For video rate
CCD camerasa pixel's width along the horizontal scan is related to the sampling rate of the video digitizer board;a higher
digitization rate yields a narrowerpixel. In the vertical direction a pixel's height is related to, or equal to, the distance
between the CO rows.
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2.1.3. Linearity of photometric response:

Linearity is indicated by the coefficient of regressior@,, Balculated from integration time versus timean
ADU value. Thesevalues are taken directly from mean values computed for SNR determination. Below
saturation, CCD’s are typically photometrically linear, resulting #1>R0.999 for a large enough dynamic range.

2.2. Spatial frequency response

This measure shows a camera’s spatial frequeasgonseSFR) to a step-edgeobject in the focal plane
of the microscope. A specially made slide was fabricatedat DIMES? [DIMES report] for making this type of
measuremen{Boddeke, Netten et. al]. The slide fabrication stepswere as follows: A 100 A thick layer of
chromium was deposited on a slide, then coated with photo-resist and exposedpaitarnwhich included bars
of variouswidths. The exposurewas done using a scannedelectronbeam. The resist was developedand the
exposed chromium layer was etched away completely. Once the resist was removed a comerpdbped over
the chromium layer witta drop of immersionoil in between. A bar patternwith a period of 12.8 um, a 6.4 um
wide chromium strip blocking all light followetly a 6.4 pum wide blank strip and repeatedover a 1x1 mm area,
was selected for this experiment.

Since there was a rangeof Ayj and Ay; samplespacingsfor the camerasused,an appropriaterange of
objective and zoom magnification was required to keep the object-plane sample spacing corEistesmhallest
Ayj and Ayj camera,camerasusing the Kodak (KAF 1400) chip have CCD well dimensionsof 6.8 x 6.8 pm,
required the lowest overall magnification. The largigt andAy ; camera,the Thompson(TH 7882 CDA) chip
with 23 x 23 um, requiredthe largest overall magnification. Since the sample spacingin the object plane is
proportional taAyx; andAy; and inversely proportional to the overall magnification of the systemgcaneleduce
that the range of magnification must be ~3.4 (23/6.8) fold. This was beyond the range of the zoom lens and
therefore required the use of two objectives, a 100x (Nikon Fluor 10@4th3a measuredNA of 1.21) and a 60x
(Nikon PlanApo 60/1.4). The maximum samplespacingin the object plane, Ay o and Ay o, should satisfy the
Nyquist criterion for the objective used. The maximspatial frequencypassedby an objective with incoherent
light is twice the NA divided by the wavelength of the light. Thereforentlagimum sample spacingalong the x
or y-axes should be the wavelength divided by four times the NA:

Dyo =0y, <A/ANA (3)

This gives a maximum sample spacingof ~0.096 um given the wavelengthis 0.54 um and an NA of 1.4 and
~0.111um for an NA of 1.21. It was necessaryto sample very near the maximum sample spacing since the
desiredmeasurewas the spatial frequencyresponseof the camera. A camera’sspatial frequencyresponsecan
only be judged over the region which information exists. If the step edge were too finely sampled, then the
limiting factor of the systemwould be the spatial frequency cut-off of the objective. If the system does not
sample finely enoughthen aliasing would occur, corrupting the data. For each camera the zoom and the
objective were chosen tgive a samplespacingnear 0.1um. The true sample spacingwas later measuredrom
the image of the bar pattern.

The slide was placedin the Nikon microscopewith one of the two objectives coupled to the slide with
immersion oil. On the other side of the slide twdenserNikon Achromat/AplanatCondenseNA 0.1to 1.35)
was also coupled with immersion oil. Filters plagdter the halogenlamp and beforethe condenselincluded a
GIF (Nikon 40 mm Green Interference Filter) and a neutral density filiéte intensity of the lamp was adjusted
to a mid-rangelevel (an absoluteintensity level was not crucial for this experiment). The microscopewas
adjustedfor Kdhler illumination and the zoom was adjustedto reach the required sample spacing. For each
camera,imageswere acquiredof a portion without bars (a clear portion of the slide), anotherwith the shutter
closed (a dark image), and two more with the bars aligned parallel to theanalymarallel to the columns of the
CCD.

Each bar image, I, and |y, was correctedfor systematicshading— variations in image intensity due to
nonuniform illumination, sensitivity and dark current. This is accomplished with the following equation:

| I_Idark (4)

corrected — | -1
blank dark

2DIMES (Delft Institute for Microelectronicsand Sub-Micron Technology,Delft, The Netherlands)is a governmentfunded
research institutat the Delft University of Technology.lIt is specializedin designand fabrication techniquesfor submicron
technology.
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wherelpank is the image from the blangortion and lgark is the dark image®. The correctedimage, | corrected:

could berescaled,howeverabsoluteintensity measurementsre not neededin the following measurementand

since the result is stored in single precision floating point variables, rescaling wouddfewitthe results. A bar-
edgelocated nearestthe center of the camera’s detector was selected for measuringthe modulation transfer
function (MTF). A 32 pixel wide region centered over this edge (.60 either sideof the edge) was selected

for further processing, see figure 1a. This region was rotated some muItipI(% @itd(a new imagesuchthat the

edge transition was from dark to bright along a horizontal line. This image was interpolated to a sampleBspacing
times finer than the original in the horizontal directiseg figure 1b, using a spline interpolationroutine [Press].

A 1-D derivative-of-Gaussiakernel with coefficients (0=1.5) was convolvedwith the interpolatedimage along

each horizontal line.

The resultis a nearly perfectimpulse responseof the camera perpendicularto the direction of the bars
[Young], which unfortunately includes noise, see figure 1c. If the edge were perfectly adigaéete of defects,
an ensembleaveragein the vertical direction would improve the signal-to-noiseratio by the squareroot of the
number of lines averaged. However, since the edge does not satisfy either of the given prerequisitesthe
derivative image must be corrected:his correctioninvolves shifting each line so that the edgeis aligned with
the central pixel. Once again, noise produces uncertainty ifotia¢éion of the edge. By applying a smoothing
filter to the line and detecting the maximum value position the uncertainty of the edge position is reduced
[Canny]. Our method used a Gaussian shaped smoothing kernel with coefficients)(

Once the lines are shifted, see figure 1d, an ensemble average of all lines @ddDcenpulse response,
see figurele. The Fouriertransformof the impulse responsegives the system’soverall MTFg in figure 1f. By
comparingthe MTFg with the MTF of an ideal optical system [Born, Williams], i.e. the MTF of a perfectly
focussed diffraction limited optical system using incoherent light, zarededucethe camera’sspatial frequency
response. All CCD camerasexhibit a fundamentalsinc-shapeddegradationin spatial frequencyresponsesince
each CCD well collects photons uniformly over its surface (spatial integration).

Other methods for characterizing the SFR of CCD cameras include a holographic fMdincaywka] and
a microscopebasedmethod using fluorescentmicrosphereqHazra]. The holographic method requiresa laser-
basedtesting apparatus. The advantageof this systemis that it can test the SFR to beyondthe Nyquist rate
limitation imposed by the CCD arraylikewise, Hazra et al. achieve extendedspatial frequencyinformation by
acquiring multiple, sample-shiftedargetimages. Thesemultiple imagesare recombinedinto one sub-sampled
image, which allows systemcharacterizationbeyondthe Nyquist rate. The step edge methoddescribedin this
paper characterizes the system up to the Nyquist limit.

2.3. Dark Current

Electrons are not only produced by photons, but also by thermal energy. Dark @udefihed as the rate
of induced electrons per pixel from all sources other than photons. thieeeally induced photonsare the main
contributor to dark current, cooling the camera redubesunwantedelectron source. Measuringdark currentis
relatively simple and does not require an optical setup.

We performed dark current measurements after the camenason for more than an hour. Photonswere
kept from reaching a camera’s CCD sensor by capping its lens port with anbéestk Plannedintegrationtimes
were 1, 10 and 100 seconds,however HCS and Xillix had maximum integration times of 50 and 20 seconds
respectively.

Figure 1 (next page): a) Image of the bar pattern with a 12.8um period cycle. A 32 pixel wide segmentis
selected from the middle of the imad®. The image region selected from figure 1a is interpolated by a fac®r of
in the x-direction using splines to produce this image. The scale in this figure is nobkmgihe x and y-axes
(see scale bars). The roughne$sghe edgeis clearly visible. ¢) One X trace throughthe differentiatedimage.

d) The edge roughness is removed by shifting the lines. The result is shows) h&he result ofaveragingall X
traces of figure 1d togethef) The Fourier transform of the result shown in figure 1e.

3This expression and altalculationshereafterare in single precision floating point including the real and imaginary parts of
complex numbers.Fourier transformsare calculatedinternally with double precision numbers,howeverthe input and output
are single precisioffloating pointnumbers.
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3. RESULTS
All methods of the previous section were used to characterize the following cameras:
e Photometrics (TH7882) Thompson chip TH 7882
¢ Photometrics (KAF1400) Kodak chip KAF1400
o Xillix Kodak chip KAF1400
e Astromed P86000 chip
e HCS Philips chip
e Sony Sony XC-77RRCE

3.1. Signal-to-noise ratio

Noise sources are:
» Photon shot noise (quantum nature of light which obeys Poisson statistics)
* Readout noise (preamplifier noise which increases rapidly with readout rate)
» Dark current noise (dark current that has a quantum nature as well)

Assuming that the photon shot noise dominaresr the other noise sourceswhen the photo sites (wells) fill up,
the SNR is limited by the capacity of the wéll;. Becauseall electronsare createdby exactly one photon,the
number of electronblg obeys Poisson statistics as well.

For each signal leveNg) the SNR per single pixel is limited by:

SNR = 20l0g( N, /N, ) = 10log(N, (5)
Using the relation:
#ADU = Ne G (6)

with G the electronic gain we get for the maximum SNR the following expression
SNR, = 10l0g((2"° ~1) /G) = 10l0g(2"* ~1) - 10l0g(G) )

We notice that the maximum SN&an be increasedby using an AD converterwith more quantizationlevels or
by reducing the electronic gafd. Reduction of the electronic gain does not hedpow a certain level wherethe
numberof electronsneededto producea full outputin ADU’s is larger than the well capacity for electrons,
(2#its_1)G-1 > N...

Knowing this, we have to realize that a measure of SNR for a particaleraonly makessenseif the value is
related to the maximum SNR for the number of electrons per well (cf. table 1).

Table 1: SNR'’s for various intensity level$g]. For each exposure timee list the measuredSNR and the ideal
SNR. The maximum SNRINRmax, is limited by the Poissondistribution of the electronsproducinga maximum
output signalNc.

exposure time (s) 0.2 0.4 0.8 1.6 3.2 NRmax
Photometrics (Th 78882) 41/43 44/46 49/49 52/52 56
Xillix 22/32 28/35 34/38 39/41 43/44 47
Astromed 42/42 46/45 49/48 52/52 55/55 58
HCS 17/38 23/40 29/43 38/46 40/50 51
Sony 30/35 35/37 39/40 43/43 39/47 49

State-of-the-arcamerassuch as a Photometricscamerabasedon the KAF 1400 CCD producea SNR that is
photon limited (equal to the ideal SNR) over the entire dynamic range of the output signal in ADUs (cf. Figure 2).

In: H.C. Titus, A. Waks (eds), SPIEvol. 2173, “ImageAcquisition and Scientificimaging Systems”, 1994, 73-84. 6
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3.2. Sensitivity
Sensitivity Scan also be written as

SSQEGF 1y (8)

with QE, the quantum efficiency, Ghe number ADU’sper electron (electronic gain), F the fraction of the pixel
that is photo sensitive (filling factor), amg,, transmission coefficient of the camera window

Sensitivity can be increased by increasing the electronic gain of the camera. CCD’s ttigherguantum
efficiency for red light than for blue light. In the infra red (IR) region of the spectrumthe quantum efficiency
approachesl00% whereasin the ultra violet (UV) the quantumefficiency is virtually zero. This has important
consequences for the sensitivity.
For the PhotometricsKAF 1400 camerawe estimatedthe variancein the image | from a difference image. A
photon limited camerasystem has a linear relation betweenthe measuredvariance and the average image
intensity (cf. fig.3).
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Figure 2: The SNR of arempty (blank) image for two Figure 3: The variance of an empty (blank) field for
gain settings as a function of the corrected (for dark two gain settings as a function tife corrected(for dark
current and bias) average pixel value for the currentand bias) averagegrey-value.Fitting a straight
PhotometricsKAF1400 camera. The solid lines show line to both the data sets (R?=1.000) yields an

the predicted SNR in case of photon shot noise only electronic gain of g1x=0.126 el ADU and g4x=0.539
(12 bit ADC and electronic gain g1x=0.126 and &1 ApU respectively.

94x=0.5309).

Table 2: Electronic gain (ADU response per electron) measuvigd an constantphotonflux that correspondgo
an equivalent “electron flux” of 186 el pm—z on the Photometrics TH7882 camera andcegposuretime of 1.6
s. For the Xillix camerathe uppereight out of ten bits are considered.This action reducedthe sensitivity by a
factor of four. Both Photometrics cameras and the Astromed support other gystenifour times higher for the
Photometrics and eight times higher for the Astromed).

G (ADU (e) 1) [ /1 pax
Photometrics (TH 7882) 1x gain 0.011 1742 |/ 4095
Photometrics (KAF 1400) 1x gain 0.126 n.a.
Photometrics (KAF 1400) 4x gain 0.539 n.a.
Xillix 0.0052 72 | 256
Astromed 0.103 14859 / 65535
HCS 0.0021 93/ 256
Sony 0.0039 n.a.
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ldark is called a dark image. The only differenoetweena dark image and a normal exposureis that for a dark
image the camera shuttetaysclosed.Var(lgark) or dark noise containscontributionsof readoutnoise and dark
current noise. The slope of the function equalseletronic gain of the camera.The PhotometricsKkAF 1400in
standard operation mode yields an electronic gaigy@£0.126 e1ADU (in the 4 gain mode the electronic gain
becomesysx=0.539 e1ADU). The electronic gairfor other camerasis given in table 2. The photonflux ®f was
kept constant during these experiments. The photondéuxbe calculatedusing the method of Appendix A. The
images acquired with an exposure time of 1.6 seconds are used to calculate the sensitivity.

To estimate the sensitivity we need knowledge about the transmission coefficient of the camera wjindaly,(
the fill factor (KAF1400f = 1) and the quantum efficiency for the wavelength being used (CCD specifications).

3.3. Linearity

CCD camerasexhibit linear photometricresponsefor almost their entire dynamic range. This is measuredby
fitting a linear regressionline to the intensity data for various exposuretimes and recording coefficient of
regression (Ia). The coefficientof regressior‘(Rz) resultsare shownin table 3. (Note: intensity resultsfor the
Photometrics 3.2 second exposures are excluded. Including these resultngix/éls9BS767)

Table 3. Coefficient of regression as indicator of linearity.

Coefficient of regression R
Photometrics (TH 7882) 0.999899
Photometrics (KAF1400) 1.00000
Xillix 0.999984
Astromed 0.999800
HCS 0.999937
Sony 0.999612

3.4. Spatial frequency response

Depictedin figure 4 are the cameras’ overall impulse response,or likewise spatial frequencyresponse
(SFR), across CCD rows and columns. Also depicted ighberetical MTF of the objective. All responsesre
normalized such that the DC value is unity. Below is a table which lists the objective, zoom setting and
measured sampling spacing.

Table 4. Microscope configuration and measured sample spacings for each camera.

Objective Zoom Row Spacing  Column Spacing
(Um) (km)
Photometrics TH7882 100 2.25 0.1057 0.1062
Xillix 60 1.15 0.0989 0.0986
Astromed 100 2.25 0.1073 0.1072
HCS 60 1.32 0.1979 0.1142

3.5. Dark Current

Dark currentreducesthe dynamic range of a camerabecausepreciouswell spaceis occupied by non-specific
electrons. Since thermally induced electrons are the main contributtarktacurrent, cooling the camerareduces

this unwantedelectron source.Some two-phaseCCD chips such as the KAF 1400 supporta special integration
mode called multi phasepinning (MPP). Operationin MPP mode reducesthe dark currentup to two orders of
magnitude at the expense of a lower well capacity. A cooled KAF 1400 in MPP mode (Photometrics KA 1400
—37°C) producesa dark current of 0.002 ADU s pixet1 (0.0003e st umY). without cooling, but using a
special accumulation mode, another chip of the same type (Xillix's Mioager 1400, VancouverBC, Canada)
produces a dark current of 0.12 ADtsixel? (0.49 e s um=1). The dark currenmeasurementsor the various
cameras are listed in table 5.

In: H.C. Titus, A. Waks (eds), SPIEvol. 2173, “ImageAcquisition and Scientificimaging Systems”, 1994, 73-84. 8
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Figure 4: Spatial frequencyresponseof five
cameras.For each camera we have plotted
three lines:

m |deal MTF,

+ SFR across CCD rows (vertical)

® SFR across CCD columns (horizontal)

The SFR’s are a) PhotometricsTH7882, b)
Xillix, c) Astromed,d) HCS, e) Sony. Note
that the Sony camera was used in a frame
integration mode, which only allowed one
frameto be readout. This in turnled to a 2-
times undersampling in the vertical direction.
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Table 5: Dark current in ADU g pixel'l. From the darlkcurrent, electronic gain and pixel size we calculate the

“dark electron flux” @dark.

Methods forCCD cameracharacterazation

dark current exposure time equivalence®qgrk temperature

(ADU s'1 pixel'l) (s) (e s1lum? °C
Photometrics (TH 7882) 420 103 100 72 103 -34.8
Photometrics (KAF 1400) 19103 1000 0.33103 —42
Sony (w/dark suppression 43103 40 46 103 20
Astromed 5.6 100 0.11 -46
Xillix 0.12 20 0.49 20
HCS 2.8 50 8.9 20

4. DISCUSSION
As expected, all CCD cameras tested exhibit a linear photometric response.

The slow-scanCCD cameras(Photometricsand Astromed)have a SNR that is photon limited over the
entire range over operation. Xillix' (8BMHzeadout) SNR becomesphotonlimited for signalslarger than 50% of
its dynamic range. For both video camerasthe readoutnoise dominates.The maximum signal-to-noiseratio
depends on the well capacity of an individual pixel. The well capagiproportionalto the pixel size. The SNR
can be increased by on-chip binning. There exists a trade-off between SNR and spatial resolution (pixel size).

The sensitivity is dominated by the electrogjgin. Sensitivity can be increasedby increasingthe gain in
exchange for a lower dynamiange, or by selectingan A/D converterwith more bits. On-chip binning doesnot
change the sensitivity.

Dark current of cooled cameras allows long integration times.Sdre camerasubtractsthe averagedark
current. However, after several secondsof integration time, the image shows hot-spotsdue to impurities and
irregularities of the Silicon.

The spatial frequencyresponse(SFR) of the Astromedis severelydegradedby the vibrations of the fan
mounted on the camera head (this is solved in later versions of this system). The Sony — anthatesfier@®CCD
— showsa clear discrepancybetweenthe SFR acrossthe rows and the columnsof the CCD. The SFR’s across
rows and columnsof the HCS cameraare almost the same.This indicatesthat its shapeis independentof the
video related electronics.

We believe it is to early to draw definitive conclusions from the results presented in this repoking at
the results one shoulde aware of the fact that severalcamerashave programmableoptionsthat have not been
(or could not be used) usedto there full extent. Especiallythe cameraswith variable gain (sensitivity) settings
deserve more attention.
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APPENDIX A: CONVERSION FROM PHOTONS TO ADC UNITS

A CCD camera integrates photon flux in the image plane during exposure. After digital resstdupixel
contains a value proportional to the number of incident photons on that pixel plus some offset duand déak
current. In this appendix we explain how to compute photon flux via statistical methods.
To apply statistical methods for measuring photon flux, noise sources must be identified. Main sonaissiof
an image are: photon noise (photons are Poisson distributed), readout noise (mainly produceatd»athplifier
and dependent on the readwoate), quantizationnoise of the analog-to-digitalconverter,and dark current noise.
For a slow scanned CCD camera such as the Photometrics (a readout rate of 500 kHz., 12 aitdAioGled to
—35 degrees) the photon noise dominates significantly over the other noise sources when the wells onattee CCD
sufficiently filled. By measuringthe level of photon noise with respectto the mean image intensity we can
determine photon flux, and from this a camera’s sensitivity can be determined.

The conversion of photons into ADU’s obeys eq. Al

1=NeG=NpQETy FG (A1)

with Np the number of photons hitting treurfaceof one well, Ne the numberof free electronsof the samewell,

QE is the CCD’s quantum efficiency for the incident wavelengghis the transmissioncoefficient of the camera
window, G is the conversionfactor from electronsinto ADU’s and F is the CCD’s filling factor (100% for the
KAF1400 chip).

Typical values of theQE for front illuminated CCD’s are around50% (higher in the red and lower in the
blue). The camera window can be made from quartz and ctatediucereflections. High quality camerasare
being delivered with these special coatings with transmission coefficients near one (no loss).

For a Poisson distributed stochastic sigdaland its transformedversion| (see eq. A1) we can derive the
unknownsystemparameterssuch as the overall conversionfactor from photonsto ADU’s and the photon flux.
Statistical properties of a stochastic signal carrdgdacedby ensembleaveragingwhen the signal is stationary.
For this experimentthis translatesinto a constantphoton flux in time and independentof the position. The
variance of a single pixel in ADU’sannotbe estimatedby the variancewithin one image due pixel variability.
This variability can be suppressedy using half the variance of a differenceimage where the two exposuresly
and | are two realizationsof the samesignal. The variance of the differenceimage is estimatedby taking the
mean over a uniformly illuminated field.

Using eq.(Al) the pixel's variance in ADU’s can be expressed in the pixel’'s variance in photons

var(l) = G® var(N,) (A2)
Using a propertyof Poissondistributedsignalswe derive the following relationshipwhere the expectationvalue
for a pixel's intensity in ADU’s can be estimated by the average over a uniformly illuminated field.
I

var(N) = N, = s (A3)
From the above two equation we derive the conversion f&foom electrons into ADU’s as follows:
var(l; — |
g=ral) _vath- 1) (A4)
I 2|
The overall conversion factor equals the camera's sensitivity.
QEryGF=S (A5)
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The photon flux®s in the image plane (see eq. 2) is therefore given by

or

_| _Idark

At,

(QE 7, FG)™

Methods forCCD cameracharacterazation

(A6)

This methoddoesnot work for all camerasbecausenoise terms other than photon noise may dominate.
However, oncethe photonflux is determinedusing a suitable camera,we can achieve our goal of measuringa
camera’s sensitivity by keeping the photon flux fixed and filling in the blanks of eq.(2).

For two out of the four camerasthe photon noise dominates:the PhotometricsTH7882 and Astromed
cameras. Due to different systemsettingsthey have a different overall conversionfactor. The photon flux was
kept constant for the duration of the measurements.

Table A: Camera’s conversion factor (electronic gain) and “electron flux” measured with an exposief 1.6

S.
G ¢ (e s1um
Photometrics TH7882 0.011 186
Astromed 0.102 189
APPENDIX B: CAMERA SPECIFICATIONS
Manufacturer |Photometrics |Photometrics | Xillix Astromed HCS Sony
type / model |CC200 Series |CC200 Series | Micro Imager | TE3/A MXR CCD XC-77RRCE
serial number X 0012 1014 501293910913
year 1988 1991 1991 1991 1991 1992
CCD type TH7882 KAF 1400 KAF 1400 P86000 NXA1011 PA-93
Thompson Kodak Kodak Philips
dimensions 384 x 576 1320 x 1035 | 1320 x 1035 |578 x 385 604 x 576 756 x 581
pixel size um)|23.0 x 23.0 6.8 x6.8 6.8 x6.8 22.0x22.0 10.0x 15.6 11.0x 11.0
cooling methog Peltier —36.8°C| Peltier —42°C | None Peltier air Peltier air None
-46°C -5°C
IR filter No No Yes No Yes Yes
binning Yes Yes Yes Yes No No
color No No No No No No
interface 12 bits 12 bits 10 bits 16 bits CCIR+TTL |CCIR + TTL
host computers VME, Macll VME, Macll AT bus IBM-PC video video
coating Yes Yes No Yes No No
gamma No No No Yes Yes 1/0.45 Yes 1/0.45
auto gain No/(1x,4x) No/(1x,4x) No No / Variable | No / Variable | No / Variable
(electronics)
readout rate |500 kHz 500 kHz (0.5,1,4,8) 20 kHz 14 MHz 14 MHz
MHz
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