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Supervisors: dr. Cynthia Liem1, Andrew M. Demetriou1

1EEMCS, Delft University of Technology, The Netherlands

A Thesis Submitted to EEMCS Faculty Delft University of Technology,
In Partial Fulfilment of the Requirements

For the Bachelor of Computer Science and Engineering
June 22, 2025

Name of the student: Damjan Košutić
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Abstract
The output of machine learning (ML) models can
be only as good as the data that is fed into them.
Because of this, when making datasets for creating
ML models, it is important to ensure the quality of
the data. This is especially true of human labeled
data, which can be hard to standardize and assess
the quality of. To assess the annotation practices of
human labeled data in the field of machine learning,
this paper investigates the datasets used in the high-
est cited papers in the AAAI Conference on Arti-
ficial Intelligence, an influential machine learning
conference. After extracting the datasets from 75
papers in three overlapping publication periods, the
top 20 datasets were evaluated from each period.
The results showed that the majority of datasets do
not use or underreport significant annotation prac-
tices, specifically about the annotators and the an-
notation process. This raises concern for the con-
ference and the field more broadly, as the most in-
fluential papers build their machine learning algo-
rithms on quite possibly low quality data. However,
there is some hope for the field in this regard as the
more recent papers use datasets with better quality
annotation practices.

1 Introduction
When training machine learning (ML) models, one often for-
gotten part of the process is assessing the quality of the input
data [29]. The concern of most papers is on the quality of
the model that is to be trained, while the input data is as-
sumed to be of sufficient quality. However, if the input data
used for training, testing, and/or validation of models is itself
of poor quality, the output of the model cannot perform at a
sufficient level of quality. This principle in Computer Sci-
ence is often called “garbage in, garbage out”, which states
that bad input data will necessarily lead to bad output data [4;
64]. Thus, to ensure the quality of the output of ML models,
the data used to create and evaluate the model must itself be
of high quality.

An important facet of the quality of ML data is its anno-
tation. Annotation refers to the process of labeling raw data
items such as images, text, sound clips, etc. according to a
schema that seeks to give desired information about the items.
This annotation is often done by humans, so as to give a re-
liable “ground-truth” that can then be used to train an ML
model to predict these labels. However, as human percep-
tions are often variable [2], quality annotation practices must
be used to ensure the quality of the annotations themselves
[67]. Additionally, providing poor documentation about the
annotation process makes it hard for that dataset to be vali-
dated by potential users of the dataset, harming responsible
research goals [28].

To provide an assessment of the current annotation prac-
tices of the datasets used in the field of ML, this paper as-
sesses the quality of the datasets used in the top cited papers in
the AAAI Conference on Artificial Intelligence. The research

question this work seeks to answer then is What are the anno-
tation practices of the datasets used in the highest cited pa-
pers in the AAAI Conference on Artificial Intelligence? These
papers will be grouped into three overlapping periods – those
published in the last 15, 5, and 2 years – and the datasets ex-
tracted from these papers will be categorized in a similar way.
The assessment of the datasets will be done through a set of
criteria applied to each dataset, evaluating 1) the general doc-
umentation about the datasets, 2) the documentation about the
annotators and the annotation process, and 3) the documen-
tation about the selection of the items and the schema with
which they were annotated.

The rest of this work is structured as follows. Section 2
will focus on the related work for this paper. In Section 3, the
procedure taken to gather, extract, and evaluate the datasets
will be explained. Section 4 will show the results of the eval-
uation of the datasets and Section 5 will draw the implica-
tions and make interpretations of the findings. Section 6 will
demonstrate the ethical implications of this work as well as
the measures taken for its reproducibility. Lastly, Section 7
will summarize the main conclusions of the work and pro-
vide a discussion of its limitations.

2 Related Work
This work seeks to build upon the contributions of Geiger et
al. in [29]. In this work, the researchers investigated how a
wide sample of supervised machine learning papers reported
on the annotation practices for the data used in the training of
their classifiers, with a focus on human annotated data. They
did so by taking a representative sample of papers from a di-
verse range of academic fields and evaluated each paper ac-
cording to a set of 18 criteria. The first 6 criteria were about
the general information of the paper such as did the paper
introduce an original ML classification task and did the pa-
per use original human labeling (i.e., whether the dataset was
created in the paper itself). With these criteria, they excluded
papers that did not use original human annotated data from
the remaining 12 criteria. The remaining criteria were about
who the annotators were, about the compensation, training,
and instructions given to the annotators, and about the anno-
tation process, like whether overlap was used, was inter-rater
reliability measured, were multiple labels given per item, etc.
Their results showed that only around one quarter of the sam-
pled papers used original human annotated data and, among
those, two thirds provided no information on the remaining 12
criteria. This, they concluded, raised concern as “high-quality
training data is essential to the validity of ML classifiers and
human judgment is notoriously difficult to standardize” [29,
p. 818].

The current work takes a different approach in several
ways. It focuses on the dataset papers and sources as opposed
to the machine learning papers themselves, looking at how
these dataset papers and sources report on their annotation
practices. By doing so, this paper avoids losing most of the
sample and provides an option for the datasets to originate not
only from academic papers but from any internet accessible
source. Additionally, this work provides a different perspec-
tive as it takes the datasets used in the highest cited papers



found on the AAAI Conference on Artificial Intelligence, as
opposed to a representative sample of papers from multiple
academic fields, thus focusing only on ML papers and only
on the most impactful ones published in the venue. The crite-
ria used to evaluate the datasets in this work use most of the
18 criteria as the ones in Geiger et al. work but expand them
to 27, as explained in Section 3.2. Finally, the analysis done
in this work is categorized into three overlapping periods, as
opposed to a single general one.

As for the other related work, three papers will be de-
scribed. The first paper is [30] by Geiger et al., a paper on
which [29] is based upon. Similarly to [29], this paper took
a sample of supervised ML papers and evaluated them ac-
cording to a set of criteria, which sought to evaluate the data
the classifiers introduced in those papers were trained upon.
The methodology also excluded the papers that did not intro-
duce an original ML classifier and use human annotated data.
However, the sample was only made out of classifiers that
classified Tweets for diverse purposes and the evaluation cri-
teria were smaller in extent than in [29]. The results showed a
“wide range in levels of documentation” [30, p. 333], indicat-
ing that there is a large portion of datasets that provide poor
documentation but also some that give hope for the field. The
current work seeks to investigate if the same is true for the
annotation practices of the highest cited paper in the AAAI
Conference for Artificial Intelligence and seeks to give an as-
sessment not only of the datasets used in papers for Tweet
classification but for the datasets used in any type of ML task.

The second paper is [16] by Daneshjou et al. This paper
sought to evaluate the documentation of the datasets used to
train ML models for skin disease diagnosis. It did so through
evaluating a sample of 70 dermatological papers with a set of
evaluation questions, specifically aimed at evaluating images
for skin disease diagnosis. Its results showed that only 64.3%
of the analyzed papers met the “gold standard criteria” [16,
p. 4] for disease labeling and the paper concluded that there
was a “sparsity of data set characterization and lack of trans-
parency” [16, p. 2] and the use of “nonstandard and unverified
disease labels” [16, p. 2] among the papers surveyed. The cur-
rent work seeks to build upon the evaluation of datasets used
for the creation of ML models but focusing on the field of ML
itself, and not specifically the field of dermatology. Thus, the
current work will not evaluate only the datasets used in der-
matological papers nor use evaluation criteria geared toward
those but evaluate the datasets used in papers from the field
of ML and utilize a more general set of evaluation criteria.

The third related paper that will be described is [76] by
Sav et al. This paper investigated the standards of docu-
menting data collection and annotation processes used for
recommender systems papers. It did so by surveying the
100 most highly cited recommender systems papers from the
most impactful venues in the area of Computing and Informa-
tion Technology and evaluating them using a set of criteria
similar to the ones used in [29]. The results of the analy-
sis showed that a large portion of the papers used bad doc-
umentation practices with severe reproducibility issues and
that there was a lack of a robust reporting framework. Inter-
estingly, the work also found that the guidelines for the anno-
tation process were usually given but that “little information

was provided regarding the population from which the anno-
tators were drawn” [76, p. 12], raising issues of generalization
onto real world populations. The current work seeks to use a
similar approach by evaluating the datasets used in a set of
the most highly cited papers in the AAAI Conference for Ar-
tificial Intelligence but not across multiple venues in the field
of ML. Furthermore, it seeks to investigate if the similar re-
producibility and generalizability issues will be present and if
the annotation practices will be frequently given as this work
has found.

3 Methodology
For the purposes of assessing the annotation practices in the
field of ML, the choice to focus on only one conference was
made due to the limited time frame of the project, and the de-
cision to use the AAAI Conference on Artificial Intelligence
specifically was made due to it having one of the highest h5-
index values within the field of Artificial Intelligence at the
time of writing1. The h5-index was utilized as it is a widely
used indicator of a journal/conference’s academic relevance,
based upon recent citations of its papers2, meaning that the
selected conference has a high relevance in the field of ML.
It was also decided to extract the datasets used only in the
highest cited papers, and not a representative sample, as these
papers have been the ones that have shaped the research field
the most and thus their datasets serve as relevant objects of
study. The impact of a paper was measured in terms of its
citation count, as that is a standard and widely accepted met-
ric for impact. It is important to note that the citation counts
do not necessarily represent the quality of the paper but do
provide a measure of impact, which this work is interested in.

To examine the annotation practices of the datasets used in
the highest cited papers in the AAAI Conference on Artificial
Intelligence the following methodology was used. The pro-
cess was split into three main steps: 1) gathering the highest
cited papers from the conference, 2) extracting the datasets
used in those papers, and 3) assessing each dataset accord-
ing to a set of criteria. The assessment criteria used in the
third step were split into three categories: 1) assessing the
general information about the dataset, 2) assessing the infor-
mation about the annotators and the annotation process, and
3) assessing the information about the items and the annota-
tion schema. This analysis was done in Google Sheets3, and
since there was overlapping work among the project team,
this table was shared.

3.1 Steps 1 & 2 – Collecting the Datasets
In step 1 of the process, the highest cited papers from the con-
ference were gathered. This collection was done by query-

1A list of the conferences with the highest h-5 in-
dexes in Artificial Intelligence can be found here: https:
//scholar.google.nl/citations?hl=en&vq=eng artificialintelligence&
view op=list hcore&venue=PV9sQN5dnPsJ.2024

2The definition given on Wikipedia can be found here: http://en.
wikipedia.org/w/index.php?title=H-index&oldid=1289491161

3Link to the spreadsheet: https://docs.google.com/spreadsheets/
d/16MkuS-upEQxkAj-poZO5ggPqmu UIDbwi7HWS3-21HE/
edit?usp=sharing. Each of the three steps are placed in a separate
tab.

https://scholar.google.nl/citations?hl=en&vq=eng_artificialintelligence&view_op=list_hcore&venue=PV9sQN5dnPsJ.2024
https://scholar.google.nl/citations?hl=en&vq=eng_artificialintelligence&view_op=list_hcore&venue=PV9sQN5dnPsJ.2024
https://scholar.google.nl/citations?hl=en&vq=eng_artificialintelligence&view_op=list_hcore&venue=PV9sQN5dnPsJ.2024
http://en.wikipedia.org/w/index.php?title=H-index&oldid=1289491161
http://en.wikipedia.org/w/index.php?title=H-index&oldid=1289491161
https://docs.google.com/spreadsheets/d/16MkuS-upEQxkAj-poZO5ggPqmu_UIDbwi7HWS3-21HE/edit?usp=sharing
https://docs.google.com/spreadsheets/d/16MkuS-upEQxkAj-poZO5ggPqmu_UIDbwi7HWS3-21HE/edit?usp=sharing
https://docs.google.com/spreadsheets/d/16MkuS-upEQxkAj-poZO5ggPqmu_UIDbwi7HWS3-21HE/edit?usp=sharing


ing the top 25 cited papers from the AAAI Conference on
Artificial Intelligence on Scopus4, in three overlapping time
ranges. These ranges were: 15 years (papers from 2010 to
2024, inclusive), 5 years (papers from 2020 to 2024, inclu-
sive), and 2 years (papers from 2023 to 2024, inclusive). The
search queries can be found in Appendix A. The analysis,
therefore, considered a total of 75 papers, which can also be
found in Appendix A.

There were several design decisions that were made for
Step 1. The querying was done on Scopus, as Scopus is re-
garded as a reliable search database for academic papers by
many researchers [3]. To obtain a copy of the papers, the
DOIs of the papers were used, which were retrieved with the
queries. For some papers, the DOIs were unavailable, so they
were manually retrieved from the conference’s official pro-
ceedings website5. The querying was done in the three afore-
mentioned ranges, to give three differently sized perspectives
on the datasets. The 15 year range gave a long perspective,
the 5 year range a medium one, and the 2 year range a short,
recent one. The ranges are taken from 2024, as the current
year, 2025, is not finished yet. The number of 25 was chosen
in a discussion with the project supervisor, so as to get a con-
siderable and realistic number of datasets to analyze in step
2.

In step 2, datasets were manually extracted and docu-
mented from the the papers collected in the previous step.
The datasets that were extracted must have been used in the
papers for (pre-)training, validating, and/or testing a machine
learning model, as all of these steps contribute to the creation
of the model. Survey papers were excluded from the analy-
sis, since they only summarize the work of other papers. The
datasets were sourced from the original papers themselves,
from external papers, and/or from external internet sources,
like GitHub repositories, dedicated websites, and similar. If
the datasets were externally sourced, there was a preference
for using the official paper describing the dataset, but external
internet sources were also investigated for thoroughness. At
times, datasets were improperly referenced by providing the
wrong paper or source, and so an effort was made for each
of these datasets to find the original paper/source (which was
not always possible). Since the papers found in step 1 were
queried from overlapping periods, certain papers appeared in
multiple periods. These papers were only analyzed once. Af-
ter excluding the papers that were duplicates, had no datasets,
or were surveys, there were 68 distinct papers that were ana-
lyzed.

3.2 Step 3 – Evaluating the Datasets
In step 3, the following procedure was taken to evaluate the
datasets. Firstly, the datasets were ranked on the basis of
their “citation sums” within the time range in which they were
used. A citation sum was defined as the sum of the citation
counts of all the papers that use a given dataset in the pa-
pers found in step 1 in a particular time range. This provided
a metric for the impact of that dataset in the specified time
range. The formula is defined as:

4https://www.scopus.com
5https://ojs.aaai.org/index.php/AAAI

CitationSumd,t =
∑

p∈Pd,t

Citations(p) (1)

where:
• CitationSumd,t is the citation sum for a dataset d in a

time range t

• Pd,t is the set of papers that use the dataset d in the time
range t

• Citations(p) is the number of citations of paper p
After ranking the datasets, the top 20 datasets from each

period were evaluated based upon a set of predetermined cri-
teria. The amount of 20 datasets per period were chosen
with respect to the time restrictions of the project, in agree-
ment with the supervisor. Considering that some datasets
were in the top 20 for multiple periods, the total number
of distinct datasets that were analyzed was 49. Addition-
ally, since the work of the other students on the project team
also included evaluating datasets with the same criteria, some
datasets were overlapping with the ones chosen for this work.
These datasets were not evaluated multiple times but were
evaluated only once by a single project team member. This
design decision was made on the basis of the time restrictions
of the project. Of the 49 datasets included in this analysis, 45
were analyzed by the author of this work, and the remaining
4 by other team members. The a list of the datasets analyzed
per period can be found in Appendix B.

There were 27 criteria that were used to evaluate the anno-
tation practices of a given dataset. Each criterion either had a
set of answer options or an open format answer. The criteria
were divided into three categories:

1. General information about the datasets. This cate-
gory included criteria on whether any information was
available about the dataset, what was the dataset made
for, did humans label the dataset, did the dataset collect
its own annotations or not, and whether the dataset in-
cluded a link to the data. This constituted a total of 5
criteria. This set of criteria tried to cover the general
properties of the datasets that were deemed useful for
the analysis.

2. Information about the annotators. This category in-
cluded criteria on who the annotators were, were they
trained, prescreened, how many annotators were there,
were multiple annotators used for each item, etc. This
constituted a total of 15 criteria. These criteria try to
assess the quality of the annotators and their annotation
process.

3. Information about the items and the annotation
schema. “Item” here refers to the data item that is to
be annotated with a label. This category included crite-
ria on what the item population and sample were, was
the rationale given for using them, where were the items
sourced from, was the sample size determined prior to
sampling, and criteria about the “annotation schema” –
the labeling system. This constituted a total of 7 crite-
ria. These criteria try to give an understanding of how,
why, and from where were the items taken as well as the
rationale for using the annotation schema.

https://www.scopus.com
https://ojs.aaai.org/index.php/AAAI


These criteria were largely based upon the 18 criteria used in
the methodology of [29]. These criteria were proposed by the
supervisor and adjusted in agreement with the student team.
During the process of annotation, if it was not clear how to
answer a criterion for a dataset, the team members discussed
these datasets mutually and with the supervisor. A shared
evaluation schema was also used to standardize the answers
among the student team which included explanations for each
criterion and its answers, with examples. This schema can be
found in Appendix C.

For the findings section, the criteria and their answers will
be transposed to a question/answer format with equal answer
options for all so that they may be more easily compared
and visualized. The answer options that will be available are
“Yes”, “Partially”, “No information”, “No”, and “Not appli-
cable”, with “Partially” and “No information” being applica-
ble to only some criteria. The questions will be framed in the
way that the answers of “Yes” will be the positive answers
(a higher percentage is better), while “No information” and
“No” will be the opposite. “Partially” will denote a partial
coverage of the question, and “Not applicable” will denote
that the question does not apply for that particular dataset. To
provide an example of this simplification, for the criterion of
“Formal Instructions”, which describes if the annotators were
given formal instructions during the annotation process, the
question will be “Were formal instructions given?” and the
answers will map as follows: “Formal instructions” = “Yes”,
“Some instructions” = “Partially”, “No information” = “No
information”, “No instructions” = “No”, “Not applicable” =
“Not applicable”.

As for the description of these results, the percentage of
the number of datasets that provided a particular answer or
set of answers to a question will be presented. This percent-
age will take the number of datasets that had a particular an-
swer and divide by the total number of datasets – either 49 or
20 depending on if the datasets are taken overall or per pe-
riod. The “Not applicable” datasets may be excluded from
the total number of datasets which will be explicitly men-
tioned. For the computational analysis and visualization of
the data, a Python project was created6 and shared among the
team, which utilized several libraries, including NumPy, Mat-
plotlib, scikit-learn, pandas, and others.

4 Findings
This section will discuss the results of the research conducted
as described in Section 3. The results will focus on the data
gathered in step 3 and will be documented in four sections:
one for each category of the criteria and one for a compari-
son between the time periods. As described in Section 3.2,
the analysis took the 20 datasets out of each period with the
largest citation sums, and the total number of datasets that
were analyzed was 49. The findings in all sections take the
results from all datasets into account but only the last sec-
tion takes into account the categorization by time period.
The main figure that is introduced in this section is Figure
1, which shows a summary of the documentation statuses for

6The codebase for the project can be found in this GitHub repos-
itory: https://github.com/Gargant0373/DatasetAnalysis

all the datasets analyzed by the criteria used in Section 3.2,
regardless of the period. Some criteria were omitted from
the figure as they were auxiliary – they only helped describe
another criterion – and would not contribute to the overall fig-
ure. An example of this is the criterion “IRR Metric”, which
describes the inter-rater reliability metric if inter-rater relia-
bility was reported for the dataset in a previous criterion. The
raw data for the evaluation of the datasets in the question/an-
swer format per each period and overall can be found in Ap-
pendix D and the raw data that was used during the evaluation
process can be found in the previously linked Google Sheets
spreadsheet.

4.1 Findings for the General Information About
the Datasets

The criteria for the general information about the datasets in-
dicate mixed results. These criteria are denoted by questions
1-4 and 25 in Figure 1. The criteria for the availability of
information about the dataset (question 1), the outcome or
purpose of the dataset (question 2), and the criterion for if
the labels were original (question 4) show high to very high
results, with the first two criteria having 98.0% and 95.9%
datasets giving a “Yes” response, respectively, and the last
criterion having 87.9% datasets giving a “Yes” or “Partially”
response, when the “Not applicable” datasets are excluded.
However, the criterion for if humans labeled the data (ques-
tion 3), and if the dataset provided a link to the data (question
25) show less high results, with the former having 59.2% of
the datasets giving a “Yes” or “Partially” response, and the
latter having 44.9% of the datasets responding with a “Yes”
response. The “Partially” responses were not included in the
percentage for the criterion about the presence of a link to the
data, as those responses denote the presence of a broken link.
These responses did, however, constitute a large percentage
of the datasets – 20.4%.

4.2 Findings for the Information About the
Annotators

Overall, the results for the criteria for the information about
the annotators indicate a low level of documentation about
the quality of the annotators and their annotation process in
the datasets. These criteria are denoted by questions 5-17
in Figure 1. The highest scoring criterion was the one de-
scribing the label source (question 5), which described who
the annotators were (i.e., volunteers, students, professionals,
etc.) and had only 54.5% of the datasets provided a label
source (i.e., provided a “Yes” response), when excluding the
datasets that were not applicable. This category did not have
any “Partially” responses. On the other hand, the lowest scor-
ing criterion was the one describing the discussion (question
16), which documented if the annotators were able to discuss
items among each other if there was confusion or difference
in opinion. Only 7.4% of the datasets provided a “Yes” re-
sponse to the question, when excluding the “Not applicable”
answers, and there were no “Partially” responses. Further-
more, the averages for the criteria were also quite low, with
the average number of datasets that provided a “Yes” or “Par-
tially” response being 35.1%, when excluding the “Not ap-
plicable” responses. A table of the averages can be found in

https://github.com/Gargant0373/DatasetAnalysis


Figure 1: Results of the evaluation of all datasets. Each question on the left represents a criterion from Section 3.2. The available answers of
the criteria are mapped to the options of “Yes”, “Partially”, “No information”, “No”, and “Not applicable”, as described in the same section.
The bottom axis represents the number of datasets that fall into one of the answer options. The maximum of the axis is 49, which is the total
number of datasets analyzed.

Response type Average Percentage
Yes 20.72%
Partially 1.41%
No information 7.69%
No 33.28%
Not applicable 36.89%

Table 1: Average responses per question for the annotator criteria.
The “Average Percentage” column shows the percent of datasets that
gave a particular answer averaged across all the annotator criteria.

Table 1. It is important to note that 32.7% of the datasets
were deemed not applicable for any of these criteria as they
were either not labeled or did not use human-made annota-
tions (check question 3). Some criteria may have more “Not
applicable” datasets because of the nature of the individual
question.

4.3 Findings for the Information About the Items
and the Annotation Schema

The findings for the criteria for the information about the
items and the annotation schema show large variation be-
tween the criteria. These criteria are denoted by questions
18-24 in Figure 1. The criteria of the description of the item
population (question 18), the description of the item source
(question 20), and whether the annotation schema was cho-
sen prior to annotating items (question 23) show high positive
responses, having 91.8%, 87.8%, and 83.3% of the datasets
providing a “Yes” response, respectfully, when excluding the
“Not applicable” datasets. There were no “Partially” answers
for these criteria. However, the criteria for the rationale of
the item population (question 19), the choosing of the sam-
ple size prior to sampling (question 21), the rationale for the
sample size (question 22), and the rationale for the annota-
tion schema (question 24), all mid to low positive responses,
having 42.9%, 48.9%, 17.0%, and 26.7% of the datasets giv-
ing a “Yes” response, respectfully, when excluding the “Not
applicable” datasets. There were no “Partially” responses.



Figure 2: Percentage of positive responses per criteria group per
period. The scores are calculated by adding up the “Yes” and “Par-
tially” answers in each of the three categories of criteria and dividing
by the number of datasets analyzed per period, excluding the num-
ber of datasets that had “Not applicable” as the answer.

4.4 Differences in the Findings for the Three
Periods

The findings indicate significant differences between the
three periods in terms of annotation practices. As can be seen
in Figure 2, the percentage of positive responses to the criteria
overall increase as the period is shorter, especially in the case
of the criteria evaluating the information about the annotators,
with the latter being 24.1% in the 15 year period, 35.0% in the
5 year period, and 43.3% in the 2 year period. As for the other
two criteria categories, the criteria for the general information
about the datasets shows a slight increase with the shortening
of the period, from 76.6% in the 15 year period, 78.3% in the
5 year period, to 80.6% in the 2 year period. Similarly, the
criteria for the information about the items and the annota-
tion schema shows a slight increase from the 15 year period
to the 5 year period (from 53.2% to 56.7%), but then a slight
decrease in the 2 year period (55.9%).

5 Discussion
This section will discuss the results presented in Section 4.
The section will cover what the results from each of the differ-
ent categories of the criteria imply for the AAAI Conference
on Artificial Intelligence. Also, it will provide an analysis of
the differences in the findings among the periods.

For the criteria for the general information about the
datasets, the results indicate the following. Almost all dataset
sources provide some information about their datasets and the
outcome or purpose for which they were made. This was to be
expected, as it is improbable that the highest cited papers in
the conference use datasets that either cannot be found or are
unclear as to what they represent. A major portion (around
33%) of the datasets were machine made, meaning that they
were excluded (deemed “Not applicable”) for the criteria for
the information about the annotators. This means that a third
of the datasets was not available for the analysis of the ma-
jor part of the criteria. Lastly, working links to the data itself

were available only in 45% of the datasets, indicate a worry-
ing fact that most datasets do not provide the official links to
their datasets or provide them but do not upkeep them. This
implies that if someone is interested in using those datasets,
they will have to find the source elsewhere, potentially getting
flawed data.

The low results for the criteria for the information about the
annotators are a cause for concern. Since most datasets do not
provide information about their label source, prescreening of
annotators, means of compensation, information about train-
ing, and how they were chosen out of the population as well
as information about the number of annotators in total, the
number of annotators per item, the number of labels per item,
the use of overlap, and, if overlap was used, the means of syn-
thesis between labels, the use of discussion, and the use of an
inter-rater reliability (IRR) metric, this implies that there is a
poor reproducibility of the data and quite possibly its qual-
ity, as these processes that involve human judgment are in no
way standardized or documented. On a broader level, this
implies that the most impactful papers from the conference
are significantly dependent on datasets that have a very ques-
tionable quality which means that the models trained in these
papers themselves should also be questioned, by the principle
of garbage in, garbage out. These models may have quite
bad generalizability onto real-world applications, thus the re-
sults for the models reported in those papers may be severely
inaccurate.

As for the results of the criteria for the information about
the items and the annotation schema, the mixed results may
indicate that some of the easier-to-report and more “obvious”
criteria tend to be documented more than the other harder-
to-report and more “obscure” ones. The criteria for the de-
scription of the item population, item source, and whether
the annotation schema was chosen prior to annotation can be
taken to score highly because they are more easily described
and are more “obvious”, since they describe the basic proper-
ties of the dataset (like what is it made out of, where were the
items taken from, and what was the annotation schema). It
is also possible that other potential users would be suspicious
of a dataset that did not specify these basic things, and thus
these highly impactful datasets have these properties speci-
fied. On the other hand, the criteria for the rationale of the
item population, sample size, and annotation schema, as well
as whether the sample size was determined prior to sampling
may take more effort to specify and are more “obscure” as
their value may not be immediately obvious. This line of
reasoning would then imply that generally more convoluted
and obscure properties will be more rarely described, which
points to the need for standardization of the documentation
of these properties, thus ensuring that less obvious properties
get documented as well.

The increase in the positive responses with the shortening
of the period of analysis indicates a larger focus on the anno-
tation practices and their documentation in recent years in the
conference and provides a source of hope. This is especially
the case with the information provided about the annotators,
with this category having the highest increase over the peri-
ods (as documented in Section 4.4). This is crucial as this
is the category with the least positive responses and the most



important category from the perspective of annotation prac-
tices. These results may be explained as a consequence of the
increase in the awareness of the importance of the quality of
annotation practices and their documentation over the years in
the conference itself and the Machine Learning field at large.
Thus, this provides a source of hope for the conference, as the
newer papers that are released tend to pay more attention to
the annotation practices and their documentation, especially
in the category that matters the most – the information about
the annotators and the process of annotation. However, there
is still a long ways to go, since the average of the positive
responses is still relatively low in the 2 years period - only
43.3%.

6 Responsible Research
To ensure that the research made is reproducible, several
steps were taken in the writing of this report. For the work
done in step 1, Section 3.1 documents where the papers were
collected from, how many papers were collected, what time
ranges were used, and provides a reference to Appendix A
which contains the exact queries which were used, on what
date, and the results of the queries themselves. The issue that
could not be practically assessed is that the citation counts
for the papers queried may change if the same queries are run
again, thus resulting in a different set of papers to extract the
datasets from. This should not influence the results drasti-
cally as the most cited papers should remain mostly the same.
For step 2, Section 3.1 also provides information on how the
datasets were extracted from the papers collected in step 1
and which papers were excluded from the analysis. Finally,
for step 3, Section 3.2 details how the datasets were ranked
and chosen to be analyzed and provides a description of what
evaluation criteria were used. The section also references Ap-
pendix C which contains the evaluation schema used by the
project team in the evaluation process which describes what
each criterion assessed and what were the available answers.
Furthermore, Section 4 references Appendix D which docu-
ments the raw results of the evaluation of the datasets, and
references the Google Sheets spreadsheet used by the project
team in the evaluation process of the datasets. Also, a link is
provided to the GitHub repository containing the code that
was used to create the figures in this paper, thus allowing
for their reproducibility. Therefore, as this work documents
the steps made in the process of collecting the top cited pa-
pers from the AAAI Conference on Artificial Intelligence, ex-
tracting the datasets, evaluating them, and documenting the
results, this work ensures the reproducibility of the research
made.

The ethical implications that were considered for this work
are the following. Since this work tried to give an assess-
ment of the annotation practices of the datasets used in the
highest cited papers in the AAAI Conference for Artificial
Intelligence, and since this assessment showed negative re-
sults, if the analysis was done poorly, then this work might
unnecessarily tarnish the reputation of the conference. There-
fore, effort was put into standardizing the evaluation process,
by creating an evaluation schema and being in constant com-
munication with the supervisor to ensure the accuracy of the

results and minimize the chances of this negative implication.
On the other hand, the negative results of this work might
contribute to helping the conference and the field of ML at
large realize the bad quality of the annotation processes used
for the creation of the datasets and thus help in improving the
annotation practices. This would then constitute a positive
ethical implication.

7 Conclusion
To conclude, while the annotation practices of the datasets
used in the highest cited papers in the AAAI Conference for
Artificial Intelligence show improvements in recent years,
there is still a lot of worrying bad practices. As the results
from the analysis of the top 20 impactful datasets from past
15, 5, and 2 years have shown, the documentation for the an-
notation practices is improving but even in the last 2 years,
on average, only 43.3% of the analyzed datasets gave posi-
tive responses to the criteria relating to the annotators and the
annotation process. As for the other criteria that were used,
the criteria relating to the general documentation of a dataset
and the criteria relating to the documentation about the items
and the annotation schema, show mixed results, with some
scoring highly and others quite low, indicating that certain
information about the annotation process may be more “ob-
scure” or hard and some more “obvious” or easy to document.
Overall, this means that a lot of the datasets that are used in
the highest cited papers in AAAI Conference for Artificial
Intelligence, and possibly in the field of ML at large, have
doubtable validity, and that the ML models that were trained
with those datasets in those papers have questionable quality,
by the principle of “garbage in, garbage out”.

7.1 Limitations
As for the limitations of this work, there are several to con-
sider. Firstly, because of the focus on the most highly impact-
ful papers and datasets, there is a reduced generalization of
the results onto other papers and datasets. Less highly cited
papers may use other datasets which may have annotation
practices of a different quality. However, it would be expected
that the most highly impactful papers would use more qual-
ity datasets than the average (considering their high citation
counts) but this is no certainty.

Secondly, the work only considered 75 papers and 49
datasets extracted from them. This limits generalization as
this sample was not large and therefore may not map well to
the exact practices in all highly cited papers from the confer-
ence.

Thirdly, since the datasets used in the papers of only one
conference were analyzed, there is a reduced generalization
onto the ML field at large. The highly cited papers published
in other venues/conferences other than the AAAI Conference
for Artificial Intelligence may use different datasets with dif-
ferent quality annotations. However, as the selected confer-
ence is among the highest cited ones in the field of ML, its
papers will probably be in the highest cited papers in the field
overall, thus providing a good approximation of the datasets
used in the highest cited papers in the field overall. Of course,
this is not a certainty, as other highly cited conferences might



have better/worse standards for the datasets that they use in
their papers.

Finally, there is a reduced validity of the work because
the extraction of the datasets and their evaluation was done
only by the author, and not by multiple people. This means
that some datasets may have been left out of the analysis be-
cause they were not properly extracted in step 2. This also
means that some of the results may be skewed due to biased
responses to the criteria. However, the use of a structured
evaluation schema and the constant communication with the
supervisor of the project helped standardize the evaluation
process.
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Grégoire Côté, and Reza Karimi. Scopus as a curated,
high-quality bibliometric data source for academic re-
search in quantitative science studies. Quantitative Sci-
ence Studies, 1(1):377–386, 02 2020.

[4] Charles Babbage. Passages from the life of a philoso-
pher. Longman, Green, Longman, Roberts, & Green,
London, 1864.

[5] Marc G. Bellemare, Yavar Naddaf, Joel Veness, and
Michael Bowling. The arcade learning environment:
An evaluation platform for general agents. arXiv
preprint arXiv:1207.4708, 2012. Submitted on 19 Jul
2012, last revised 21 Jun 2013.

[6] Maciej Besta, Nils Blach, Ales Kubicek, Robert
Gerstenberger, Michal Podstawski, Lukas Gianinazzi,
Joanna Gajda, Tomasz Lehmann, Hubert Niewiadom-
ski, Piotr Nyczyk, and Torsten Hoefler. Graph of
thoughts: Solving elaborate problems with large lan-
guage models. Proceedings of the AAAI Conference
on Artificial Intelligence, 38(16):17682–17690, Mar.
2024.

[7] Tian Bian, Xi Xiao, Tingyang Xu, Peilin Zhao, Wen-
bing Huang, Yu Rong, and Junzhou Huang. Rumor de-
tection on social media with bi-directional graph con-
volutional networks. Proceedings of the AAAI Confer-
ence on Artificial Intelligence, 34(01):549–556, Apr.
2020.

[8] Yonatan Bisk, Rowan Zellers, Ronan Le bras, Jian-
feng Gao, and Yejin Choi. Piqa: Reasoning about
physical commonsense in natural language. Proceed-
ings of the AAAI Conference on Artificial Intelligence,
34(05):7432–7439, Apr. 2020.

[9] Guillaume Bouchard, Sameer Singh, and Théo Trouil-
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A Search Queries and Results
The following queries were executed on 23 April 2025.

• 15 year range:
SRCTITLE ( aaai AND conference AND on AND

artificial AND intelligence ) AND
PUBYEAR > 2009 AND PUBYEAR < 2025

• 5 year range:
SRCTITLE ( aaai AND conference AND on AND

artificial AND intelligence ) AND
PUBYEAR > 2019 AND PUBYEAR < 2025

• 2 year range:
SRCTITLE ( aaai AND conference AND on AND

artificial AND intelligence ) AND
PUBYEAR > 2022 AND PUBYEAR < 2025

The results of the 15 year range query can be found in Table
2, of the 5 year range query in Table 3, and of the 2 year range
query in Table 4.

B Datasets Analyzed per Period
A list of the analyzed datasets from the 15 year period can be
found in Table 5, from the 5 year period in Table 6, and from
the 2 year period in Table 7.

C Dataset Evaluation Criteria
The following are the evaluation criteria used to evaluate the
datasets in step 3. These descriptions were taken from a
shared annotation schema from the team.

Each criterion has an “Unsure”, “No information” and
“Not applicable” option, unless otherwise stated. “Unsure”
signifies the entry is marked for discussion. “No informa-
tion” means the author does not give any information about
this question and “Not applicable” means this question does
not make sense to be asked (e.g. no reason to ask ourselves
about the overlap metric if there is no overlap for annota-
tions). “No” means the author has stated explicitly that the
answer to the question is no (e.g. it was stated that no pre-
screening was done).

• Available – “No” if there is no information about the
dataset (i.e. author does not reference it and is not find-
able on the web/private dataset etc.), “Yes” if there is in-
formation available, “Unsure” if it might be out of scope,
“Benchmark” if it is a benchmark (to signify it was ex-
panded)

• Outcome – what was the purpose of this dataset? i.e.
ImageNet made for object recognition

• Human Labels – “Yes for all” all of the items collected
were annotated; “Yes for some” some items annotated,
but others (e.g. in the dev set etc.) left unannotated; “No
/ Machine labelled” item unannotated (e.g. Wikipedia
text for pretraining LMs) or annotated by a machine
(synthetic means), “Unknown” the author does not spec-
ify how the dataset was annotated, “Implicit Yes” We
know based on the subject matter that it had to be hu-
man labeled (e.g. patient data)



• OG Labels – “OG” they made the labels themselves
(through crowdworkers etc.) “External” labels were
taken from another place already available, “Not La-
belled” there are no annotations (the latter replaces “Not
applicable”)

• Label source – where were the labels taken from?
MTurk, other crowdsourcing websites, students, no in-
formation, not applicable etc. (this could be turned into a
dropdown later, for now just be consistent for your pub-
lication)

• Prescreening – “Generic skill based” they state that the
workers were filtered on their skills i.e. basic Spanish
skills etc. “Previous platform performance” hired based
on how good they were on the platform i.e. 97% HIT
accuracy, “Project-specific prescreening” e.g. inviting
good crowdworkers back, doing their own prescreening

• Compensation – how were the workers compensated?
We assume hiring somebody on a crowdsourcing plat-
form implies money. If annotated by authors, put “au-
thorship”. Options are “Money”, “Authorship”, “Course
Credit”, “Other Compensation”, “Volunteer”, “No infor-
mation”, “Not applicable”, “Unsure”.

• Training – whether annotators receive interactive train-
ing for this specific annotation task / research project –
simple formal instructions are not training

• Formal instructions – whether or not annotators re-
ceived formal instructions on how to annotate the data

• Labeller population rationale – did they give a ratio-
nale for why they picked those specific labellers?

• Total labellers – How many people annotated the items?
“Not applicable” and “No information” are valid op-
tions.

• Annotators per item – do the authors say how many
authors they had per label? Can be average etc.

• Label threshold – what is the minimum amount of la-
bels each item needed?

• Overlap – did multiple annotators work on the same
item? Sometimes you could theoretically infer that they
had at most one annotator per item, but if it is not clear
enough use “no information”

• Overlap synthesis – in what manner was the overlap
solved? “Qualitative” (discussion), “Quantitative” (no
discussion), “Other”

• Synthesis type – what method did they use? E.g. ma-
jority vote for quantitative or discussion for qualitative

• Discussion – was there a discussion among the annota-
tors? (sometimes researchers look at the annotation)

• IRR – was there IRR reported if there was overlap? If
no overlap, put “not applicable”.

• Metric – if IRR was reported, what was the metric? E.g.
F1 or Cohen Kappa etc. Put “not applicable” only if
there is no overlap (i.e. 1 annotator, machine labelled)

• Item population – briefly describe the item population

• Item population rationale – why did they go for this
item population?

• Item source – where did they take the items from?
• A priori sample size – did they decide the sample size

before they started collecting the items?
• Item sample size rationale – why did they choose to

collect this amount of items?
• A priori annotation schema – “yes”, “yes, from ex-

ternal source” “no” (if they make it up as they go, like
iNaturalist)

• Annotation schema rationale – did they put any
thought into why they use this schema?

• Link to dataset available – is the link to the dataset
available within the paper? Options are “Yes”, “Yes, but
broken”, “No”, “Unsure”, “Not applicable” if it is a syn-
thetic/generated one time dataset

• Notes – are there any additional notes to be worth men-
tioning about the dataset?

• Additional links – are there any additional relevant
links the dataset provides?

D Raw Dataset Evaluation Data
The raw data of the evaluation of the datasets regardless of
period is shown in Table 8. The raw data for the evaluation of
the datasets in the 15 year period is shown in Table 9, for the
5 year period in Table 10, and for the 2 year period in Table
11.



Paper title Year Citation count
Attention based spatial-temporal graph convolutional networks for traffic flow forecasting [33] 2019 2246
Regularized evolution for image classifier architecture search [72] 2019 2043
Building end-To-end dialogue systems using generative hierarchical neural network models [78] 2016 1258
FFA-Net: Feature fusion attention network for single image dehazing [71] 2020 1272
Deep spatio-temporal residual networks for citywide crowd flows prediction [108] 2017 1787
Distance-IoU loss: Faster and better learning for bounding box regression [112] 2020 3534
Convolutional 2D knowledge graph embeddings [20] 2018 2228
CheXpert: A large chest radiograph dataset with uncertainty labels and expert comparison [38] 2019 1651
Inception-v4, inception-ResNet and the impact of residual connections on learning [84] 2017 9648
Spatial temporal graph convolutional networks for skeleton-based action recognition [98] 2018 3458
Counterfactual multi-agent policy gradients [26] 2018 1428
SeqGAN: Sequence generative adversarial nets with policy gradient [105] 2017 1695
Session-based recommendation with graph neural networks [95] 2019 1487
Deeper insights into graph convolutional networks for semi-supervised learning [52] 2018 2136
Anchors: High-precision model-agnostic explanations [73] 2018 1527
Hypergraph neural networks [25] 2019 1180
An end-to-end deep learning architecture for graph classification [109] 2018 1264
Rainbow: Combining improvements in deep reinforcement learning [34] 2018 1298
Graph convolutional networks for text classification [103] 2019 1737
Return of frustratingly easy domain adaptation [83] 2016 1392
GMAN: A graph multi-attention network for traffic prediction [110] 2020 1235
Random erasing data augmentation [113] 2020 2311
Deep reinforcement learning with double Q-Learning [87] 2016 5484
Informer: Beyond Efficient Transformer for Long Sequence Time-Series Forecasting [114] 2021 3335
FiLM: Visual reasoning with a general conditioning layer [70] 2018 1238

Table 2: Resulting papers of the 15 year period query. The “Year” column denotes the year of publication.



Paper title Year Citation count
SiamFC++: Towards robust and accurate visual tracking with target estimation guidelines [97] 2020 835
Unicoder-VL: A universal encoder for vision and language by cross-modal pre-training [48] 2020 587
FFA-Net: Feature fusion attention network for single image dehazing [71] 2020 1272
PIQA: Reasoning about physical commonsense in natural language [8] 2020 653
Graph Neural Network-Based Anomaly Detection in Multivariate Time Series [17] 2021 815
R3Det: Refined Single-Stage Detector with Feature Refinement for Rotating Object [102] 2021 723
EvolveGCN: Evolving graph convolutional networks for dynamic graphs [69] 2020 802
Distance-IoU loss: Faster and better learning for bounding box regression [112] 2020 3534
Are Transformers Effective for Time Series Forecasting? [106] 2023 1137
Spatial-Temporal Fusion Graph Neural Networks for Traffic Flow Forecasting [50] 2021 656
K-BERT: Enabling language representation with knowledge graph [60] 2020 614
Voxel R-CNN: Towards High Performance Voxel-based 3D Object Detection [19] 2021 651
Is BERT really robust? A strong baseline for natural language attack on text classification and
entailment [43]

2020 746

Real-time scene text detection with differentiable binarization [58] 2020 659
Rumor detection on social media with bi-directional graph convolutional networks [7] 2020 579
Spatial-temporal synchronous graph convolutional networks: A new framework for spatial-
temporal network data forecasting [82]

2020 1130

Unified vision-language pre-training for image captioning and VQA [115] 2020 661
F3Net: Fusion, feedback and focus for salient object detection [94] 2020 899
UCTransNet: Rethinking the Skip Connections in U-Net from a Channel-Wise Perspective with
Transformer [88]

2022 578

Measuring and relieving the over-smoothing problem for graph neural networks from the topo-
logical view [14]

2020 820

Improved knowledge distillation via teacher assistant [65] 2020 815
GMAN: A graph multi-attention network for traffic prediction [110] 2020 1235
Random erasing data augmentation [113] 2020 2311
TabNet: Attentive Interpretable Tabular Learning [1] 2021 812
Informer: Beyond Efficient Transformer for Long Sequence Time-Series Forecasting [114] 2021 3335

Table 3: Resulting papers of the 5 year period query. The “Year” column denotes the year of publication.



Paper title Year Citation count
Federated Learning on Non-IID Graphs via Structural Knowledge Sharing [85] 2023 92
BEVDepth: Acquisition of Reliable Depth for Multi-View 3D Object Detection [56] 2023 287
Underwater Ranker: Learn Which Is Better and How to Be Better [32] 2023 87
On the Effectiveness of Parameter-Efficient Fine-Tuning [27] 2023 89
NHITS: Neural Hierarchical Interpolation for Time Series Forecasting [13] 2023 212
BEVStereo: Enhancing Depth Estimation in Multi-View 3D Object Detection with Temporal
Stereo [55]

2023 96

T2I-Adapter: Learning Adapters to Dig Out More Controllable Ability for Text-to-Image Diffu-
sion Models [66]

2024 118

Are Transformers Effective for Time Series Forecasting? [106] 2023 1137
CLIP-ReID: Exploiting Vision-Language Model for Image Re-identification without Concrete
Text Labels [53]

2023 101

PolarFormer: Multi-Camera 3D Object Detection with Polar Transformer [42] 2023 89
TrOCR: Transformer-Based Optical Character Recognition with Pre-trained Models [51] 2023 152
Learning Progressive Modality-Shared Transformers for Effective Visible-Infrared Person Re-
identification [61]

2023 105

High-Resolution Iterative Feedback Network for Camouflaged Object Detection [36] 2023 86
Curriculum Temperature for Knowledge Distillation [57] 2023 103
PDFormer: Propagation Delay-Aware Dynamic Long-Range Transformer for Traffic Flow Pre-
diction [40]

2023 192

Exploring CLIP for Assessing the Look and Feel of Images [89] 2023 222
Intriguing Findings of Frequency Selection for Image Deblurring [62] 2023 108
Simple and Efficient Heterogeneous Graph Neural Network [101] 2023 117
Ultra-High-Definition Low-Light Image Enhancement: A Benchmark and Transformer-Based
Method [92]

2023 200

Benchmarking Large Language Models in Retrieval-Augmented Generation [15] 2024 125
Graph of Thoughts: Solving Elaborate Problems with Large Language Models [6] 2024 132
Spatio-Temporal Meta-Graph Learning for Traffic Forecasting [41] 2023 134
FedALA: Adaptive Local Aggregation for Personalized Federated Learning [107] 2023 172
Spatio-Temporal Self-Supervised Learning for Traffic Flow Prediction [39] 2023 131
FairFed: Enabling Group Fairness in Federated Learning [22] 2023 86

Table 4: Resulting papers of the 2 year period query. The “Year” column denotes the year of publication.



Dataset name Citation sum
ImageNet [18] 11691
Arcade Learning Environment [5] 6782
PASCAL VOC 2007 [21] 5845
CIFAR-10 [46] 4354
COCO [59] 3534
Kinetics [45] 3458
NTU RGB+D [79] 3458
ECL / Electricity [86] 3335
ETT [114] 3335
US Weather [68] 3335
Cora [77] 3316
PubMed [77] 3316
CIFAR-100 [46] 2311
CUHK03 [54] 2311
DukeMTMC-reID [74] 2311
Fashion-MNIST [96] 2311
Market-1501 [111] 2311
PEMSD4 [33] 2246
PEMSD8 [33] 2246
Countries [9] 2228

Table 5: Datasets analyzed in the 15 year period. The “Citation
sum” column refers to the citation sum value for each dataset with
reference to the 15 year period.

Dataset name Citation sum
PEMS03 [82] 1786
PEMS04 [82] 1786
PEMS07 [82] 1786
PEMS08 [82] 1786
ICDAR2015-Challenge-4 [44] 1382
Conceptual Captions [80] 1248
Flickr30k [104] 1248
ECL / Electricity [86] 1137
ETT [114] 1137
Exchange-Rate [47] 1137
ILI [12] 1137
Jena Weather [63] 1137
Traffic 1137
DUT-OMRON [99] 899
DUTS [91] 899
ECSSD [81] 899
HKU-IS [49] 899
GOT-10k [37] 835
ILSVRC 2014 [75] 835
LaSOT [23] 835

Table 6: Datasets analyzed in the 5 year period. The “Citation sum”
column refers to the citation sum value for each dataset with ref-
erence to the 5 year period. The “Traffic” dataset does not have a
reference paper or source.

Dataset name Citation sum
nuScenes [11] 472
LOL [93] 422
MIT-Adobe FiveK [10] 422
CIFAR-100 [46] 275
CLIP User Study [89] 222
KonIQ-10k [35] 222
LIVE In the Wild [31] 222
SPAQ [24] 222
COCO [59] 221
ECL / Electricity [86] 212
ETT [114] 212
Exchange-Rate [47] 212
ILI [12] 212
Jena Weather [63] 212
Traffic 212
DARK FACE [100] 200
UHD-LOL [92] 200
BIKECHI [90] 192
NYTaxi [90] 192
PEMS04 [82] 192

Table 7: Datasets analyzed in the 2 year period. The “Citation sum”
column refers to the citation sum value for each dataset with ref-
erence to the 2 year period. The “Traffic” dataset does not have a
reference paper or source.



Question Yes Partially No information No Not applicable
1) Any available information about the dataset? 48 0 0 1 0
2) Was the outcome provided? 47 0 0 2 0
3) Did humans label the dataset? 27 2 4 16 0
4) Were the used labels original? 27 2 4 0 16
5) Was the label source provided? 18 0 0 15 16
6) Was prescreening or lack thereof stated? 4 0 0 26 19
7) Was the compensation method stated? 11 0 0 21 17
8) Was information about training provided? 6 0 0 26 17
9) Were formal instructions given? 10 7 14 1 17
10) Was there a reason provided for the labeller population? 5 0 0 27 17
11) Was the total number of labellers provided? 12 0 0 21 16
12) Was the number of labellers per item specified? 17 0 0 16 16
13) Was the label threshold provided? 17 0 0 16 16
14) Was there annotator overlap? 13 2 13 4 17
15) Was the synthesis type described? 12 0 0 14 23
16) Was there a discussion among the annotators? 2 0 22 3 22
17) Was IRR reported? 5 0 0 22 22
18) Was the population of the items described? 45 0 0 4 0
19) Was a reason given for choosing this item population? 21 0 0 28 0
20) Was the item source provided? 43 0 0 6 0
21) Was the sample size chosen before data collection? 23 0 23 1 2
22) Was a rationale given for the sample size? 8 0 0 39 2
23) Was the annotation schema created beforehand? 25 0 5 0 19
24) Was a reason given for annotation schema? 8 0 0 22 19
25) Link to the dataset available? 22 10 0 17 0

Table 8: Raw data for the results of the evaluation of all datasets. The first column represents the question that was asked for each dataset and
the rest of the columns represent the number of datasets that answered the question with that answer. The total number of datasets evaluated
is 49.



Question Yes Partially No information No Not applicable
1) Any available information about the dataset? 19 0 0 1 0
2) Was the outcome provided? 18 0 0 2 0
3) Did humans label the dataset? 10 1 3 6 0
4) Were the used labels original? 11 0 3 0 6
5) Was the label source provided? 6 0 0 8 6
6) Was prescreening or lack thereof stated? 1 0 0 13 6
7) Was the compensation method stated? 5 0 0 9 6
8) Was information about training provided? 2 0 0 12 6
9) Were formal instructions given? 5 2 7 0 6
10) Was there a reason provided for the labeller population? 1 0 0 13 6
11) Was the total number of labellers provided? 2 0 0 12 6
12) Was the number of labellers per item specified? 5 0 0 9 6
13) Was the label threshold provided? 5 0 0 9 6
14) Was there annotator overlap? 3 1 7 3 6
15) Was the synthesis type described? 3 0 0 8 9
16) Was there a discussion among the annotators? 1 0 9 1 9
17) Was IRR reported? 0 0 0 11 9
18) Was the population of the items described? 17 0 0 3 0
19) Was a reason given for choosing this item population? 7 0 0 13 0
20) Was the item source provided? 17 0 0 3 0
21) Was the sample size chosen before data collection? 9 0 11 0 0
22) Was a rationale given for the sample size? 4 0 0 16 0
23) Was the annotation schema created beforehand? 9 0 4 0 7
24) Was a reason given for annotation schema? 4 0 0 9 7
25) Link to the dataset available? 8 5 0 7 0

Table 9: Raw data for the results of the evaluation of the datasets from the 15 year period. The first column represents the question that was
asked for each dataset and the rest of the columns represent the number of datasets that answered the question with that answer. The total
number of datasets evaluated is 20.



Question Yes Partially No information No Not applicable
1) Any available information about the dataset? 20 0 0 0 0
2) Was the outcome provided? 19 0 0 1 0
3) Did humans label the dataset? 10 0 2 8 0
4) Were the used labels original? 8 2 2 0 8
5) Was the label source provided? 7 0 0 5 8
6) Was prescreening or lack thereof stated? 1 0 0 9 10
7) Was the compensation method stated? 3 0 0 9 8
8) Was information about training provided? 2 0 0 10 8
9) Were formal instructions given? 2 3 7 0 8
10) Was there a reason provided for the labeller population? 2 0 0 10 8
11) Was the total number of labellers provided? 6 0 0 6 8
12) Was the number of labellers per item specified? 7 0 0 5 8
13) Was the label threshold provided? 7 0 0 5 8
14) Was there annotator overlap? 5 1 5 1 8
15) Was the synthesis type described? 5 0 0 5 10
16) Was there a discussion among the annotators? 1 0 9 1 9
17) Was IRR reported? 2 0 0 9 9
18) Was the population of the items described? 18 0 0 2 0
19) Was a reason given for choosing this item population? 7 0 0 13 0
20) Was the item source provided? 17 0 0 3 0
21) Was the sample size chosen before data collection? 9 0 8 1 2
22) Was a rationale given for the sample size? 3 0 0 15 2
23) Was the annotation schema created beforehand? 10 0 2 0 8
24) Was a reason given for annotation schema? 4 0 0 8 8
25) Link to the dataset available? 9 4 0 7 0

Table 10: Raw data for the results of the evaluation of the datasets from the 5 year period. The first column represents the question that was
asked for each dataset and the rest of the columns represent the number of datasets that answered the question with that answer. The total
number of datasets evaluated is 20.



Question Yes Partially No information No Not applicable
1) Any available information about the dataset? 20 0 0 0 0
2) Was the outcome provided? 19 0 0 1 0
3) Did humans label the dataset? 10 1 2 7 0
4) Were the used labels original? 11 0 2 0 7
5) Was the label source provided? 8 0 0 5 7
6) Was prescreening or lack thereof stated? 3 0 0 8 9
7) Was the compensation method stated? 6 0 0 6 8
8) Was information about training provided? 4 0 0 8 8
9) Were formal instructions given? 6 2 3 1 8
10) Was there a reason provided for the labeller population? 3 0 0 9 8
11) Was the total number of labellers provided? 5 0 0 8 7
12) Was the number of labellers per item specified? 8 0 0 5 7
13) Was the label threshold provided? 7 0 0 6 7
14) Was there annotator overlap? 6 0 4 2 8
15) Was the synthesis type described? 5 0 0 4 11
16) Was there a discussion among the annotators? 0 0 7 2 11
17) Was IRR reported? 3 0 0 6 11
18) Was the population of the items described? 19 0 0 1 0
19) Was a reason given for choosing this item population? 11 0 0 9 0
20) Was the item source provided? 17 0 0 3 0
21) Was the sample size chosen before data collection? 7 0 11 0 2
22) Was a rationale given for the sample size? 1 0 0 17 2
23) Was the annotation schema created beforehand? 9 0 2 0 9
24) Was a reason given for annotation schema? 2 0 0 9 9
25) Link to the dataset available? 13 1 0 6 0

Table 11: Raw data for the results of the evaluation of the datasets from the 2 year period. The first column represents the question that was
asked for each dataset and the rest of the columns represent the number of datasets that answered the question with that answer. The total
number of datasets evaluated is 20.
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